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INTRODUCTION

In recent years, much effort has been put in developing 
medical imaging systems for clinical procedures. Actual 
interpretation of the obtained images is essential for 
successful achievement of the treatments. However, the 
human body’s internal organs are naturally complex and 
hard to diagnose. Image segmentation is the process of 
partitioning a digital image into its constituent regions or 
objects. This process can be used to separate the complex 
structures within medical images, which results in better 
interpretation and diagnosis by physicians. In dentistry 
field, image segmentation is appropriate for detecting 
the structure and arrangement of the teeth. Hence, this 
process is one of the primary steps in some image-based 
applications such as planning and assessing the dental 
implant and orthodontic treatments. Among dental images, 
computerized tomography (CT) images are widely used for 
three-dimensional (3D) visualizing of teeth. However, dental 

A B S T R A C T

Segmentation and three-dimensional (3D) visualization of teeth in dental computerized tomography (CT) images are of dentists’ 
requirements for both abnormalities diagnosis and the treatments such as dental implant and orthodontic planning. On the other hand, 
dental CT image segmentation is a difficult process because of the specific characteristics of the tooth’s structure. This paper presents 
a method for automatic segmentation of dental CT images. We present a multi-step method, which starts with a preprocessing phase 
to reduce the metal artifact using the least square support vector machine. Integral intensity profile is then applied to detect each 
tooth’s region candidates. Finally, the mean shift algorithm is used to partition the region of each tooth, and all these segmented slices 
are then applied for 3D visualization of teeth. Examining the performance of our proposed approach, a set of reliable assessment 
metrics is utilized. We applied the segmentation method on 14 cone-beam CT datasets. Functionality analysis of the proposed method 
demonstrated precise segmentation results on different sample slices. Accuracy analysis of the proposed method indicates that we 
can increase the sensitivity, specificity, precision, and accuracy of the segmentation results by 83.24%, 98.35%, 72.77%, and 97.62% 
and decrease the error rate by 2.34%. The experimental results show that the proposed approach performs well on different types of 
CT images and has better performance than all existing approaches. Moreover, segmentation results can be more accurate by using 
the proposed algorithm of metal artifact reduction in the preprocessing phase.
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CT image segmentation faces major challenges due to the 
specific features of the tooth’s structure and some properties 
of this type of images; Challenges such as topological 
changes of tooth border, difficult common boundary finding 
in adjacent teeth, suspicious boundaries around the real 
border of teeth due to the tissues around the teeth, noisy 
nature of dental CT images, degradation of the image 
quality due to streak artifacts caused by metal objects, etc.[1] 
Therefore, most of the existing methods are semi-automatic 
and require the expert user’s interaction. However, there are 
some fully-automatic methods attempting to do accurate 
segmentation of teeth in CT images.
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Generally, we classify the segmentation methods into three 
classes:
1. Structural methods: These methods try to find structural 

characteristics of the area, which is to be segmented 
and use them for the segmentation process. Deformable 
models such as active contour and the level sets are the 
important techniques in this category, which are widely 
used in dental CT image segmentation[1-5]

2. Stochastic methods: These methods use local 
information of each pixel to decide whether or not the 
pixel belongs to the desired region. These methods 
do not take into account structural information. 
Thresholding algorithm[6] and the segmentation using 
Covariance/Aria measure[7] are the two methods in this 
category, which are used for dental CT images

3. Hybrid methods: Methods of this category use 
characteristics of both structural and stochastic 
methods. The combination of the region growing 
algorithm and active contour model[8] and the 
segmentation using statistical shape model with the 
support vector machine (SVM) classifier[9] are the two 
CT image segmentation methods of this class.

Most of the aforementioned methods for segmentation of 
teeth are based on deformable models.[1-5,8] However, some 
deformable models (e.g., snake model) are unable to change 
their own topology, so they cannot detect the two adjacent 
teeth. Moreover, the initial curve has prominent effects on 
the segmentation results in these models. The level set 
based methods do not have the problems mentioned above, 
but these methods generally have considerable computation 
cost and need human interaction.[10] Furthermore, 
deformable models can only extract the boundary of each 
tooth and are not able to determine the internal structure 
of each segmented tooth, for example, the holes, which 
are essential for several applications such as root canal 
morphology. The case of metal artifacts in these images 
has not been resolved in most of the previous works. Some 
techniques for the reduction of metal artifact have been 
provided in some other researches. Linear interpolation 
and cubic interpolation of missing data in sinogram space 
are popular methods.[11,12] Another way of reduction is to 
replace corresponding unaffected projections in adjacent 
slices as the missing projections in sonogram space.[13,14] In 
some other work,[15] the missing projections were estimated 
using an exemplar-based inpainting technique.[16] Other 
methods directly fix the damaged image through some 
image processing techniques such as iterative deblurring,[17] 
segmentation,[18] and knowledge-based methods.[19] In the 
previous works,[20] we introduced a multi-step technique 
based on the mean shift algorithm for teeth segmentation 
of CT images. In this research, inspired by our previous 
experiences considering the main challenges (such as 
metal artifacts and noise), we propose a fully automated 
technique that uses the least square SVM (LS-SVM) classifier 
and mean shift algorithm for teeth segmentation in CT 

volumetric data. This paper is organized as follows. We 
describe the mean shift algorithm and LS-SVM classifier in 
detail in section 2. In section 3, we present our method 
for automatic segmentation of the teeth in CT images. In 
section 4, some promising results are demonstrated and 
analyzed. Finally, we conclude our work with a summary of 
the paper and some future works in section 5.

BACKGROUND

Mean Shift Algorithm

The mean shift algorithm[21] is a density estimation-based 
nonparametric clustering method. The principles of this 
method are as follows:[22] Given n data points Xi, i = 1,…, n 
in the d-dimensional space Rd, radially symmetric kernel 
K(x) (which profile of the kernel is k(x)) and bandwidth 
parameter h; the multivariate kernel density estimator is:
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Where ck, d is a normalization constant which causes k (x) 
integrate to one.[22]

If we define g (x) = k’(x); g (x) as a new profile, the kernel 
G (x) is defined as:
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The mean shift vector moves to find a point where the 
density estimator has a zero gradient and the local maximum 
of density. Mean shift method is able to determine all 
pixel clusters of the image. Therefore, internal structures 
of teeth can be extracted in the case of dental slices 
after segmentation. Moreover, we can define appropriate 
arbitrary dimensions for feature space to get accurate 
results of segmentation by the mean shift algorithm.

Support Vector Machine

SVM is a supervised kernel-based learning model which 
was invented by Vapnik.[23,24] This algorithm is widely 
used in real-world applications such as handwritten digit 
recognition,[25] medical image segmentation,[26] and face 
detection from images.[27] SVM model analyzes data and 
recognize patterns used for classification and regression 
analysis. In general, SVM maps input vectors into a higher 
dimensional feature space through a kernel function 
to perform efficiently nonlinear classifications as linear 
classifications. Noticeable feature of this model is that the 
classes, which are not linearly separable in real space, can 
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be separated linearly in a higher dimensional feature space. 
The principles of this model are as follows:

Given a set of training data y xk k k=1

N
,{ }  where xk ∈ Rn and 

corresponding output pattern yk ∈  {−1,  +1},  the  SVM 
classifier takes the following form in the feature space:

yk[w
T (xk) + b] ≥ 1 k = 1,…, N (4)

Where (x) is the nonlinear function which maps input data 
from original space to the high dimensional space and b is a 
real constant. In case a separating hyperplane does not exist, 
Variables ξk are used and the classifier is defined as follows:

yk[w
T (xk) + b] ≥ 1 − k, k = 1,…, N (5)

k ≥ 0, k = 1,…, N

The risk bound is minimized by the following optimization 
problem:
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The Lagrangian function is used to solve this problem and 
then we will get a quadratic programming problem that 
needs to be solve.

LS-SVM is a LS version of SVM which was introduced 
by Suykens and Vandewalle.[28] The idea of this model 
is to modify the formula by adding a least square term 
to the cost function, so the optimization problem are 
reformulated as:
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The ek is the error in the kth training data and γ is the 
penalty factor which is the trade-off between a smoother 
classification and the training error.

By this modification, it is not necessary to solve convex 
quadratic programming problem and solving a set of 
linear equations is substituted. This solution reduces the 
computation cost of the problem.

PROPOSED METHOD

In this section, we introduce our method for automatic 
segmentation of volumetric dental CT images. Main steps 
of the proposed method are as follows:
•  First step: Metal artifact reduction (MAR) and noise removal
•  Second step: Initial segmentation and individual tooth 

region detection
•  Third step: Final segmentation.

In the remainder of this section, we review each step of the 
proposed algorithm:

First Step: Metal Artifact Reduction and Noise 
Removal

The existence of noise and metal artifacts in dental CT images 
are the important problems that make the segmentation 
difficult. The effect of metal artifacts is generated due 
to the metal objects in the teeth or jaws such as dental 
implants and metallic fillings. To address these problems, 
the preprocessing step is required to improve the quality 
of the affected slices in dental CT images. In this section, 
an efficient algorithm is proposed for the MAR and noise 
removal. An overview of the proposed method is shown in 
Figure 1. The main idea of the proposed algorithm is the 

Figure 1: The overview of the metal artifact reduction method
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classification of image pixels into two general categories: 
Teeth pixels and nonteeth pixels. The first category consists 
of dental structures’ pixels, which should remain unchanged 
in the result of MAR algorithm. The second category consists 
of the background pixels, which may have been affected due 
to metal artifacts and need to be corrected. The following 
steps were performed for each slice in the datasets.

Specifying teeth and nonteeth pixels
In this step, the dental structure pixels are separated 
from other pixels in the image. To this end, the LS-SVM 
classification model was used to identify teeth and 
nonteeth pixels. This learning model classifies data with 
good accuracy and high speed.[29] To train this model, first, 
we selected two middle and crown slices and segmented 
them manually; second, the possible label for each pixel was 
considered: Teeth or nonteeth. The training set consisted of 
three factors: The coordinates of the pixel needed to classify, 
its intensity value and intensity values of its neighbors. The 
size of this neighborhood is defined by an (m × m) input 
window where m equals 5 in this work. Thus, each training 
sample has 27 features (two for pixel coordinates, one for 
pixel intensity value and 24 for neighbor pixels intensity 
values). Initially, all the teeth pixels and an equal number of 
randomly selected nonteeth pixels were used for training. 
The LS-SVM model was trained to produce a binary value 
of 1 for an input window whose center is the target tooth’s 
pixel or a 0 value otherwise. After the learning process, the 
LS-SVM model was used to identify teeth pixels in other 
slices of the CT image.

Partitioning of nonteeth pixels
Generally, nonteeth pixels belong to the background of 
the image. The background pixels are divided into three 
distinct groups. The first group contains the pixels that have 
very low-intensity values. Often, the streaking artifacts are 
identified with high-intensity pixels so we can assume that 
the pixels in the first group have not been affected by metal 
artifacts and consequently must have remained unchanged. 
The second group contains the pixels that have a higher 
intensity than the first group, but their intensities are not 
high enough to certify the impact of the metal artifacts. The 
third group includes pixels with high-intensity values and 
has most likely been affected by the metal artifacts. Two 
threshold values should be used to determine the areas of 
each group. Manual specification of the threshold values 
might give poor results because of the nonuniform intensity 
variations in some regions of dental CT slices. In addition, 
the choice of the two global threshold values for a particular 
slice might be inappropriate for other slices. Moreover, 
manual selection of the threshold values for individual slices 
is a time-consuming task. Therefore, we used a thresholding 
method based on Fuzzy C-mean clustering (FCM)[30] to apply 
an automated threshold value selection. Hence, each region 
is regarded as a fuzzy set, and three clusters are considered 
for fuzzy clustering of the background pixels.

Modifying the background areas
In this step, each group of the background pixels is repaired 
as follows:
•  First group: This group contains  the dark background 

pixels of a slice which have certainly not been affected 
by metal artifacts and remained unchanged

•  Second group: This group forms the light background 
of the image. Most of the pixels in this group 
are related to the soft tissues and must remain 
unchanged. However, there might be some dark 
background pixels affected by the metal artifacts 
located in this group. To correct them, we replaced 
the intensity value of each pixel by the median of the 
intensity value of itself, its neighboring pixels, and 
the corresponding pixels in the previous adjacent 
slice

•  Third  group:  This  group  consists  of  pixels  with 
high-intensity value and is most probably affected 
by metal artifacts. To repair them, we replaced their 
values with the corresponding unaffected pixels in the 
previous adjacent slice.

Aggregate the images and guided filtering
In this step, we aggregated four images obtained in the 
previous steps, to get a reconstructed image. A guided 
filter[31] was then applied on the reconstructed slice to 
smooth it while preserving the edges. The guided filter 
considers the content of a guidance image to perform an 
edge preservable smooth filtering. The guidance image 
or any other appropriate image can be taken as the input 
image.[31] In this case, we use reconstructed image as a 
guidance image.

This algorithm was executed slice by slice, starting from 
the root region slices. In many CT images root slices are 
not affected by the metal artifacts, so they can be used 
effectively for correcting the next slices. This strategy is not 
practical in some cases that the dental implant replaces the 
dental root and needs further investigation.

Second Step: Initial Segmentation and Individual 
Tooth Region Detection

In the second step, the CT slices were initially segmented 
and individual teeth regions were detected. To this end, two 
stages were considered as follows:

First stage: Initial segmentation to separate bony 
structures from other tissues
In this stage, first, the bony structures were separated 
from other tissues. To this end, the mean shift filtering 
was applied to each slice of the CT image so as to smooth 
the image while preserving details. Then an appropriate 
threshold value was determined for eliminating nonbony 
pixels. Figure 2a shows an original slice of the CT image and 
Figure 2b shows the result of this stage.
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Second stage: Individual tooth region detection
In this step, we first separated the general region of the 
teeth from other bony structures and then we fitted an 
arc on the teeth region for estimating separator lines 
between teeth. Gao and Chae[32] proposed a method to 
detect individual region of each tooth from the CT image. 
To this end, adjacent teeth are separated by a plane in the 
3D space. This method is proper to separate the teeth 
that have regular structure but contains some errors in 
separating the teeth with a high degree of root curvature. 
To solve this problem, we used separator lines instead 
of planes in the 2D space of each slice. Other steps are 
similar to the steps of the mentioned method.[32] First, the 
general region of the teeth and other bony structures were 
estimated by applying a morphological dilation operator on 
the binary image of the previous step. The general region 
of the teeth was then found considering the assumptions 
defined in the above-mentioned work[32] [Figure 2c]. Next, 
arc of the teeth was estimated using the least squares 
spline modeling[33] for white pixels [Figure 2d]. In this 
step, the separator lines between teeth are to estimate. 
To this end, we considered a line crossing for each dental 
arc point and calculated its integral intensity and then we 
plotted a profile, which indicates the integral intensity 
values of the points along the arc. Then local minimums 
were obtained by determining an appropriate threshold 
value for the integral intensity profile. These local 
minimums were considered as the arc’s separator points. 
Each separator line passed through the corresponding 
point and was perpendicular to the arc [Figure 3a]. 
It should be noted that the holes were filled with 
pixels of more intensity values using a morphological 
reconstruction operator[34] to avoid obtaining the wrong 
local minimums. Furthermore, it is important to choose 
an appropriate threshold value for obtaining the local 
minimums, which can also be automated using intelligent 
threshold selection methods.

Third Step: Final Segmentation

In this step, final segmentation of CT slices is done using the 
mean shift algorithm. Appropriate dimensions are defined 
for the feature space to overcome the previous problems 
mentioned at the introduction section. The feature space 
is a 2D lattice of 3D vectors. The 2D lattice represents the 
spatial coordinate of each pixel and 3D vector for each pixel 
is defined as follows:
•  Intensity value of the pixel is the first dimension of pixel 

vector
•  We  assigned  a  certain  value  to  the  pixels  of  each 

tooth region. This value is considered as the second 
dimension of each pixel vector [Figure 3b]

•  We distinguished  the  teeth and other bony  tissues  in 
the image by considering the fact that the teeth have 
a lot of inner edges. For this purpose, the edge map of 
the original image was extracted by phase congruency 
method.[35] The measurement of phase congruency 
provides information that are invariant to the image 
contrast and can be used for efficient corner and edge 
detection.[35] The result of this general edge detection 
method was incorporated with the initial segmented 
image. The intensity values in the resulted image are 
considered for the third dimension of the feature vector 
of each pixel.

The result of segmentation is an image in which all the 
teeth were specified as separate areas. The teeth were 
specified separately by eliminating the background clusters 
in the segmented area of each tooth [Figure 3c]. The mean 
shift method determines individual boundaries of each 
tooth by identifying its different cluster. Detected individual 
boundaries in a sample slice are shown in Figure 3d. Finally, 
the Shear-Warp approach[36] was used for volume rendering 
and 3D visualization of the segmented CT image. The main 
idea of the Shear-Warp approach is the factorization of the 

Figure 2: (a) An original slice, (b) Applying mean shift filtering and 
thresholding, (c) Binary dilated image, (d) Estimated dental arc

dc

ba

Figure 3: (a) The separating lines between teeth, (b) Estimating a general 
area for each tooth, (c) Segmentation result after eliminating backgrounds, 
(d) Detected individual boundaries after segmentation

dc

ba
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viewing matrix into a 3D shear, a projection to construct a 
distorted intermediate image and a 2D warp to generate 
the final image.[36] Figure 4a shows a 3D visualization of two 
of the original CT images of the upper jaw in two views. 
Figure 4b shows the images after the segmentation process.

RESULTS

We have used 14 dental cone-beam CT (CBCT) datasets 
to evaluate the proposed method, which were provided 
from the patients with different ages and various teeth 
conditions. Regarding patients’ sex, 9 women and 5 men 
were selected. Their mean age was 40 with the standard 
deviation of 11.6 and median of 45. CBCT scans were 
performed on Planmeca Promax 3DS and Scanora 3D 
imaging systems. The images are stored in DICOM files 
with the 16-bit gray level resolution. The voxels sizes of the 
image from Planmeca Promax 3DS are 320 μm with X-ray 
parameters of 84 kV and 12 mA for the voltage and current, 
respectively. The voxel sizes of the image from Scanora 3D 
were 200 μm with the X-ray parameters of 90 kV and 13 mA 
for the voltage and current, respectively. The algorithm was 
implemented using C++ and Matlab environment.

Most of the previous approaches are based on the 
deformable models.[1-5,8] Gao and Chae.[1] used a single 
edge-based level set method[37] for root segmentation 
and coupled the edge-based level set method[37] for crown 
segmentation with a modification of energy function. 
This algorithm is not fully automated and needs the user 
interaction to identify the initial boundaries of teeth, and 
they did not consider the problem of metal artifacts.

Keyhannejad et al.[2] applied the edge-based level 
set method[38] for the segmentation of bony tissues 
from other tissues and also the region-based level set 
method[39] (Chen-Vase model) for the segmentation of teeth 
from other bony tissues. Finally, the teeth boundaries were 
estimated using anatomical information and 2D panoramic 

image. In this study, they assumed the upper and lower jaw 
are symmetric, but it is not often a correct assumption in 
reality. Moreover, by using a 2D panoramic image in the 
3D space, a lot of information will be lost. Besides, the 
existence of metal artifacts may give poor results in this 
work. Hosntalab et al.[4] improved this method by proposing 
an approach for the metal artifacts reduction. They also 
employed variational region-based level set technique[39,40] 
for the segmentation. Although this method has better 
performance than the previous method, use of the 2D 
panoramic image in 3D space makes inaccurate initial 
contours for the segmentation.

Gao and Chae[3] used the coupled edge based level set 
method to build a virtual common boundary between two 
adjacent teeth. This algorithm also needs user interaction 
to identify the initial boundaries of the segmented teeth. 
Similarly, they did not consider the effect of metal artifacts.

Grzegorzek et al.[5] proposed a method which uses the 
active contour[41] (Snake model) to segment the teeth of CT 
image. In this research, the user is required to manually set 
the reference points of all the teeth, which are applied to 
determine initial boundaries. Moreover, Snake model has 
some inherent problems which are mentioned in section 1.

Yanagisawa and Omachi[8] presented a method for 
extracting the 3D shape of teeth using the region growing 
algorithm and active contour model. This method is unable 
to completely separate adjacent teeth in the crown region, 
and the lack of a proper artifact reduction approach may 
give poor results in some cases. Furthermore, it needs user 
interaction to set points for all teeth, which are required for 
region growing algorithm.

As it became clear, several previous studies proposed 
semi-automatic methods and need user interaction to 
perform segmentation. In addition, the problem of the 
metal artifact has not been considered in most previous 

Figure 4: (a) Three‑dimensional visualizing of two of the original computerized tomography images by Shear‑Warp approach 36, (b) Three‑dimensional 
visualizing of the images after segmentation process by Shear‑Warp approach 36

b

a
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works. Our proposed method does not have these problems 
and produces accurate results through a fully automated 
mechanism.

Too demonstrate the efficiency of our proposed method, 
we have compared our results with the results of two 
famous deformable models which have been used in most 
previous works. These deformable models are region-based 
level set method (Chan-Vase model)[39] and edge-based 
level set method.[38] We also have compared our results 
with the result of the two novel deformable models: Active 
contours with selective local or global segmentation,[42] 
and Level Set method preserving distance function.[43] As 
a baseline comparison, we also considered a conventional 
segmentation method based on thresholding. Therefore, 
we evaluated the proposed method comparing our method 
with the mentioned methods as well as the ground truth 
which was generated by a radiologist. In the remainder 
of this section, we review the functionality and accuracy 
analysis of the proposed method.

Functionality Analysis

We evaluated the functionality of the proposed method 
by displaying the segmentation results of the sample 
slices. To assess the functionality of the MAR algorithm 
proposed in the first step, we chose a middle slice and a 
crown slice with the metal artifacts. These slices are shown 
in Figure 5a and b, respectively. The results of applying 

the MAR algorithm on the selected slices are also shown 
in Figure 5c and d, respectively. According to the results, 
the proposed MAR algorithm reduces the metal artifacts 
of the slices, especially middle slices, but it may not have 
a noticeable functionality in the case of crown slices with 
intensive metal artifacts and, therefore, needs further 
investigation. Functional evaluation of the proposed 
segmentation method is displayed in Figure 6. The first row 
in Figure 6 shows three samples of the crown, middle and 
root slices. Manually segmented slices are also shown in 
the second row, and the third row shows the results of the 
proposed method. As shown in Figure 6, the results are very 
similar to the manually segmented slices.

Moreover, the segmentation algorithm was tested on a 
laptop with a Core 2Due 2.6 GHz CPU and 3 GB memory. 
The  proposed  method  was  written  in  C++  and  Matlab 
environment and all deformable models was implemented 
in Matlab environment. Table 1 presents the running time 
for two datasets of the maxilla and mandible with 375 slices 
and 14 teeth. We took these datasets as example which can 
be reference for other images because all CT images have 
similar characteristics. As depicted in Table 1 deformable 
models need different iteration number for the contour 
evolution. The most time-consuming part of deformable 
models is the iterative process of reinitializing contours 

Figure 6: Three sample of crown, middle and root slices, manually 
segmented slices and segmented slices by the proposed method

Figure 5: (a) A middle slice with metal artifacts, (b) A crown slice with 
metal artifacts, (c) Middle slice after applying metal artifact reduction 
algorithm, (d) Crown slice after applying metal artifact reduction algorithm

dc

ba

Table 1: Computation time for segmenting a full dataset
Data sets Upper jaw (maxilla) Lower jaw (mandible) Iteration Environment Dataset description

Chan‑Vase model[39] 6:21’:02” 6:50’:26” 200 Matlab Upper jaw: 14 teeth
Edge based level set method[38] 5:14’:10” 5:46’:36” 500 Matlab Slice number: 375
Active contours[42] 1:53’:23” 2:25’:46” 350 Matlab Lower jaw: 14 teeth
Level set method[43] 1:06’:34” 1:37’:08” 25 Matlab Slice number: 375
Proposed method 10’:49” 09’:01” ‑ Matlab, C++
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or signed distance function. Level Set method preserving 
distance function[43] needs fewer iteration number than other 
deformable models in order to get proper results. The mean 
shift method is also iterative. At every iteration, the kernel 
is moved to the local maximum of density, but the number 
of iterations is variant in different images and in uniform 
images is less than nonuniform images. In order to perform 
fast segmentation, we implemented the main steps of our 
segmentation method in C++ language programming. The 
execution time was about 9–11 min which is practicable in 
actual applications.

Accuracy Analysis

The accuracy analysis of the proposed methodology was 
carried out by assessing the segmentation results using the 
reliable measures. In the first evaluation, the performance 

measures[44] are used as follows: Sensitivity 
P

P P
TP

TP FN+
×







100 , 

specificity 
P

P P
TN

FP TN+
×







100 , precision 
P

P P
TP

TP FP+
×







100 , 

accuracy 
P P

P
TN TP

ref

+
×







100  and error rate 
P P

P
FP FN

ref

+
×







100 . 

True positive (TP), false positive (FP), false negative (FN) and 
true negative (TN) and Pref are, in this regard, calculated as 
follows: TP pixels are correctly segmented as teeth tissues, 
FP pixels are incorrectly segmented as teeth tissues, 
TN pixels are correctly segmented as nonteeth tissues, 
FN pixels are incorrectly segmented as nonteeth tissues, 
and Pref is the sum of TP, TN, FP, and FN. We divided the 
available datasets into two main groups: The first group 
which included 5 datasets unaffected by the metal 
artifacts (3 datasets of the maxilla and 2 datasets of the 
mandible) and the second group which consisted of 9 
affected datasets: 4 datasets of the maxilla and 5 datasets of 
the mandible. The purpose of this categorization is the 
investigation of the capability of the proposed method in 
segmenting the images with the effect of metal artifacts or 
without them. In addition, we evaluated the effectiveness of 
the proposed MAR algorithm. Table 2 contains the results of 
applying the proposed method on the images which had no 
metal artifacts. As illustrated in this table, the proposed 
method has better performance in segmenting the middle 
and crown slices than the root ones. This is due to the low 
contrast of the root slices which made the segmentation 
difficult. Table 3 contains the results of applying the 
proposed method on images which had metal artifacts. The 
first column tabulates the results of the segmentation 
without MAR, while the second column shows the results of 
the segmentation with applying MAR algorithm in the first 
step. As depicted in Table 3, the MAR algorithm is more 
effective in enhancing the results. Furthermore, we 
evaluated the accuracy of the proposed method in 

Table 2: Quantitative evaluation of the proposed method on 
three categories slices
Performance 
assessment 
measures (%)

Three categories slices

Crown slices Middle slices Root slices

Upper 
jaw

Lower 
jaw

Upper 
jaw

Lower 
jaw

Upper 
jaw

Lower 
jaw

Sensitivity 85.78 74.76 91.00 81.47 79.50 87.22
Specificity 98.95 99.38 98.85 98.46 97.90 97.96
Precision 87.52 78.9 86.91 71.53 70.11 64.90
Accuracy 98.23 98.62 98.26 97.7 96.79 97.51
Error 1.77 1.38 1.74 2.3 3.21 2.49

Table 3: The performance measures of the proposed method 
for datasets affected by metal artifacts and effectiveness of 
the MAR algorithm to improve segmentation results
Performance 
assessment 
measures (%)

No MAR With MAR

Upper jaw Lower jaw Upper jaw Lower jaw

Sensitivity 66.05 85.34 81.38 85.04
Specificity 98.11 97.61 98.02 98.23
Precision 66.71 60.74 70.19 67.64
Accuracy 96.38 97.10 97.12 97.69
Error 3.61 2.89 2.87 2.30
MAR – Metal artifact reduction

Table 4: Performance comparison of our method with other 
methods
Methods Performance assessment measures (%)

Sensitivity Specificity Precision Accuracy Error

Thresholding 97.97 85.96 24.17 86.49 13.50
Chan‑Vase model[39] 87.91 93.88 39.65 39.62 6.37
Edge based level 
set method[38]

90.25 94.91 44.78 94.71 5.28

Active contours[42] 88.99 93.24 37.55 93.55 6.94
Level set method[43] 75.35 96.9 55.54 95.92 4.07
Proposed method 83.24 98.35 72.77 97.62 2.34

comparison with the previous methods through calculating 
the performance measures for each method. As shown in 
Table 4, the rate of accuracy, precision and specificity of the 
proposed method are higher than other methods, and its 
error rate is also lower than others. Our method increased 
the sensitivity, specificity, precision and accuracy of the 
segmentation results by 83.24%, 98.35%, 72.77%, and 
97.62%, respectively and decreased the error rate by 2.34%.

The performance measures of the proposed method for 
datasets affected by metal artifacts and effectiveness of the 
MAR algorithm to improve segmentation results [Table 3].

The receiver operating characteristic (ROC) curve[45] 
is another appropriate measure for comparing the 
segmentation methods. The vertical and horizontal lines are 
associated with the sensitivity and specificity, respectively. 
The area under the ROC curve quantifies the ability of the 
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Figure 7: The receiver operating characteristic curves of the proposed 
method and other methods

method to discriminate between teeth pixels and nonteeth 
pixels. According to the plotted ROC curves in Figure 7, the 
curve of our proposed method has a better position than 
other methods. As described in Table 5, the area under the 
proposed method’s curve is estimated about 0.98 that is 
greater than the area under other curves.

CONCLUSION AND FUTURE WORKS

In this work, we focused on the automatic tooth segmentation 
of the CT image slices. To this end, we proposed a multi-step 
method based on the mean shift algorithm. Our method 
includes three main steps. We proposed an efficient MAR 
algorithm using LS-SVM classification and FCM thresholding 
as the first step. Then, we separated the general area of 
dental structures from other bony tissues and detected the 
region of each tooth. Finally, the final segmentation was 
performed using the mean shift algorithm through defining 
an appropriate feature space. Experimental results show the 
efficiency of our proposed method in teeth segmentation. We 
evaluated the proposed method in terms of functionality and 
accuracy analysis. Functional analysis indicated the capability 
of the proposed method achieving its goals. Accuracy 
analysis was done by reliable performance measures. The 
quantitative assessment indicated that the proposed method 
is effective for the segmentation of the crown and middle 
slices, and the segmentation results of these slices are more 
accurate than root slices due to the problem of low contrast 
in root slices. Moreover, experimental results indicated the 
performance enhancement by the proposed segmentation 
compared to the previous techniques. The use of an efficient 

technique for 3D visualization of the segmented slices is 
one of the future works regarding this research. In addition, 
the efficiency of the algorithm in root segmentation needs 
further investigation. Assessment of the proposed method 
with more datasets and using our segmentation results for 
further applications such as root canal morphology are our 
future challenges.
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