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A RT I C L E

Voltage Sensor Movement and cAMP Binding Allosterically Regulate 
an Inherently Voltage-independent Closed−Open Transition in HCN 
Channels

Shan Chen,1,2 Jing Wang,1 Lei Zhou,1 Meena S. George,1 and Steven A. Siegelbaum1,2,3

1Center for Neurobiology and Behavior, 2Department of Pharmacology, and 3Howard Hughes Medical Institute, 
Columbia University, New York, NY 10032

The hyperpolarization-activated cyclic nucleotide-modulated cation (HCN) channels are regulated by both mem-
brane voltage and the binding of cyclic nucleotides to a cytoplasmic, C-terminal cyclic nucleotide-binding domain 
(CNBD). Here we have addressed the mechanism of this dual regulation for HCN2 channels, which activate with 
slow kinetics that are strongly accelerated by cAMP, and HCN1 channels, which activate with rapid kinetics that are 
weakly enhanced by cAMP. Surprisingly, we fi nd that the rate of opening of HCN2 approaches a maximal value with 
extreme hyperpolarization, indicating the presence of a voltage-independent kinetic step in the opening process 
that becomes rate limiting at very negative potentials. cAMP binding enhances the rate of this voltage-independent 
opening step. In contrast, the rate of opening of HCN1 is much greater than that of HCN2 and does not saturate 
with increasing hyperpolarization over the voltage range examined. Domain-swapping chimeras between HCN1 
and HCN2 reveal that the S4–S6 transmembrane region largely determines the limiting rate in opening kinetics 
at negative voltages. Measurements of HCN2 tail current kinetics also reveal a voltage-independent closing step 
that becomes rate limiting at positive voltages; the rate of this closing step is decreased by cAMP. These results are 
consistent with a cyclic allosteric model in which a closed–open transition that is inherently voltage independent 
is subject to dual allosteric regulation by voltage sensor movement and cAMP binding. This mechanism accounts 
for several properties of HCN channel gating and has potentially important physiological implications.

I N T R O D U C T I O N

The HCN gene family (HCN1–4) encodes nonselective 

cation channels that are activated by membrane hyper-

polarization and directly regulated by cyclic nucleo-

tides (Biel et al., 2002; Robinson and Siegelbaum, 

2003;  Baruscotti et al., 2005). These channels underlie 

the  hyperpolarization-activated current (If or Ih) that 

contributes to pacemaking activity in both heart and 

brain. Binding of cAMP or cGMP to a C-terminal cyclic 

 nucleotide-binding domain (CNBD) enhances channel 

opening by speeding the rate of opening and shifting 

the relation between opening and membrane hyperpolar-

ization to more positive potentials (DiFrancesco and 

Tortora, 1991). Although previous studies have identi-

fi ed domains of HCN channels that are important for 

both cyclic nucleotide-dependent regulation (Viscomi 

et al., 2001; Wainger et al., 2001; Wang et al., 2001; 

 Zagotta et al., 2003) and voltage gating (Chen et al., 

2000; Vaca et al., 2000; Mannikko et al., 2002; Bell et al., 

2004; Vemana et al., 2004), the mechanism coupling 

voltage sensor movement, ligand binding, and channel 

opening remains unclear.

A number of kinetic models have been proposed 

to account for the voltage-dependent gating and cyclic 

nucleotide-dependent modulation of the HCN chan-

nels (DiFrancesco, 1999; Altomare et al., 2001; Wang 

et al., 2002; Craven and Zagotta, 2004; Shin et al., 2004; 

Mannikko et al., 2005). One unresolved question is 

whether voltage sensor movement directly opens the 

channel (DiFrancesco, 1999; Wang et al., 2002; Mannikko 

et al., 2005), as it does in a Hodgkin-Huxley model 

(Hodgkin and Huxley, 1952), or whether opening 

 occurs through a reaction that is distinct from voltage 

sensor movement. Evidence that the fi nal transition 

that opens the channel is inherently voltage indepen-

dent, and thus distinct from voltage sensor movement, 

comes from the fi nding that cAMP, in addition to shift-

ing voltage gating to more positive potentials, increases 

the maximal open probability of the channel at extreme 

hyperpolarized voltages, where voltage-dependent gating 

has reached completion (Craven and Zagotta, 2004; 

Shin et al., 2004). If opening itself were voltage depen-

dent, then the channel should be fully opened at such 

negative voltages and thus immune to any further 
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These effects of cAMP have been modeled by reaction 

schemes in which channels undergo a voltage-dependent 

activation reaction followed by a voltage-independent 

opening step that is enhanced by cAMP binding (Craven 

and Zagotta, 2004; Shin et al., 2004). Such models 

 predict that the rate of HCN channel opening and closing 

should become voltage independent at extreme nega-

tive or positive voltages, respectively, where the voltage-

independent rates of channel opening and closing 

become rate limiting. Here we demonstrate such  voltage-

independent kinetic properties for the gating of HCN2. 

Moreover, we fi nd that cAMP enhances the voltage-

 independent rate of channel opening and slows the 

 voltage-independent rate of channel closing. Such re-

sults are consistent with an eight-state cyclic allosteric 

scheme in which voltage gating and cAMP binding inde-

pendently regulate a closed–open transition that is 

 inherently voltage independent. In contrast, the rate of 

opening of HCN1 does not reach a voltage-independent 

maximum, indicating that its closed–open transition has 

faster inherent kinetics than that of HCN2, and so does 

not become rate limiting over the voltage range exam-

ined. Chimera studies reveal that the differences in the 

rate of the voltage-independent opening step between 

HCN1 and HCN2 are largely localized to the S4–S6 

transmembrane region. The presence of a rate-limiting 

voltage-independent step in both channel opening and 

closing may serve an important physiological function 

by preventing channel kinetics from becoming exces-

sively rapid at extreme negative or positive potentials.

M AT E R I A L S  A N D  M E T H O D S

Molecular Biology
Mouse HCN1 (Santoro et al., 1998) and HCN2 (Ludwig et al., 
1998) were subcloned into the pGH19 and pGHE expression vec-
tors, respectively (Santoro et al., 2000; Chen et al., 2001). Dele-
tion mutants and chimeras were made by a PCR/subcloning 
strategy, and the resulting mutant HCN channels were verifi ed by 
dideoxy chain termination sequencing.

In one series of chimeras, we exchanged the entire cytoplasmic 
N terminus, the S1–S6 core transmembrane domain, or the cyto-
plasmic C terminus between HCN1 and HCN2 (Wang et al., 
2001). We identify such chimeras using the nomenclature XYZ, 
where X, Y, or Z is a number, either 1 or 2, that refers to the HCN 
isoform encoding the N terminus, core transmembrane domain, 
or C terminus, respectively (see cartoons in fi gures). In a second 
series of chimeras, we subdivided the S1–S6 transmembrane do-
main into two subregions: the S1–S3 region and the S4–S6 region. 
We refer to these chimeras as XYSZX, where X refers to the parent 
channel (HCN1 or HCN2), Y refers to the identity of the donor 
channel from which the subregion was derived, and SZ refers to 
the subregion that has been replaced (that is, either S1–3 or S4–6) 
(see Fig. 4). In 21S1-32, S1–S3 of HCN2 (residues D182–E282) 
was replaced by S1–S3 of HCN1 (D129–E229). In 21S4-62, S4–S6 
(including the S3–S4 linker) of HCN2 (K283–L442) was replaced 
by S4–S6 of HCN1 (K230-L389). Conversely, in 12S1-31, S1–S3 of 
HCN1 (D129–E229) was replaced by S1–S3 of HCN2 (D182–
E282). In 12S4-61, S4–S6 of HCN1 (K230–L389) was replaced by 
S4–S6 of HCN2 (K283–L442).

Expression in Xenopus Oocytes
cRNA was transcribed from NheI-linearized DNA (for HCN1 and 
mutants having the N terminus of HCN1) or SphI-linearized DNA 
(for HCN2 and mutants having the N terminus of HCN2) using 
a T7 RNA polymerase (Message Machine; Ambion). 50 ng of 
cRNA was injected into Xenopus oocytes as described previously 
(Goulding et al., 1992).

Electrophysiological Recordings
Cell-free inside-out patches were obtained 3–6 d after cRNA injec-
tion, and data were acquired using an Axopatch 200A patch-clamp 
amplifi er (Axon Instruments). A symmetrical recording solution 
was used on both sides of the membrane, containing (in mM) 107 
KCl, 5 NaCl, 10 HEPES, 1 MgCl2, and 1 EGTA, pH 7.3. Patch pi-
pettes had resistances of 1–3 MΩ and were coated with Sylgard to 
minimize capacitance. An Ag-AgCl ground wire was connected to 
the bath solution by a 3 M KCl agar bridge, and junction potential 
was compensated before the formation of each patch. Channel 
opening kinetics were measured using hyperpolarizing voltage 
pulses applied to inside-out patches in −10-mV step increments 
from the holding potential −40 mV. Channel closing kinetics were 
measured by stepping the membrane to a negative voltage to acti-
vate the channel, and then returning the voltage to a series of 
more positive steps, also in −10-mV increments. All recordings 
were obtained at room temperature (22–25°C). Leak current was 
not subtracted. Data were fi ltered at 1 kHz with the Axopatch 200A 
built-in 4-pole, low-pass Bessel fi lter and sampled at 2 kHz with 
an ITC-18 analogue-to-digital interface. Analysis was done using 
PulseFit, IgorPro, and Sigma Plot. All steady-state activation data 
included in this paper were obtained after the V1/2 measurements 
had stabilized following patch excision (Chen et al., 2001).

Data Analysis
Current records during hyperpolarizing voltage steps were fi t 
with a single exponential function, I = Iss(1 − exp[−t/τ]), after 
an initial delay (Wainger et al., 2001). Iss represents the steady-
state current, and τ represents the time constant. Steady-state 
activation curves were measured by plotting the peak tail 
current amplitude measured on return to the holding potential 
of −40 mV after hyperpolarizing steps to different test voltages 
as previously described (Wang et al., 2001). The activation curves 
were fi t with a modifi ed Boltzmann equation: Itail(V) = A1 + A2/
{1 + exp[(V − V1/2)/s]}, where A1 is an offset caused by a non-
zero holding current, A2 is the maximal tail current amplitude, 
V is voltage during the hyperpolarizing test pulse, V1/2 is the mid-
point activation voltage, and s is the slope factor of the relation 
(in mV). The peak tail current amplitudes were converted to a 
normalized Hodgkin-Huxley activation variable, f∞, that varied 
from 0 to 1, by subtracting A1 from Itail(V) and  dividing by A2.

To reduce variability due to slight shifts in the voltage depen-
dence of opening between experiments (standard errors for V1/2 
values <2 mV), we plotted values of 1/τ versus membrane voltage 
relative to the V1/2 determined for each individual experiment 
(determined by subtracting the V1/2 from the test voltage during 
the hyperpolarization). Kinetic data from multiple experiments 
were grouped based on relative voltage in bins between V’ and V’ + 
∆V mV, where V’ is the relative voltage and ∆V is the bin size 
(
5 mV). Kinetic values within a given voltage bin were then aver-
aged. We then converted the relative voltage back to an absolute 
voltage by adding the mean V1/2 obtained from all experiments to 
the relative voltage. Each 1/τ value was associated with a standard 
error in both the 1/τ axis and voltage axis; these errors are shown 
in the plots (when the error bar was larger than the symbol). As 
seen from the horizontal error bars in the plots, the corrections 
for voltage shifts were small.

Tail current kinetics were measured by stepping the membrane 
to depolarized voltages following a constant hyperpolarizing step 
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to open the channels. Tail currents were then fi t by a single expo-
nential function, I = I0exp(−t/τ), following an initial delay, and 
the rate of closing (1/τ) was plotted.

Modeling HCN2 Gating by Voltage and cAMP
Data Normalization. To fi t different kinetic models to our data, 
we converted our experimental HCN currents to a normalized, 
Hodgkin-Huxley activation variable, f(t). Currents recorded 
 during channel opening in response to hyperpolarization were 
transformed using the following equation: f(t) = [I(t)/Iss]∙ f∞, 

where I(t) is the leak-subtracted current during a hyperpolariza-
tion at time t, Iss is the steady-state leak-subtracted current at the 
end of the pulse, and f∞ is the steady-state activation variable ob-
tained from tail current activation curves. Because f∞ is a normal-
ized activation variable and not a true open probability, f(t) is also 
a normalized quantity. We converted experimental tail current 
measurements into normalized f(t) values by subtracting the 
steady-state tail current value from the time-dependent tail cur-
rent at each potential. We then divided this result by its peak value 
measured 10–20 ms after the end of the hyperpolarization. In the 
fi ts of the models to the data, we converted the true open proba-
bilities calculated from the   models (fractional occupancy of open 
state[s]) into normalized values using a procedure correspond-
ing to the above experimental normalization protocols.

Three-State Scheme. We initially fi t HCN2 currents by a three-
state kinetic reaction mechanism in which gating proceeds 
through two sequential closed states (CR and CA) followed by a 
transition to a single open state (OA):

  (1)

The transition between the two closed states was assumed to be 
voltage dependent, refl ecting the movement of the voltage sensor 
between its resting (R) and activated (A) conformations, where 
α(V) and β(V) are the voltage-dependent rate constants of activa-
tion and deactivation, respectively. The transition between the 
closed activated state (CA) and the open state (OA) was assumed to 
be voltage independent, where g and h are the voltage-independent 
rate constants of opening and closing, respectively. We also as-
sumed that the rate constants for the voltage-dependent reaction 
depend exponentially on membrane potential according to α(V) = 
α0exp(−V/sα) and β(V) = β0exp(V/sβ), where α0 and β0 are the 
rate constants at 0 mV and sα and sβ are the voltage-dependent 
slope factors in units of mV. Thus, the model of Eq. 1 has a total 
of six free parameters (α0, sα, β0, sβ, g, and h).

We used a nonlinear least-squares global fi tting routine in 
NEURON’s Multiple Run Fitter (NEURON version 5.8, available 
at http://www.neuron.yale.edu/neuron) to obtain the best fi t of 
the above reaction scheme to a set of f(t) traces for steps to a 
 series of hyperpolarizations.

Four-State and Eight-State Schemes. We next fi t our opening and 
tail current data in the absence of cAMP by a four-state cyclic allo-
steric scheme (Fig. 1 A), which is described in more detail in Results. 
In this scheme, channels undergo a voltage-dependent activation 
reaction (CR«CA) followed by a voltage- independent opening step 
(CA«OA), as in the three-state linear model. However, closed rest-
ing channels (CR) additionally can open directly into an open rest-
ing state, OR, by a second voltage-independent reaction that occurs 
when the voltage sensors are in the resting position (CR«OR). g′ 
and h′ are the voltage-independent rate constants for opening and 
closing, respectively, through this pathway. Because this is a cyclic 
scheme, voltage sensor movement also occurs between the open 
resting (OR) and open activated (OA) states (OR«OA), where α′ 
(V) and β′ (V) are the rate constants for voltage sensor activation 
and deactivation, respectively, for the open states of the channel.

To model the action of cAMP, we assumed that ligand can bind 
to all four states of the cyclic scheme. This results in an eight-state 
cubic scheme, with the vertices of the front face of the cube cor-
responding to the four unliganded states and the vertices of the 
back face of the cube corresponding to the four liganded states 
(Fig. 1 B). However, since we only studied channel behavior in 
 either the absence of cAMP (four unliganded states only) or in the 
presence of a saturating concentration of cAMP (four liganded 
states only), we fi t the data obtained in the absence or presence 

Figure 1. Four-state and eight-state allosteric models for regula-
tion of HCN2 opening by voltage and cAMP. (A) The four-state 
cyclic allosteric scheme for channel opening in the absence of 
cAMP. The vertical transitions represent the voltage-independent 
opening and closing reactions. The horizontal transitions are 
voltage-dependent activation steps that refl ect voltage sensor 
movements. α and β are the voltage-dependent rate constants for 
activation and deactivation, respectively, for the closed state of the 
channel. α′ and β′ are the voltage-dependent rate constants for 
activation and deactivation, respectively, for the open state of the 
channel. g and h are the rate constants for opening and closing, 
respectively, for the activated state of the channel. g′ and h′ are 
the rate constants for opening and closing, respectively, for the 
resting state of the channel. (B) The eight-state cubic scheme for 
the regulatory effects of both cAMP and voltage on channel open-
ing. The four unliganded states correspond to the vertices on the 
front face of the cube (in black), and undergo transitions identi-
cal to those shown in A. The four cAMP-bound states form the 
four vertices on the back face of the cube (in blue). Rate con-
stants marked with asterisks are for the cAMP-bound state transi-
tions. In general, these rate constants differ from those in the 
absence of ligand. Ligand binding (+cAMP) and unbinding steps 
are shown in red. Transitions and states lying on hidden edges 
and corners of the cube are drawn with dashed lines and lighter 
shades. The rate constants for the binding and unbinding reac-
tions are not shown since these transitions do not occur under the 
conditions of our experiments, performed in either the absence 
of cAMP or a saturating concentration of ligand. 
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of cAMP by the two appropriate four-state schemes. In an uncon-
strained version of the fi t (Fig. 8 C), cAMP binding was allowed 
to modulate all transitions. In a constrained version of the fi t, 
we assumed that cAMP binding only modulates the two voltage-
independent closed–open transitions (Fig. S1, available at http://
www.jgp.org/cgi/content/full/jgp.200609585/DC1). This latter 
scheme corresponds to an eight-state model in which both voltage 
sensor movement and cAMP binding independently modulate 
the closed–open transition. Because the experimental data were 
obtained in either the absence of cAMP or the presence of a satu-
rating concentration of ligand, transitions between the unbound 
and cAMP-bound states were not allowed in the model. The open 
probabilities calculated by the model (summed probability of frac-
tional occupancy of OR and OA) were appropriately normalized to 
allow comparison with the normalized experimental f(t) values.

We used the NEURON global fi tting routine to obtain the best 
combined fi t to a set of opening traces and an independent set of 
tail current closing traces. The best-fi t parameter values and least 
sum-squared errors are given in Table I. The indicated total error 
for each model is the sum over all traces (both opening and clos-
ing traces) of the mean squared error (between the model and 
the data) for each trace for the best-fi t set of parameter values. 
 Parameter ranges were computed by perturbing the value of each 
parameter, one at a time, to a new fi xed value. We then reran the 
fi tting routine, allowing all other parameters to vary to obtain the 
best fi t with the perturbed, fi xed parameter value. The perturba-
tion was increased until the total mean error for a given scheme 
had increased above the total error for the initial set of best fi t 
 parameters by 
25–30%, a value that yielded a noticeable deterio-
ration in the quality of the fi ts as judged by eye. The resultant 
 parameter ranges were more than an order of magnitude larger 
than the 95% confi dence intervals reported by the nonlinear 
least-squares fi tting routine of the Igor software package (based on 
the covariance matrix associated with the Levenberg-Marquardt 

fi tting method in Press et al., 1992). Thus, our parameter inter-
vals probably provide an upper limit of the likely range in which 
the “true” parameter values lie.

Online Supplemental Material
Additional modeling results (available online at http://
www.jgp.org/cgi/content/full/jgp.200609585/DC1) show the re-
sults of fi tting HCN2 opening and tail current data in the absence 
and presence of cAMP using an eight-state cyclic allosteric model 
in which cAMP binding was assumed to selectively alter the 
 voltage-independent closed−open transition (Fig. S1).

R E S U LT S

Differences in Opening Kinetics between HCN1 and HCN2
Both HCN1 and HCN2 channels open in response to 

hyperpolarizing voltage steps, with the opening kinetics 

of HCN1 being much more rapid that those of HCN2 

(Fig. 2 A), as previously described (Santoro et al., 2000; 

Chen et al., 2001; Wainger et al., 2001; Wang et al., 

2001). The opening kinetics for both HCN1 and HCN2 

are described reasonably well by a single exponential 

function (with time constant τ) following a brief delay. 

The rate of opening (1/τ) increases with increasing hy-

perpolarization for both channels, with HCN2 opening 

rates being 5–10-fold slower than those of HCN1 over 

a wide range of voltages (Fig. 2 B and Santoro et al., 

2000). By extending the range of hyperpolarizing volt-

ages beyond that previously characterized, we now re-

port a novel distinction between HCN1 and HCN2. 

TA B L E  I

Four-State and Eight-State Model Kinetic Parameters

Parameters

Separate four-state scheme fi ts Single eight-state scheme fi t

0 cAMP 10 μM cAMP 0 cAMP 10 μM cAMP

α0 (ms−1) 3.2 × 10−6 (1.0 × 10−6 to 1.0 × 10−5) 1.3 × 10−7 (8.0 × 10−8 to 1.9 × 10−7) 3.9 × 10−6 (1.5 × 10−7 to 4.0 × 10−5)

sα (mV) 9.1 (8 to 17) 9.6 (9.2 to 10) 8.0 (5.9 to 12.5)

β0 (ms−1) 415.8 (200 to 900) 1042.7 (850 to 1440) 5040.6 (30 to 9200000)

sβ (mV) 49.0 (20 to 150) 13.6 (13.4 to 13.9) 46.1 (14.3 to 1666.7)

     

g (ms−1) 0.0024 (0.0012 to 0.0045) 0.0036 (0.0025 to 0.004) 0.0017 (0.0003 to 0.0046) 0.011 (0.0037 to 0.039)

h (ms−1) 3.8 × 10−4 (3.0 to 5.0 × 10−4) 1.5 × 10−4 (1.1 to 2.5 × 10−4) 4.3 × 10−4 (2.0 to 9.0 × 10−4) 1.4 × 10−4 (3.8 × 10−5 

to 2.8 × 10−4)

    

α0′ (ms−1) 1.1 × 10−5 (see below) 1.7 × 10−6 (see below) 1.3 × 10−5 (4.0 × 10−7 to 9.0 × 10−5)

sα′ (mV) 9.9 (see below) 6.9 (see below) 8.3 (see below)

β0′ (ms−1) 0.045 (0.026 to 0.09) 0.055 (0.027 to 0.14) 0.050 (0.02 to 0.14)

sβ′ (mV) 33.9 (22.2 to 57.1) 29.7 (17.5 to 50) 32.6 (18.2 to 66.7)

     

g′ (ms−1) 4.2 × 10−6 (4 × 10−7 to 6.8 × 10−5) 1.6 × 10−6 (1.3 × 10−7 to 2.6 × 10−5) 2.5 × 10−7 (see below) 3.9 × 10−6 (see below)

h′ (ms−1) 0.021 (0.017 to 0.032) 0.016 (0.0135 to 0.022) 0.020 (0.016 to 0.036) 0.017 (0.013 to 0.028)

     

Sum-squared error 0.0080 0.0079 0.0103 0.0112

Parameters from separate four-state fi ts to data in Fig. 8 B (0 cAMP, four-state column) and Fig. 8 C (10 μM cAMP, four-state column), and for fi ts of eight-

state scheme to data in Fig. S1 A (0 cAMP, eight-state column) and S1 B (10 μM cAMP, eight-state column). Lower and upper ranges for each parameter 

are given in parentheses (see Materials and methods). For eight-state fi ts, parameters for voltage-independent rates shown in absence (lefthand cells) or 

presence of cAMP (righthand cells). Parameters for all voltage-dependent rates were identical in presence or absence of cAMP. For parameters computed 

by microscopic reversibility constraints, the parameter range is not listed.
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Whereas the opening kinetics of HCN1 continue to get 

faster with increasing hyperpolarization, the rate of open-

ing of HCN2 reaches a maximal, saturating value at 

 extreme negative potentials.

Part of the kinetic differences between HCN1 and 

HCN2 can be attributed to a hyperpolarizing shift of 

the 1/τ versus voltage relation for HCN2 compared 

with HCN1, similar to the shift in steady-state voltage 

gating between the two channels (Santoro et al., 2000). 

However, in addition to the voltage shift, there is a clear 

difference in the maximal rate of opening at negative 

voltages between the two channels. Thus, the rate of ac-

tivation of HCN2 reaches a maximal, saturating value at 

voltages negative to −160 mV of 
1−2 s−1. In contrast, 

the rate of activation of HCN1 is 10-fold faster than that 

of HCN2, and does not show signs of saturating at the 

most negative potentials studied.

Distinct Channel Domains Regulate the Differences 
in Opening Kinetics between HCN1 and HCN2
To determine which channel regions are responsible for 

the different kinetic properties of HCN1 and HCN2, we 

examined a series of chimeras that was previously used 

to probe the differences in steady-state voltage gating 

and cAMP modulation between these channels (Wang 

et al., 2001). We fi rst examined the importance of the 

N terminus, a region that was previously found to have 

 little infl uence on steady-state voltage gating of HCN 

channels (Altomare et al., 2001; Wang et al., 2001). In 

agreement with these previous studies, we fi nd that 

N-terminal sequence differences are also not responsi-

ble for differences in gating kinetics between HCN1 and 

HCN2 (Fig. 3 A). Thus, replacement of the N terminus 

of HCN2 with that of HCN1 yields a chimera (chimera 

122; see Materials and methods for nomenclature) whose 

opening kinetics are similar to those of HCN2. Similarly, 

the opening kinetics of the converse chimera, in which 

we replaced the N terminus of HCN1 with that of HCN2 

(chimera 211), are similar to those of HCN1.

We next studied the role of the cytoplasmic C termi-

nus in determining the kinetic differences between 

HCN1 and HCN2 (Fig. 3 B). This region is responsible 

for much of the disparity in cAMP modulation and 

steady-state voltage gating between HCN1 and HCN2 

Figure 2. Kinetics of HCN2 and 
HCN1 opening over a wide range of 
hyperpolarized voltages. (A1 and 
A2) Currents from inside-out patches 
obtained from oocytes injected with 
cRNA of HCN2 (A1) or HCN1 (A2), 
respectively. Currents were elicited 
by hyperpolarizing steps 4 s in 
length. Patches were stepped from 
a holding potential of −40 mV in 
10-mV hyperpolarizing increments 
to test potentials ranging from −90 
to −190 mV for HCN2 and from 
−70 to −170 mV for HCN1. Icons 
besides the HCN symbols represent 
the domain structures of HCN chan-
nels (intracellular N and C termini 
and the S1–S6 transmembrane 
 domain) using solid rectangles for 
HCN2 and open rectangles for 
HCN1. (B) Relation between the 
rate of opening (obtained from 
 reciprocal of the time constant of 
opening, τ) for HCN2 (squares) 
and HCN1 (circles) versus hyperpo-
larizing test potential. Values of 1/τ 
(units of 1/seconds) were measured 
by fi tting the opening time course 
of HCN currents with a single expo-
nential function following an initial 
delay. n = 8 for HCN1; n = 6 for 
HCN2. Standard error bars are 
shown when larger than the symbol. 
Note that we examined a slightly 
more restricted range of potentials 
for HCN1 than HCN2 due to the 
greater degree of patch instability at 
negative voltages from oocytes ex-
pressing HCN1.
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(Wang et al., 2001). Consistent with these previous re-

sults, we fi nd that replacement of the C terminus of 

HCN2 with that of HCN1 generates a chimera (221) 

whose opening kinetics are more rapid than those of 

HCN2 (at least for steps to voltages positive to −150 mV). 

This refl ects an 
20-mV positive shift in the 1/τ versus 

voltage relation due to the infl uence of the HCN1 

C terminus, similar to the shift in steady-state gating seen 

with 221 relative to HCN2 (Wang et al., 2001). Conversely, 

112 exhibits a slowing in its opening kinetics relative to 

HCN1 due to a hyperpolarizing shift of 
14 mV in the 

relation between 1/τ and voltage, comparable to the 

shift in the steady-state gating curve of 112 relative to 

HCN1 (Wang et al., 2001).

However, despite the large shifts in the voltage depen-

dence of channel opening kinetics, the C-terminal ex-

changes do not affect the maximal rate of opening at 

extreme hyperpolarized potentials; nor do these ex-

changes alter the tendency of opening rates to reach a 

saturating, voltage-independent limit. Thus, the rate of 

opening of 112 continues to increase with increasing 

hyperpolarization, similar to HCN1, whereas the rate of 

opening of 221 reaches a maximum with extreme hy-

perpolarization that is similar to the limiting rate in 

HCN2. These results thus imply that the presence or 

absence of a voltage-independent limit to the rate of 

opening is controlled by the transmembrane domain of 

the channels.

To confi rm the role of the transmembrane domain, 

we replaced the S1–S6 region of HCN2 with that of 

HCN1, generating the chimera 212 (Fig. 3 C). This 

 mutation produces a dramatic speeding of opening ki-

netics relative to those of HCN2. The speeding is due 

in part to a positive voltage shift in the relation between 

opening rate and voltage. Importantly, we now also fi nd 

that, at extreme hyperpolarized potentials, the rate of 

Figure 3. Role of HCN channel do-
mains in determining the differences 
in opening kinetics between HCN1 and 
HCN2. Chimeras between wild-type 
HCN1 and HCN2 were made by swap-
ping the N termini, transmembrane 
domains, or C termini between the two 
channels. Icons in each panel show 
 approximate composition of different 
chimeras. Filled objects represent 
HCN2 sequences and open objects rep-
resent HCN1 sequences. Each graph 
plots mean binned values of 1/τ as a 
function of normalized binned test 
voltage (see Materials and methods) 
for HCN2 (squares; n = 9), HCN1 (cir-
cles; n = 7), and given chimera (open 
triangles). Standard error bars are 
shown when larger than the symbol for 
both the 1/τ and voltage axes (see Ma-
terials and methods). Note that HCN1 
and HCN2 data in this and subsequent 
fi gures was obtained from a different 
series of experiments than shown in 
Fig. 2. (A) Chimeras in which the N ter-
minus of HCN2 was replaced by the 
N terminus of HCN1 (122, left; n = 6) 
or in which the N terminus of HCN1 
was replaced with the N terminus of 
HCN2 (211, right; n = 7). (B) Chime-
ras in which the C terminus of HCN2 
was replaced by the C terminus of 
HCN1 (221, left; n = 8) or in which the 
C terminus of HCN1 was replaced with 
the C terminus of HCN2 (112, right; 
n = 8). (C) Chimeras in which the S1–S6 
region of HCN2 was replaced by the 
corresponding region of HCN1 (212, 
left; n = 7) or in which the S1–S6 re-
gion of HCN1 was replaced with that of 
HCN2 (121, right; n = 8).
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opening of the chimera is dramatically increased 

relative to HCN2 and no longer shows signs of saturat-

ing. The importance of the transmembrane domain in 

regulating the limiting rate of activation at negative 

voltages is supported by the kinetic properties of the 

converse chimera, 121, in which we replaced the trans-

membrane domain of HCN1 with that of HCN2. Rela-

tive to HCN1, 121 shows both a hyperpolarizing shift 

in the voltage dependence of its opening rate and a 

marked decrease at negative voltages in its opening 

rate, which now reaches a saturating maximal value, 

similar to the behavior of HCN2 (Fig. 3 C). Thus, 

whereas both the transmembrane domain and the 

C terminus shift the 1/τ versus voltage relation along 

the voltage axis, the transmembrane region selectively 

 infl uences the saturation behavior of the opening rate 

at extreme negative voltages.

The S4–S6 Subdomain Largely Determines the Limit 
in the Rate of Opening
Previous studies found that the S1 domain and S1–S2 

extracellular linker are important determinants of the 

kinetic differences between HCN1 versus HCN4 (Ishii 

et al., 2001) and between HCN2 versus HCN4 (Stieber 

et al., 2003), although the issue of the voltage indepen-

dence of the opening rates was not examined in these 

studies. Does the S1–S2 region also control the differ-

ences in gating kinetics between HCN1 and HCN2? We 

divided S1–S6 into two subdomains, S1–S3 and S4–S6 

(the latter including the extracellular S3–S4 linker). We 

fi rst replaced each of these two subdomains of HCN2 

with their HCN1 counterparts (Fig. 4, A and B). This 

yielded one chimera, 21S1-32, where the S1–S3 region of 

HCN2 was replaced by the corresponding region of 

HCN1, and a second chimera, 21S4-62, where the S4–S6 

region was exchanged (see Materials and methods).

The relation between 1/τ and voltage for 21S1-32 is 

shifted by 
20 mV in the depolarizing direction in com-

parison with HCN2 (Fig. 4 C). However, 1/τ still reaches 

a saturating maximal value at extreme negative voltages 

that is similar to the maximal rate of opening of HCN2 

and much less than the rate of opening of either HCN1 

or the 212 chimera. In contrast, 21S4-62 displays both a 

depolarizing shift in its 1/τ versus voltage relation and, 

even more strikingly, a marked increase at negative po-

tentials in its maximal rate of opening, which now no 

longer saturates (Fig. 4 D). Thus, 21S4-62 largely recon-

stitutes the kinetic properties of 212.

Examination of the converse chimeras, 12S1-31 and 

12 S4-61, confi rms the role of the S4–S6 region in determin-

ing the maximal rate of opening at negative voltages 

(Fig. 5). Thus, 12S1-31 retains the characteristic properties 

Figure 4. Effect on opening ki-
netics of replacing the S1–S3 or 
S4–S6 transmembrane  subdomains 
of HCN2 with corresponding re-
gions of HCN1. (A) Currents elic-
ited by hyperpolarizing steps for 
chimera in which the S1–S3  region 
of HCN2 was replaced with the 
corresponding region of HCN1 
(chimera 21S1-32). (B) Currents 
elicited by hyperpolarizing steps 
for chimera in which the S4–S6 
 region of HCN2 was replaced with 
the corresponding region of 
HCN1 (chimera 21S4-62). (C) Rela-
tion between the rate of opening 
(1/τ) and test potential for the 
chimera 21S1-32 (inverted open tri-
angles; n = 7), chimera 212 (solid 
triangles, from Fig. 3 C), wild-type 
HCN1 (solid circles, from Fig. 3) 
and HCN2 (solid squares, from 
Fig. 3). (D) Relation between the 
rate of opening (1/τ) and test 
 potential for the chimera 21S4-62 
(inverted open triangles; n = 7) 
and other constructs as described 
above.
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of HCN1, showing a high, nonsaturating rate of open-

ing at negative voltages (Fig. 5, A and C), whereas 12 S4-61 

behaves similarly to HCN2 and 121 in that its rate of 

opening saturates at a low value at negative potentials 

(Fig. 5, B and D). These data suggest that the identity of 

both the S1–S3 and S4–S6 transmembrane regions in-

fl uences the position along the voltage axis of the 1/τ 

versus voltage relation, with HCN2 sequences shifting 

gating to more negative potentials. In contrast, the 

maximal, voltage-independent rate of opening at ex-

treme negative voltages is largely determined by the 

S4–S6 subdomain. We next consider the implications of 

this voltage-independent limit in the rate of opening 

for the modulatory action of cAMP on HCN2 gating.

cAMP Binding and the CNBD Regulate the Voltage-
independent Rate of Opening
Previous studies have suggested that cAMP binding may 

enhance a voltage-independent opening step of HCN 

channels, based on the ability of ligand to increase the 

steady-state maximum open probability attained upon 

steps to extreme negative voltages (Shin et al., 2004; 

Craven and Zagotta, 2004). If this is indeed the case, 

cAMP application should also enhance the voltage-

 independent, maximal rate of opening of HCN2. 

In agreement with the previous studies, we fi nd that 

cAMP enhances the maximal current elicited by hyper-

polarizing voltages (unpublished data) and shifts the 

relation between the opening rate of HCN2 and voltage 

to more positive potentials (Fig. 6). In addition, we now 

report that cAMP produces a signifi cant enhancement 

in the maximal, voltage-independent rate of opening of 

HCN2 (Fig. 6). There is a similar effect of cAMP on the 

chimera 122. In contrast, cAMP causes a simple depo-

larizing shift of the 1/τ versus voltage relation for HCN1, 

212, and 112, all of which contain the transmembrane 

domain of HCN1 and thus do not show a limiting value 

in their opening rate (unpublished data).

The effect of cAMP binding to enhance HCN chan-

nel opening is thought to result from the relief of a 

tonic inhibitory effect of the CNBD on channel open-

ing. This conclusion is based on the fi nding that dele-

tion of the CNBD produces a positive voltage shift in 

steady-state gating that is similar to the action of cAMP 

(Wainger et al., 2001). To determine whether the effect 

of cAMP to enhance the voltage-independent rate of 

opening can also be explained by a relief of C-terminal 

inhibition, we examined the opening kinetics of the 

HCN2 CNBD deletion mutant. Indeed, we fi nd that re-

moval of the CNBD speeds up opening in a manner 

Figure 5. Effect on opening kinet-
ics of replacing the S1–S3 or S4–S6 
transmembrane subdomains of 
HCN1 with corresponding regions 
of HCN2. (A) Currents elicited by 
hyperpolarizing steps for chimera 
in which the S1–S3 region of 
HCN1 was replaced with the cor-
responding region of HCN2 (chi-
mera 12S1-31). (B) Currents elicited 
by hyperpolarizing steps for chi-
mera in which the S4–S6 region 
of HCN1 was replaced with the 
corresponding region of HCN2 
 (chimera 12S4-61). (C) Relation be-
tween the rate of opening (1/τ) 
and test potential for the chimera 
12S1-31 (inverted open triangles; 
n = 5). 1/τ values of HCN1 (fi lled 
circles), HCN2 (fi lled squares), 
and 121 (fi lled triangles) from 
Fig. 3 are also plotted for compari-
son. (D) Relation between the rate 
of opening (1/τ) and test poten-
tial for the chimera 12S4-61 (in-
verted open triangles; n = 13) and 
other constructs described above.
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similar to that seen with cAMP, including a large increase 

in the maximal value of 1/τ (Fig. 6).

A Three-State Model Can Account for HCN2 Opening 
Kinetics but not Closing Kinetics
How can we account for the voltage-independent limit 

to the rate of opening of HCN2 at extreme negative volt-

ages and for the effect of cAMP to enhance this rate? 

These opening kinetics are not consistent with a two-

state, closed–open scheme in which the rates of opening 

and closing monotonically increase or decrease, respec-

tively, with increasing membrane hyperpolarization, 

 expected for simple Eyring rate models (Hille, 2001). 

However, our results on opening kinetics are consistent 

with a simple three-state reaction scheme (Eq. 1, Mate-

rials and methods) that is similar to models proposed to 

explain the increase with cAMP in the maximal HCN 

channel open probability (Craven and Zagotta, 2004; 

Shin et al., 2004) or the inhibitory effects of a general 

anesthetic on HCN gating (Chen et al., 2005).

According to the three-state scheme, upon hyper-

polarization, channels undergo a voltage-dependent 

transition between a closed resting state (CR) and a 

closed activated state (CA). This is followed by a voltage-

 independent transition to the open state (OA) according 

to CR«CA«OA (see Materials and methods). The model 

can explain, in principle, the increase in maximal open 

probability with cAMP through an enhancement in the 

voltage-independent opening reaction. Furthermore, 

the model also accounts for the voltage independence 

of the opening rate at very negative voltages; as the 

membrane is increasingly hyperpolarized, the voltage-

dependent activation reaction eventually becomes so 

rapid that the voltage-independent opening rate con-

stant becomes limiting.

If the closed–open (CA«OA) reaction is indeed volt-

age independent, then the voltage independent rate 

constant of HCN2 channel closing should also limit the 

rate of HCN2 tail current decay observed during steps 

to positive potentials following a hyperpolarizing volt-

age step that fi rst opens the channels (Fig. 7). We found 

that the time course of the tail current is described rea-

sonably well by a single exponential function, following 

an initial delay (unpublished data). A plot of the rate of 

tail current decay (1/τ) as a function of the depolariz-

ing step voltage shows that the decay rate initially in-

creases as the voltage becomes more positive However, 

as predicted, with steps positive to 0 mV, the rate of clos-

ing reaches a maximal voltage-independent limit. In 

the absence of cAMP, the maximal decay rate during 

steps to +40 mV equals 25.4 ± 2.7 s−1 (n = 4) (Fig. 7 D). 

Application of cAMP decreases the rate of closing over 

the entire voltage range and reduces the maximal rate 

of closing by a factor of two (to 13.2 ± 0.8 s−1; n = 4).

To determine the adequacy of the three-state scheme 

to account for our kinetic data, we used a nonlinear 

routine to fi t the model to normalized HCN2 currents 

activated by 10-s hyperpolarizing steps to a range of 

 voltages (see Materials and methods). The three-state 

model provides a reasonable fi t to the opening kinetics 

for HCN2 in the absence of cAMP (Fig. 8 A, left). How-

ever, there is a serious discrepancy between our experi-

mental tail current data and the time course of tail 

current decay predicted by the model using the param-

eters obtained from the fi ts to the opening kinetics (Fig. 

8 A, right). Thus, the maximal rate of the experimental 

tail current decay (around 25 s−1) is nearly 100-fold 

greater than the predicted rate of tail current decay 

(
0.3 s−1, see legend to Fig. 8). The disagreement be-

tween the tail current data and the predictions of the 

three-state model can be reconciled by a model in which 

HCN2 channels open and close through distinct kinetic 

pathways according to a four-state cyclic allosteric scheme, 

which we next describe.

A Four-State Cyclic Allosteric Model Accounts for both 
HCN2 Opening and Closing Kinetics
According to the four-state cyclic model (see Materials 

and methods, Fig. 1 B), channels open through a 

 voltage-independent reaction that can occur when the 

voltage sensor is either in its resting state (CR«OR) or 

its activated state (CA«OA). Importantly, the opening 

reaction is allosterically coupled to voltage sensor move-

ment so that opening is much more favorable once the 

voltage sensor has activated. In response to a hyperpo-

larization from a holding potential where the voltage 

sensors are initially in the resting state, channels will 

therefore open along the CR®CA®OA pathway since the 

CR®OR opening reaction is energetically unfavorable. 

Figure 6. The effect of cAMP and deletion of the CNBD on the 
opening kinetics of HCN2. Rates of opening (1/τ) versus test po-
tential for HCN2 are plotted in the absence (squares) or presence 
(open triangles; n = 9) of a saturating concentration of cAMP 
(10 μM). Data are also shown for the HCN2∆CNBD deletion 
 mutant, in which the CNBD and all sequence C-terminal to the 
CNBD have been deleted (open squares; n = 16). Data for HCN1 
(fi lled circles) are shown for comparison.
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Upon return to more positive voltages, channels will 

close through the OA®OR®CR pathway since the 

OR®CR closing transition is more energetically favor-

able than the OA®CA transition. Thus, the maximal, 

voltage-independent rate of closing determined from 

the tail current decay will largely refl ect the voltage-

 independent, OR®CR reaction, which is more rapid than 

the OA®CA reaction because the OR state is much less 

stable than the OA state.

We fi rst fi t the four-state scheme to our HCN2 kinetic 

data obtained in the absence of cAMP. As shown in 

Fig. 8 B, the four-state scheme provides a reasonable 

 description of both opening and tail current kinetics of 

HCN2 (Fig. 8 B). In particular, the simulated tail cur-

rents now decay with a similar time course to the experi-

mental traces. In addition, similar to the experimental 

traces, the tail currents from the model show a charac-

teristic lag or plateau upon steps to less depolarized po-

tentials that is due to the fact that the closing reaction 

has to proceed through two sequential open states 

(OA®OR®CR).

Is the cyclic allosteric scheme also consistent with the 

regulatory effects of cAMP on channel kinetics? To ad-

dress this question we assumed that cAMP can bind to 

all four states of the channel and that all kinetic param-

eters of the voltage-dependent activation reactions and 

voltage-independent closed−open reactions can be 

modifi ed by cAMP binding. This leads to an eight-state 

cubic scheme in which the four unliganded states of the 

channel form the vertices of the front face of the cube 

and the four cAMP-bound states form the vertices of the 

back face of the cube (Fig. 1 B; see Materials and meth-

ods). However, because our data were obtained either 

in the absence of cAMP (where channels can only oc-

cupy the four unliganded states) or in the presence of a 

saturating concentration of cAMP (where channels can 

only occupy the four cAMP-bound states), we can ig-

nore all cAMP binding or unbinding transitions and fi t 

our data in the absence or presence of cAMP separately 

using two appropriate four-state schemes.

As shown in Fig. 8 C, a fi t of the four-state cyclic 

scheme is also able to provide a reasonable description 

Figure 7. Effect of voltage and cAMP on HCN2 
tail current kinetics. (A) Illustration of voltage 
pulse protocol. Membrane was held at −40 mV, 
stepped to −140 mV for 3 s, and then stepped to 
a series of more positive potentials to measure 
tail currents. Left, entire time course of protocol. 
Right, protocol on an expanded time scale dur-
ing tail current measurements. Time scales are 
shown in B. (B) HCN2 currents in absence of 
cAMP, at either a slow time scale showing the en-
tire time course during opening and closing pro-
tocols (left) or an expanded time scale illustrating 
tail currents (right). (C) Currents obtained in 
presence of 10 μM cAMP at a slow (left) and ex-
panded (right) time scale. (D) Plot of 1/τ for tail 
current decay (obtained from single exponential 
fi ts) as a function of voltage during tail current 
measurements, either in absence (open circles) 
or presence (fi lled circles) of cAMP. Bars show SE 
(n = 4).
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of the HCN2 opening and closing kinetics in the 

 presence of cAMP (Fig. 8 C), further supporting the 

model. A comparison of the parameter values for 

the fi ts of the four-state scheme in the absence and 

presence of cAMP reveals cAMP-dependent changes in 

all rate constants, including an increase in the voltage-

independent opening rate and a decrease in the clos-

ing rate (Table I; four-state scheme, 10 μM cAMP). The 

latter results are consistent with our experimental ob-

servations that cAMP binding alters the maximal rates 

of channel opening and closing. A more stringent 

model in which cAMP binding selectively alters the 

rate constants of the voltage-independent closed–open 

transitions was also found to provide a reasonable fi t to 

the data (Fig. S1, available at http://www.jgp.org/cgi/

content/full/jgp.200609585/DC1). These modeling 

results are consistent with the view that the voltage-

 independent closed–open transition is subject to dual 

allosteric regulation by voltage sensor movement and 

cAMP binding.

Figure 8. Fits of three-state and four-state 
gating schemes to HCN2 opening and 
closing kinetics. (A) Fits of the three-state 
scheme to normalized HCN2 currents in 
absence of cAMP. Left, HCN2 currents 
were measured in response to hyperpolar-
izing steps (10 s) from a holding potential 
of −40 mV to a series of test voltages in 
10-mV increments (selected voltages indi-
cated next to traces). Currents were con-
verted to normalized open probabilities, 
f(t), shown as solid black traces (see Mate-
rials and methods). Dashed red traces 
show best fi t of three-state model to data. 
Only the fi rst 8 s of each trace are shown. 
Right, HCN2 tail currents obtained at dif-
ferent depolarized potentials (shown next 
to traces) following steps to −140 mV to 
open the channels. Tail currents were con-
verted to normalized open probabilities 
(solid black traces). Predictions of three-
state model shown as dashed red traces. 
Best-fi t parameters with their lower and 
upper limits (see Materials and methods) 
were as follows: α0 = 3.2 × 10−6, range 
from 1.2 × 10−7 to 8.0 × 10−5 ms−1; sα = 
9.1, range from 8.0 to 11.6 mV; β0 = 415.8, 
range from 18 to 7,500 ms−1, sβ = 49.0, 
range is greater than 10.8 mV; g = 0.0024, 
range from 0.0016 to 0.004 ms−1, h = 3.8 × 
10−4, range from 2.7 to 5.7 × 10−4 ms−1. 
See text for defi nition of parameters and 
Materials and methods for normalization 
procedure. The mean summed square 
 error during fi ts is 0.0032 for current open-
ing data and 5.0 for tail current data. 
(B) Fits of the four-state scheme to nor-
malized HCN2 currents in absence of 
cAMP. Data and traces as in A. Best-fi t para m-
eters for the scheme are given in Table I. 
Note that the model provides a reasonable 
fi t to both opening (left) and closing 
(right) kinetics. (C) Fits of four-state 
scheme to normalized HCN2 currents ob-
tained in presence of 10 μM cAMP. The 
model again provides a reasonable de-
scription of both opening and closing 
 kinetics. Because of the cyclic nature of 
the scheme, the rate constant α′ (V) in fi ts 
of four-state schemes in B and C was cal-
culated from the other rate constants to 
conform to microscopic reversibility.
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D I S C U S S I O N

Our experiments yield several insights into the mecha-

nism by which HCN channel gating is dually regulated 

by voltage and cyclic nucleotide. First, we provide direct 

evidence for a voltage-independent kinetic step that 

limits the rate of opening and closing of HCN2. Al-

though we do not detect a limit in the rate of HCN1 

opening, the high sequence identity of the HCN chan-

nels makes it likely that HCN1 undergoes a similar 

 voltage-independent closed–open transition. We pre-

sume that this voltage-independent opening step fails 

to become rate limiting for HCN1 because its opening 

kinetics are much faster than those of HCN2. Second, 

we show that the S4–S6 region is largely responsible 

for differences in the voltage-independent opening ki-

netics between the two channels. Third, we fi nd that 

HCN2 kinetics can be described by an eight- state cyclic 

allosteric model in which a voltage-independent closed–

open reaction is under dual allosteric control by volt-

age sensor movement and cAMP binding. These results 

confi rm and extend previous studies on HCN chan-

nel gating (DiFrancesco, 1999; Altomare et al., 2001; 

Wang et al., 2002; Craven and Zagotta, 2004). They 

also reveal a strong similarity between the gating of 

HCN channels and the dual allosteric gating by voltage 

and Ca2+ of BK Ca2+-activated K+ channels (Horrigan 

and Aldrich, 2002).

Allosteric Mechanism of Voltage Gating for HCN Channels
Our fi nding of a maximal, voltage-independent limit in 

the rate of HCN2 channel opening led us to consider 

several models of channel gating. Such behavior is in-

consistent with a simple two-state, closed–open reaction 

scheme in which the opening and closing rate constants 

exhibit a monotonic increase or decrease, respectively, 

with increasing hyperpolarization. Although it is possi-

ble to explain the voltage-independent kinetics by a 

two-state scheme if the rate constants of opening and 

closing exhibit saturating behavior at both extreme pos-

itive and negative voltages, such a two-state scheme is 

unable to explain the nonexponential delays in the time 

course of HCN2 opening and closing. Moreover, cAMP 

binding would need to alter the voltage dependence of 

the opening and closing rate constants in an arbitrary 

and complex manner to account for the effects of li-

gand on channel kinetics and open probability. In con-

trast, schemes in which channels undergo a well-behaved 

voltage-dependent activation reaction and a separate 

voltage-independent closed–open transition that is reg-

ulated by cAMP binding provide a simple and concise 

means of describing channel kinetics. Such models have 

previously been used both to explain the ability of cAMP 

to enhance the maximal open probability at negative 

voltages (Craven and Zagotta, 2004; Shin et al., 2004) 

and to account for the inhibitory action of general 

 anesthetics to suppress the opening of HCN2 and HCN1 

(Chen et al., 2005).

Although a three-state scheme is consistent with the 

channel opening kinetics, to account for the relatively 

rapid HCN2 tail current kinetics we needed to adopt a 

four-state cyclic model in which a voltage-independent 

closed–open reaction is allosterically coupled to a voltage-

dependent activation reaction (Fig. 1 A). Finally, to ex-

plain the regulation of channel opening by both voltage 

and cAMP we expanded the four-state cyclic scheme 

into an eight-state cubic model, in which the closed–

open transition was under dual allosteric regulation by 

voltage sensor movement and ligand binding (Fig. 1 B). 

However, even the eight-state model is an oversimplifi -

cation of the true gating scheme since it fails to account 

for the extent of the sigmoidal delay in opening and 

closing kinetics at some potentials. To describe such de-

lays, Altomare et al. (2001) used an allosteric gating 

scheme in which the closed–open transition was regu-

lated by a Hodgkin-Huxley–like activation scheme in-

volving the independent movement of four voltage 

sensors (although in the Altomare et al. model the 

closed–open transitions were voltage dependent and 

the effects of cAMP were not examined). We have cho-

sen to use a simpler scheme with fewer free parameters 

to permit an objective fi t of the model to our data in 

both the absence and presence of cAMP. Nonetheless, 

due to the simplifi cations of our model, it is important 

for us to distinguish conclusions that are model depen-

dent from those that are model independent.

First, the voltage-independent limit in the rate of tail 

current decay demonstrates that the rate constant for 

the closing reaction (O®C) must be voltage indepen-

dent. This rules out all models in which the transitions 

among closed states (e.g., CR«CA) or among open 

states (e.g., OR«OA) are the voltage-independent ones 

whereas the open–closed reactions are voltage depen-

dent. Moreover, the fi nding that cAMP increases the 

maximal open probability at extreme negative poten-

tials (Shin et al., 2004; Craven and Zagotta, 2004) 

strongly argues that both the opening (C®O) and clos-

ing (O®C) transitions must be voltage independent, 

otherwise the channel should be able to be fully opened 

by strong hyperpolarization in the absence of cAMP.

Second, the ability of cAMP to enhance maximal open 

probability also implies that the voltage- independent 

opening and/or closing rates must be regulated by cAMP. 

Our fi nding that cAMP slows the voltage-independent 

rate of tail current decay provides direct evidence that 

the closing rate is modulated by cAMP. Our fi nding that 

cAMP also enhances the voltage-independent, maximal 

rate of channel opening supports the idea that this li-

gand also directly accelerates the opening reaction. 

However, because channel opening is preceded by more 

than one closed state, our results do not rule out more 

complex schemes in which both voltage-dependent and 
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voltage-independent transitions are permitted among 

multiple closed states (although our results do require 

that any closed–open reaction be voltage independent). 

Nonetheless, the eight-state cyclic allosteric scheme in 

which a voltage-independent opening reaction is dually 

regulated by cAMP binding and voltage sensor move-

ment provides a minimally concise model for HCN 

channel gating.

Structural Basis for Allosteric Regulation of Channel 
Opening
Our chimera experiments identify distinct regions 

of HCN1 and HCN2 that independently regulate the 

 voltage-independent closed–open transition and the 

voltage-dependent activation reaction. Thus, exchange 

of the C-terminal domains between HCN1 and HCN2 

shifts the voltage dependence of channel opening 

 kinetics by 10–20 mV, similar to the effect of these 

C-terminal regions on the voltage dependence of steady-

state opening (Wang et al., 2001). In contrast, the S1–S6 

transmembrane domain, and the S4–S6 region in par-

ticular, regulates the voltage-independent opening rate. 

An involvement of the S4–S6 region in regulating the 

opening reaction is consistent with the fi nding that 

the S6 segment forms the gate of the HCN channels 

(Rothberg et al., 2002) and that the S4–S5 loop commu-

nicates S4 voltage sensor movement to the S6 gate 

(Decher et al., 2004; Long et al., 2005).

Although the amino acid sequences of HCN1 and 

HCN2 differ at only 19 out of the 160 positions in the 

S4–S6 region, we have not been able to identify specifi c 

residues that are responsible for the kinetic differences 

between HCN1 and HCN2. Rather our mutagenesis 

 results suggest that critical residues may be distributed 

throughout this region (unpublished data). Because 

the S4 segment is completely conserved between the 

two channels and there is only one conservative substi-

tution in the S4–S5 loop, the key residues responsible 

for the kinetic phenotypes are likely to lie in the S5–S6 

region that forms the channel pore and gate.

Potential Physiological Implications
What might be the potential physiological relevance of 

the voltage-independent kinetics of opening and clos-

ing? We found that the rate of opening of HCN2 begins 

to saturate at voltages 
20 mV negative to the midpoint 

voltage of gating. Although the midpoint voltage of ac-

tivation is quite negative in cell-free patches due to a 

shift in gating upon patch excision (Pian et al., 2006), 

in intact cells the midpoint voltage of activation of Ih is 

as positive as −55 mV, suggesting that the rate of open-

ing could approach its limiting value at physiologically 

relevant voltages.

HCN2 makes an important contribution to Ih in many 

cell types, including cardiac ventricular myocytes (Shi 

et al., 1999) and thalamic relay neurons (Ludwig et al., 

2003), where Ih can contribute to spontaneous pace-

maker activity. A limit to the rate of opening of HCN2 

could ensure that there is a limit to the rate of sponta-

neous fi ring in these cells at extreme negative poten-

tials, achieved, for example, during intense inhibitory 

input associated with thalamic spindling activity during 

slow wave sleep (Luthi and McCormick, 1998). HCN 

channels are also present in neurons that are not spon-

taneously active. In such cells, HCN channels contrib-

ute to the resting integrative properties of the neuron 

that shape the time course of an excitatory postsynaptic 

potential (EPSP) (Robinson and Siegelbaum, 2003). A 

limit in the rate of channel closing at depolarized volt-

ages may allow HCN channels to differentially alter the 

magnitude and time course of a single EPSP, which may 

be too brief for channels to completely close, compared 

with a short burst of EPSPs, whose longer duration may 

permit full HCN channel closure. The function of these 

voltage-independent kinetics may be revealed in the fu-

ture through detailed computer modeling or through 

the rescue of an HCN2 knockout mouse (Ludwig et al., 

2003) with our HCN2/HCN1 212 chimera that exhibits 

a large enhancement in its voltage-independent open-

ing rate.
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