
Public Health in Practice 6 (2023) 100401

Available online 29 June 2023
2666-5352/Crown Copyright © 2023 Published by Elsevier Ltd on behalf of The Royal Society for Public Health. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

User feedback on the NHS test & Trace Service during COVID-19: The use of 
machine learning to analyse free-text data from 37,914 England adults 

P. Bondaronek a,b,*, T. Papakonstantinou a, C. Stefanidou a, T. Chadborn a 

a Office for Health Improvement & Disparities, Department of Health and Social Care, London, SW1H 0EU, United Kingdom 
b Institute of Health Informatics, University College London, London, NW1 2DA, United Kingdom   

A R T I C L E  I N F O   

Keywords: 
Public health 
Machine learning 
Qualitative data 
Contact tracing 
COVID-19 

A B S T R A C T   

Objectives: The UK government’s approach to the pandemic relies on a test, trace and isolate strategy, mainly 
implemented via the digital NHS Test & Trace Service. Feedback on user experience is central to the successful 
development of public-facing Services. As the situation dynamically changes and data accumulate, interpretation 
of feedback by humans becomes time-consuming and unreliable. The specific objectives were to 1) evaluate a 
human-in-the-loop machine learning technique based on structural topic modelling in terms of its Service ability 
in the analysis of vast volumes of free-text data, 2) generate actionable themes that can be used to increase user 
satisfaction of the Service. 
Methods: We evaluated an unsupervised Topic Modelling approach, testing models with 5–40 topics and differing 
covariates. Two human coders conducted thematic analysis to interpret the topics. We identified a Structural 
Topic Model with 25 topics and metadata as covariates as the most appropriate for acquiring insights. 
Results: Results from analysis of feedback by 37,914 users from May 2020 to March 2021 highlighted issues with 
the Service falling within three major themes: multiple contacts and incompatible contact method and incom
patible contact method, confusion around isolation dates and tracing delays, complex and rigid system. 
Conclusions: Structural Topic Modelling coupled with thematic analysis was found to be an effective technique to 
rapidly acquire user insights. Topic modelling can be a quick and cost-effective method to provide high quality, 
actionable insights from free-text feedback to optimize public health Services.   

1. Introduction 

NHS Test & Trace is a crucial component of the UK government’s 
COVID-19 recovery strategy [1]. The Test & Trace Service traces the 
contacts of COVID-19-positive cases, and provides guidance on the next 
steps for both cases and contacts. The Service comprises of web-based, 
phone contacts, emails and text messaging. However, adherence to all 
parts of the process has been poor [2]. Improving how the NHS Test & 
Trace Service works for users is a necessary part of solving this problem. 

Feedback on user experience is central to the successful development 
of public-facing Services, no less so when systems have been developed 
rapidly in a pandemic [3]. If individuals have a negative experience with 
the Service, they may not complete data input, be less likely to use it in 
future, and more likely to report negative experiences to others. In 
addition, not believing that contact tracing systems are effective predicts 
not engaging with them [4]. 

Users of the Test & Trace Service are asked to rate their experience 

and leave feedback on how the system can be improved. A large volume 
of free-text data has been gathered with >1,800,000 words produced up 
to March 2021 just by those who said they were dissatisfied/very 
dissatisfied. Human coders have only been able to examine a portion of 
the data (0.04% of the data collected from May to October 2020). 

Such data requires an automated approach that is enabled by Arti
ficial Intelligence (AI) and Machine Learning (ML) approaches. Topic 
modelling is an unsupervised Natural Language Processing (NLP) 
approach that has gained popularity in the analysis of free text data. 
Topic models are generative models of word counts, that are able to 
automatically infer latent topics from text. They are particularly useful 
as tools to analyse large volumes of open-ended free-text responses in an 
exploratory bottom-up manner. Our approach is based on an application 
of the Structural Topic Model (STM) [5] in particular. The STM is a 
general framework for topic modelling that enables the researchers to 
include document-level metadata as covariates in a topic model and 
estimate their relationships to specific topics. We employed STM as the 
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primary component in our hybrid approach, which combines ML with 
qualitative analysis. Our objective was to create and test a framework 
aimed at efficiently analysing large volumes of unstructured text data in 
a swift manner. 

During the course of the pandemic topic modelling has been used to 
help provide insights into the public’s behaviours and attitudes toward 
COVID-19 and the various measures put in place. Some examples of 
relevant applications are: understanding COVID-19 concerns and atti
tudes as expressed in social media and online forums [6–8]; categorising 
disinformation and mistrust [9]; surveillance of non-pharmacological 
interventions across the globe [10]; monitoring the content of news 
articles about COVID-19) [11]; and analysis of attitudes on 
mask-wearing [12]. In all instances, topic modelling has proved to be an 
excellent tool to acquire rapid, high-level insights on the various issues 
explored. 

A study by Guetterman and colleagues [13] explored the use of NLP 
as a tool to augment and validate qualitative analysis. They found an 
NLP clustering technique base on the Wu-Palmer similarity measure 
[14] to be suitable both for providing a foundation for speeding up 
human qualitative analysis and for validating the human analysis. 
Similarly, another recent study [15] found topic modelling and graphic 
clustering of free-text data to be an effective assistive technique for 
human qualitative coding. 

There is a need to develop a method to accelerate the understanding 
of the complexity of what influences human behaviours. Indeed, human 
behaviour is central to the transmission of SARS-Cov-2, and changing 
behaviour is crucial to preventing transmission. Automated approaches 
to data analysis of instructed data is needed to respond quickly to the 
changing situation. Moreover, other pandemic-related digital Services 
face similar problems of rapid rollout and need rapid analysis of user 
feedback. 

2. Aims and objectives 

The aim of this study was to evaluate the use of ML as a tool to help 
understand the issues with the NHS Test & Trace Service as expressed in 
the free-text user feedback responses. The specific objectives were to 1) 
provide proof of concept for the application of a qualitative analysis 
framework based on unsupervised machine learning, 2) create action
able themes that can be used to increase user satisfaction of the Test & 
Trace Service. 

3. Methods 

3.1. Data 

This study was conducted as a service evaluation of the contact 
tracing service. The permission to publish the study was granted by the 
Publication Standards Board at the UK Health Security Agency. 

User feedback has been collected since the start of the Service, on 28 
May 2020. We are using data from that date until 7 March 2021. Because 
of time constraints and the pragmatic nature of this study as a meth
odological proof of concept, we did not include more recent data in the 
reported analysis. As part of the contact tracing process in the UK, data 
was gathered through the NHS Test & Trace Service. Upon completion of 
the process, whether via an online/in-app form or a phone call, users are 
prompted to rate their satisfaction with the Service received. The 
available options for rating range from "Very satisfied" to "Very dissat
isfied." Users are finally asked “How could we improve this Service?”, to 
which they can respond in free text. The responses to this question 
provide a rich dataset of recommendations that can be used to improve 
the Service to better cater to its users’ needs and respond to a dynamic 
situation. 

On 7 March 2021, a total of 153,128 responses were collected. In this 
study, we are only analysing the free-text responses from users who 
indicated they were “dissatisfied” or “very dissatisfied” with the Service 

(64,492 responses, 42%). We made the decision to only analyse this 
subset of responses in order to more easily and quickly identify those 
aspects of the Service users were most often dissatisfied with and 
minimise the amount of noise in the dataset. This approach allows us to 
swiftly generate recommendations for enhancing the Service by identi
fying the barriers users encountered to engaging with it or adhering to 
guidance in general. By identifying these barriers, we can effectively 
pinpoint areas that require improvement and suggest actionable steps 
for enhancing user engagement and compliance. 

In addition to the free-text data, more structured data were collected, 
such as whether the user is a case (person testing positive for SARS-CoV- 
2) or contact (person named by a case as potentially exposed), the region 
where they are based, demographic information and “tier”. The tier 
variable refers to the user journey through the contact tracing system. 
Tier 1 is the first phase of the journey, where most cases are managed 
through the automated system, and complex cases are contacted via 
phone. If individuals fail to complete the online contact tracing process 
within 24 h, they are escalated to Tier 2 and contacted by call agents. 
Additionally, all identified contacts of cases are assigned to Tier 2 and 
contacted by call agents. Cases and contacts requiring self-isolation are 
escalated to Tier 3, where they receive follow-up calls from the Service. 

3.2. Text analysis procedure 

3.2.1. Preprocessing 
The original dataset includes data collected since the Service was 

first implemented in May 2020, up until March 2021, from users in the 
England. We preprocessed the data using R (version 3.5.2), and cleaned 
the free text responses using base. R functions, the quanteda [16] and 
stm [5] packages. We deleted observations with missing values and 
duplicate data and prepared the covariates for analysis. After pre
processing, the remaining data available for analysis included 37,914 
responses. These data were converted into token units using the quan
teda package after punctuation and numbers were removed. Data pre
processing was completed by deleting stop words and stemming the 
tokens. 

3.2.2. Structural topic model 
Prior to running the models, we produced some diagnostic plots to 

identify the optimal number of topics, according to both the relevant 
metrics and this analysis’ aims, focusing on the trade-off between se
mantic coherence and exclusivity [17]. We evaluated an unsupervised 
Topic Modelling approach, testing models with 5–40 topics and differing 
covariates in terms of coherence, residuals and interpretability by 
human coders (see https://osf.io/cvzd3/). We identified a Structural 
Topic Model with 25 topics and metadata as covariates as the most 
appropriate for acquiring insights. 

3.2.3. Output 
The output analysed consisted of lists of 8 stemmed keywords with 

different weightings which is what the model interprets as the ‘topic’ 
and 10 representative quotes for each topic. Different types of word 
weightings were generated with each topic where the following two 
types were analysed in subsequent qualitative analysis: 1) Highest Prob 
(words within each topic with the highest probability) and 2) FREX 
(words that are both frequent and exclusive, identifying words that 
distinguish topics). In addition to that, a list of the most representative 
quotes for a given topic was generated by the algorithm. See Fig. 1 for an 
example of the output. 

3.3. Qualitative analysis process 

The model’s output was analysed systematically in two stages. In 
Stage 1, the descriptive titles for the topics were generated and agreed. 
In Stage 2, the six stages process of conducting a thematic analysis was 
adapted to guide to analyse the topics generated by the text analysis 
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[18]. Two researchers (PB, TP) conducted the initial coding of the topics 
generated through test analysis. The process is summarised below. 

First, the researchers familiarised themselves with the data by 
repeatedly reading the themes with associated quotes whilst searching 
for patterns. For this analysis, the emphasis was on identifying the issues 
that users of the Test & Trace Service were unsatisfied with. Secondly, 
the initial descriptions of the topics were generated. Up until this stage, 
the two reviewers were blinded (worked independently on their codes). 
Next, the researchers identified the initial themes and discussed the 
similarities and discrepancies between them. We use the term “topics” to 
refer to our labels of the topics generated by the STM model output and 
the term “themes” to refer to human-generated themes created through 
analysing the topics and identifying common patterns. In the thematic 
analysis context, these terms would be analogous to the terms “codes” 
and “themes” respectively. Fourth, the researchers reviewed the themes 
whilst looking for any user feedback that might have been present in the 
topics identified but not represented in the major themes. This was a 
continuous process that was reviewed and re-defined (step five). Lastly, 
the report summarising the themes with illustrative quotes was gener
ated (step six). 

4. Results 

4.1. Descriptive statistics 

Descriptive statistics for respondents are displayed in Table 1. The 
sample of dissatisfied users is majority female, with 57% falling within 
the 30–59 age group, evenly split between contacts and cases. Finally, 
the majority completed the procedure entirely online. 

Fig. 1. Example of the Structural Topic Model output.  

Table 1 
Sample description.   

Variable n % 

n 37914 100% 

Age group 0–9 1096 3% 
10–19 2674 7% 
20–29 6960 18% 
30–39 7201 19% 
40–49 7203 19% 
50–59 7264 19% 
60–69 3565 9% 
70–79 1259 3% 
80–89 503 1% 
90+ 189 0% 

Sex Female 20817 55% 
Male 16973 45% 
Not specified 124 0% 

Region East Midlands 3282 9% 
East of England 3690 10% 
London 5897 16% 
North East 2114 6% 
North West 6215 16% 
South East 5469 14% 
South West 3026 8% 
West Midlands 3705 10% 
Yorkshire and Humber 4516 12% 

Category Case 19299 51% 
Contact 18615 49% 

Tier Automated 25681 68% 
Tier 1 20 0% 
Tier 2 5399 14% 
Tier 3 6442 17% 
Other 372 1%  
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4.2. Inclusion of the topics in the qualitative analysis 

Of 25 topics analysed qualitatively, 19 topics were included in the 
analysis as they provided substantial insights on various issues as 
expressed by the users’ feedback. The full output of the topic analysis is 
available in the online repository (https://osf.io/cvzd3/). 

The rationale for the exclusion of 6 topics from the analysis is pro
vided below:  

⋅ Topic 22 related to the feedback on the testing Service, specifically 
comments on inconclusive and inconsistent results, delay/not 
receiving tests, comments on perceived lack of the need to self-isolate 
due to negative results following positive ones. Although this topic 
was important, it related to a separate issue than the Test & Trace 
Service per se  

⋅ One topic (topic 1) was deemed as incoherent due to the text analysis 
based on the Service name which was used repeatedly in the free 
text, i.e., “track” and “trace” and was excluded from further analysis  

⋅ Four topics included mixed issues that were represented in other 
themes (topics 11,5,3,6). 

These remaining 19 topics were grouped into three major themes 
repressing the family of issues as expressed by the users of contact 
tracing (Fig. 2): 

4.2.1. Major theme 1: multiple contacts and incompatible contact method 
The feedback expressed in this major theme related to the distress 

caused by receiving too many calls, especially in the context of experi
encing Covid-19 symptoms. Users complained about multiple contacts 
per household reiterating the same process and expressed their views 
that the households should be ‘linked’ together. Users also perceived 
that too much information was collected, and there was some indication 
of data privacy concerns. In addition, participants expressed that mul
tiple accounts were generated for one person, and hence they experi
enced multiple contact attempts through different channels, i.e., calls, 
emails and messages. 

One topic related to the issue where the contact method did not 
match users’ digital skills and preferences. For example, users who did 
not own a smartphone were unable to access the links in the text mes
sage; those who did not have internet access; or were unable to fill in the 
online form due to lower digital skills. 

Fig. 2. Visualisation of the qualitative analysis of the 19 topics.  
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4.2.2. Major theme 2: confusion around isolation dates and tracing 
The feedback expressed in this major theme related to receiving 

numerous and often conflicting information about isolation dates from 
different sources of communication. In many cases, users were already 
contacted by the case and started their isolation period. They expressed 
their concern about their perceived delay of the contact attempts by the 
Service because they “could have been carrying on as normal & 
spreading the disease”. 

4.2.3. Major theme 3: complex and rigid operational system 
The feedback expressed in this major theme related to the complexity 

of the online form, especially around the difficulties with setting 
appropriate passwords and issues with completing the form in the 
context of experiencing Covid-19 symptoms. The form was seen as re
petitive and rigid, with an inability to go back and adjust responses. 
Some questions were seen as repetitive, irrelevant and phrased in a 
complex manner. 

There were various issues with the logic flow of the form, and the 
inability to input information that was perceived as important. For 
example, the list of symptoms was perceived as not exhaustive, there 
were issues with entering postcodes, the ambiguity between home and 
current address, and error messages when inputting addresses outside 
the UK, as well the lack of representativeness of certain ethnic back
grounds. The users perceived the options for information input as 
limited and, at the same time, some input requests were seen as 
repetitive. 

5. Discussion 

5.1. A statement of overall findings 

This study provides some important insights into the user experience 
of the Test & Trace Service as expressed through the free-text feedback 
survey based on over 37 thousand responses. The main issues related to 
multiple contact attempts, delays in contact tracing, and technical issues 
with the form, specifically the complexity and rigidity of the survey. In 
line with previous research, technical issues were found to be a major 
cause of distress for users of the Services, making their engagement with 
the Service challenging and, as a consequence, affecting their ability to 
adhere to guidance [19]. Users expressed that the contact method used 
was incompatible with their level of digital skills, which was a sub
stantial issue. This finding underscores existing concerns regarding eq
uity and accessibility of digital public-facing Services [20]. Another 
important finding showed that users reported feeling overwhelmed and 
harassed by the number of contact attempts from contact tracers. This is 
in line with previous findings by Wright and colleagues [21]. 

Overall, Structural Topic Modelling was found to be an effective 
technique to rapidly acquiring user insights. The 25 topics provided 
highly specific insights into issues that can be utilized towards 
improving the Test & Trace Service, with minimal human involvement 
and low maintenance requirements, making them ideally suited as tools 
for the evaluation of pandemic response Services. 

This study provides a proof of concept of a method to analyse large 
quantities of free text data in Service improvement, combining an AI- 
enabled text analytics followed by a qualitative analysis conducted by 
a human. As such, this method has the potential to be to contribute to the 
improvement of the Test & Trace Service, and other digital systems for 

public health safety or health improvement. This framework is repre
sented in the diagram below (Fig. 3). 

5.2. Strengths and limitations 

First, the strength of this study relates to the use of the advancement 
in AI and applying the methods to analyse large volumes of unstructured 
data in a public health emergency. Second, the systematically developed 
method which includes text analytics and qualitative data analysis 
demonstrates a proof of concept and paves the way for further appli
cation of this method to various public health domains. 

This study has several limitations. First, the Service included users in 
England and we only analysed those that indicated they were dissatis
fied. Hence, the results might not be generalisable to other contexts. In 
addition, these results might not be generalisable to those that disen
gaged with or who completed the Service but did not provide any 
feedback. This study does not provide an in-depth analysis and an 
exhaustive issue expressed by the users. However, the results are 
congruent with the qualitative analysis of the interviews conducted with 
the cases and contacts [22]. Second, we have not assessed the differ
ences between different periods throughout the functioning of the 
Service. 

With regards to methodology, an issue with applying STM relates to 
the lack of control over the variables explored. Although this is one of 
the strengths of the method, it also limits the researchers’ ability to make 
strong inferences about hypothesised results, making the method less 
robust to interpretation biases. The quality of the STM output was 
generally high, as the majority of the 25 topics generated exhibited 
coherence and allowed for easy interpretation, highlighting the reli
ability of the results. Only one topic out of the 25 was found to be 
incoherent, indicating a high level of overall coherence and meaningful 
thematic representation in the output. A limitation of interpreting this 
output relates to missing data. After removing responses with missing 
data, the sample of responses analysed was reduced. By removing these 
records, there is a potential loss of valuable information and insights that 
could have been derived from the excluded data points. This reduction 
in the dataset could affect the representativeness and generalisability of 
the findings, and could have introduced bias. Research has shown that 
excluding incomplete datapoints might often result in disproportionate 
bias toward marginalised groups [23]. 

5.3. Implications for research, practice, policy 

5.3.1. Research 
This study has several implications for research and further devel

opment of the model for automatic and pragmatic free-text data anal
ysis. Specifically:  

1. Further research is needed to develop a more sophisticated method 
that can be applied to monitor the changes in the Service over time.  

2. As individuals have different experiences of the Service highlighting 
social inequalities, findings need to be stratified by sociodemo
graphics to investigate the effects of this Service (and other such 
Services) based on sociodemographics, especially to emphasize the 
underrepresented and marginalised communities. 

3. Need to develop a scalable model and apply it to accelerate under
standing of different behaviours beyond the pandemic and into the 

Fig. 3. Diagram representing a framework for analysis of qualitative data for Service improvement.  
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post-pandemic recovery, namely the behaviours associated with 
poorer outcomes and higher mortality rates in those infected with 
SARS-Cov-2, such as unhealthy diet, physical inactivity, alcohol 
consumption and smoking.  

4. The current model needs to be applied to different datasets in order 
to increase its generalisability and usability of the model for public 
health professionals.  

5. The present model and analysis framework should be validated by 
comparing it to human qualitative analysis in order to identify dis
crepancies and assess its reliability compared to conventional qual
itative methods. There is evidence that the quality of the analysis 
produced by this framework is equal to that of human-only quali
tative analysis, with substantial time and resource savings [24]. 

5.3.2. Practice and policy 
There is a need to systematically reflect and gather the learnings 

from the pandemic in order to develop a more efficient response in the 
future. Some of the issues with the Service related to usability may be 
addressed in a time-efficient manner by simple technological changes. 
Some issues might require a more complex approach, for example, be
liefs about the inefficiency of the Service. It is important that these issues 
are recognised and that various interventions addressing different 
problems are developed in order to develop a more efficient method of 
contact racing in the context of the pandemic. Future research that in
corporates data from different phases of the pandemic and subsequent 
iterations of the Service would offer valuable insights. By examining the 
evolution of themes over time, researchers can determine if similar 
concerns persist or if new issues emerge as the Service matures and 
adapts. Additionally, by stratifying the analysis based on demographic 
variables, a more nuanced understanding of the experiences and needs 
of specific populations can be obtained. This approach would enable 
targeted support and interventions tailored to address the unique chal
lenges faced by different demographic groups. 

6. Conclusion 

This study provides a proof of concept of a method to analyse large 
quantities of free text data in Service improvement. It includes an AI- 
enabled text analytics followed by a qualitative analysis conducted by 
a human. As such, this method has the potential to contribute to the 
improvement of the Test & Trace Service, and other digital systems for 
public health safety or health improvement. More specifically, this 
method is best suited for cases where qualitative analysis is either 
needed rapidly or applied to large volumes of narrow-in-scope, short 
free-text responses. Importantly, this method is not suitable in cases 
where a nuanced qualitative analysis is the goal but can be a tool to 
augment and speed up existing qualitative approaches. 
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