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ABSTRACT

Artificial intelligence-based algorithms are being widely implemented in health care, even as evidence is emerg-

ing of bias in their design, problems with implementation, and potential harm to patients. To achieve the

promise of using of AI-based tools to improve health, healthcare organizations will need to be AI-capable, with

internal and external systems functioning in tandem to ensure the safe, ethical, and effective use of AI-based

tools. Ideas are starting to emerge about the organizational routines, competencies, resources, and infrastruc-

tures that will be required for safe and effective deployment of AI in health care, but there has been little empiri-

cal research. Infrastructures that provide legal and regulatory guidance for managers, clinician competencies

for the safe and effective use of AI-based tools, and learner-centric resources such as clear AI documentation

and local health ecosystem impact reviews can help drive continuous improvement.
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LAY SUMMARY

Computer-based tools using artificial intelligence (AI) are being widely implemented in health care, even as evidence is

emerging of bias in their design, problems with implementation, and potential harm to patients. To achieve the promise of

using of AI-based tools to improve health, healthcare organizations will need to be AI-capable, which means that policies

and processes in healthcare organizations reflect and use societal guidance such as professional ethics and regulatory con-

straints to ensure the safe, ethical, and effective use of AI-based tools. Ideas are starting to emerge about the organizational

processes, knowledge, resources, and societal guidance that will be required for safe and effective deployment of AI in

health care, but there have been few accounts of organizations wrestling with these issues in real implementation of AI in

clinical care. Healthcare organizations need resources for safe and effective implementation and ongoing improvement,
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including, for example: legal and regulatory guidance for managers, training for healthcare workers in the safe and effective

use of AI-based tools, clear software documentation, and methods to enable assessment of the impact of the use of AI tools

on socially vulnerable people.

INTRODUCTION

Artificial intelligence (AI) refers to computer science techniques that

employ machine learning, probabilistic methods, fuzzy systems,

expert systems, and evolutionary computing.1 These technologies

hold great potential and are being implemented in health care, even

as evidence is emerging of bias in their design, problems with imple-

mentation, and potential harm to patients.2–4 It would be naı̈ve to

expect that potentially transformative AI technologies will be scaled

back or abandoned in response to these concerns. Rather, healthcare

organizations must identify approaches to mitigate and prevent

harm as AI technologies are implemented. We assert that to achieve

the promise of using AI-based tools to improve health, healthcare

organizations will need to be AI-capable. AI-capable organizations

are those with internal systems that function effectively with exter-

nal infrastructures to ensure the safe, ethical, and effective use of AI-

based tools. The purpose of this perspective is to advocate for the

use of an organizational capabilities perspective to frame the

resourcing of responsible AI in healthcare by managers, regulators,

researchers, professional organizations, and other responsible

institutions.

What are organizational capabilities?
An organization has a capability when it can construct systems that

produce a particular outcome (Figure 1).5 For example, for a hospi-

tal to claim that it is capable of providing safe medication manage-

ment for patients, it must do more than employ competent

pharmacists. Systems for safe ordering, fulfillment, administration,

and monitoring involve a variety of clinical personnel, procedures,

and technologies.

Scholarship in organizational sciences has framed organizational

capabilities in terms of management’s ability to leverage resources

and competencies to create routines6 that can accomplish the work

required to produce the desired outcome.7 In addition, infrastruc-

tures8 exist beyond the organization that can both enable and

constrain the development of routines. This multilevel vision of

organizational capability could guide healthcare leaders as they seek

to identify risks, minimize harms, and maximize rewards of deploy-

ing AI-based tools.

How does an organizational capabilities perspective

complement other frameworks?
There are numerous other framings to be considered that build on

seminal work in technology adoption9 and diffusion of innova-

tions.10 The recent work of Greenhalgh et al11 is particularly nota-

ble; they conducted a synthesis of existing conceptual resources that

produced the nonadoption, abandonment, scale-up, spread, and sus-

tainability (NASSS) framework to help predict and evaluate the suc-

cess of technology-supported programs in health care. The

framework unifies several streams of research into one framework

that considers various forms of context, technological features, and

individual actors. Similarly, the Consolidated Framework for Imple-

mentation Research (CFIR) brings together multiple conceptual

resources for implementation of evidence-based medicine12 as does

the sociotechnical framework posed by Sittig and Singh13 that

focuses on technology and patient safety.

There is a body of scholarship that has been more specific to AI

in health care, including the translational path for AI tool develop-

ment into clinical care delivery proposed by Sendak et al14 that uses

real-world implementations to describe approaches that teams have

taken in 4 key phases of activity: design and develop, evaluate and

validate, diffuse and scale, and continuing monitoring and mainte-

nance. Other work has looked specifically at strategies to manage

barriers to adoption of AI tools15 and at the characterization of

emerging options for technical deployment.16 Finally, in addition to

the work of individual researchers, groups such as the Coalition for

Health AI (CHAI) have produced reports that provide thoughtful

resources to organizations seeking to develop and implement health-

related AI.17

Organiza�onal Capabili�es: an organiza�on’s ability to use 
resources and competencies to construct systems that 
produce a par�cular outcome. 

Rou�nesResourcesInfrastructures 
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Figure 1. Organizational capabilities: an organization’s ability to use resources and competencies to construct systems that produce a particular outcome.
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Organizational capabilities are a well-described and foundational

theoretical framework in the organization sciences. However possi-

bly because of its roots in market-focused economic theory, with

only a relatively recent stream of papers exploring dynamic capabil-

ities and the relationship between capabilities and routines,18,19 there

are few examples of the use of organizational capabilities to theorize

sociotechnical change in health care.20 The work on dynamic capa-

bilities, combined with more recent scholarship on the notion of digi-

tal transformation and organizational capabilities,21 has produced

conceptual resources for capturing the complexity of healthcare

processes, social organization, regulatory infrastructure, and societal

role. The goal of our organizational capabilities framing is to provide

a way of organizing the creation, maintenance, and interrelation-

ships of resources that will be needed for healthcare organizations to

be AI-capable. In concrete terms, our aim is to help healthcare man-

agers, professional organizations, regulatory bodies, and other

responsible actors understand how they should be engaged in the

work of enacting safe and responsible health-related AI.

ORGANIZATIONAL CAPABILITIES FOR AI IN
HEALTHCARE

The previous section described useful frameworks and resources for

AI implementation. These frameworks have been complemented by

numerous perspectives on how biomedicine should wrestle with the

impacts and potential risks posed by AI technologies.22–26 This

paper offers a framing, along with detailed examples, to help guide

the implementation and ongoing use of AI that foregrounds the ele-

ments managers can put in place, and the interrelationships with

external infrastructures that are implicated.

Routines
In the organization sciences, routines are widely understood to be the

way most work is accomplished.6,27–30 Routines are defined as

“repetitive, recognizable patterns of interdependent actions carried

out by multiple actors.” They have been shown to be a source of

stability, enabling planning and knowledge sharing across disparate

organizational units. They also serve as a vehicle for change, provid-

ing pathways for changes to propagate across an organization.31

Routines standardize practices, reducing uncertainty and enabling

measurement. An example of a highly standardized routine in health

care is medication administration. This routine includes standardized

language and defined competencies for the tasks that make up the

routine, extensive measurement of its elements, and clarity around

the other routines with which it intersects (eg, pharmacy inventory

management).29 The automation of these routines enables control

over key variables such as efficiency, safety, and clinical practice.

Organizations will need to establish integrated routines for the

assessment, implementation, monitoring, and evaluation of AI-

based resources. To the extent that these processes can be standar-

dized, the organization has an opportunity to impose an ethical

framework on the management of AI-based resources. For example,

personnel responsible for assessment of proposed AI tools can use a

standardized protocol to evaluate the sponsorship, quality, perform-

ance, and planned use of every AI tool, whether it is a relatively

minor feature built into a radiological device or a predictive risk

scoring tool that will impact patient triage and care.

AI algorithm performance can drift when underlying datasets

change as a result of new clinical practices and programs, altered

organizational structures, or changes in data structures and

processes.32,33 Because of this drift, organizations will need routines

not only for the initial evaluation and implementation of new AI-

based algorithms and tools, but also for maintaining them and mon-

itoring their outputs. Embi has described this maintenance and mon-

itoring work as algorithmovigilance, defined as “the scientific

methods and activities relating to the evaluation, monitoring, under-

standing, and prevention of adverse effects of algorithms in health

care.”34 Because AI-based tools are engineered to answer specific

questions, routines will be required for all clinical domains. For

example, in the case of clinical predictive analytics, the data used for

prediction are often derived from ongoing clinical operations and

thus content expertise will be needed to maintain calibration over

time. Establishing and continuously improving the necessary rou-

tines will require allocation of organizational resources, including

the development and support of competent personnel.35 These rou-

tines can be implemented optimally by using existing organizational

structures and routines (eg, regulatory and quality improvement

departments and existing IT monitoring functions).

Competencies
In response to the anticipated surge in deployment of AI-based tools,

numerous authors have called for systematic learning programs to

prepare the clinicians who will use them.1,22,36–46 To identify the

competencies that currently guide the preparation of clinicians as they

test, provide requirements for, and implement new AI-based technolo-

gies in practice settings, the authors completed a scoping review and

large gaps in knowledge and training resources were identified.47,48

Although many publications investigated the clinical impact of new

AI-based tools, few reported on observed clinician competencies, and

even fewer reported on the education or training processes used to

assure effective, safe, and ethical technology deployment.

In response to this gap, we subsequently conducted a series of

semistructured interviews with subject matter experts in health pro-

fessions education and healthcare AI, aiming to generate a set of

competencies needed by frontline clinicians to evaluate and safely

use AI-based tools.49 The expertise of the participants included

informatics, data science, medical education, public health, medical

imaging, bioethics, and social sciences. The professional domains of

the experts included nursing, medicine, surgery, social medicine,

business, pharmacy, and bioethics. Although they reported multiple

roles, most were selected primarily for their expertise in health care

AI, biomedical informatics, and/or the ethical application of AI in

the workplace; others for their expertise in health professions educa-

tion; and two because of dual expertise in health professions educa-

tion and health care AI. Participants outlined core technical

knowledge and skills, but ethical considerations emerged as para-

mount. This result is not surprising, considering the prevalence of

systemic bias and inequities in healthcare, and unjust outcomes

related to technology interventions in other social contexts (eg,

social services and criminal justice).50,51 Participants made it clear

that safe and fair implementation of AI-based tools in healthcare

will require more than frontline clinical competencies and further

underscored the need for supportive organizational capabilities.

Resources
Effective routines and competent clinicians will require evidence-

based frameworks and resources. Examples of such resources are

the Model Facts Labels and Ecosystem Impact Statements outlined

below. The importance of appropriately classifying and labeling AI-

based models, similar to a nutrition label, has been described
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previously and is summarized below with a unique set of guiding

questions.52 Health Ecosystem Impact Statements are proposed here

as a novel application of an existing public governance model.53

Both resources can provide accessible, standardized information to

individuals and organizations.

AI software documentation

Ideally, templates and rubrics that identify key elements of AI-

driven tools would prompt essential considerations for their adop-

tion while promoting organizational and technological transpar-

ency. Clear, targeted, and standardized information about

healthcare algorithms would guide all those who interface with

them, including clinicians, administrators, data managers, public

health officers, resource managers, and patients. Scholars have

begun to work on mechanisms and approaches to this challenge.52

These Model Facts Labels should be structured to allow continuous

learning for each of the target audiences, and ideally would be

required for regulatory approval. See Box 1 for questions that

Model Facts Labels should address.

Health ecosystem impact statements

Health systems are complex ecosystems, and similar to natural eco-

systems, changes in one aspect of the environment can lead to cas-

cading perturbations in others.54 Recognizing that an anticipatory

analysis of risks, benefits, alternatives, and mitigation strategies

could potentially prevent harmful consequences, the National Envi-

ronmental Policy Act was enacted in 1969 requiring that a struc-

tured environmental impact statement (EIS) be completed prior to

implementation of all major federal projects. A standardized process

for EIS creation assures consideration of a range of potential impacts

and includes a period of public comment.55

We propose that similar impact statements should be created before

AI-based tool deployment decisions are finalized. Whereas a model

facts label provides information about the design and appropriate use

of an AI-based tool, the ecosystem impacts of a tool would facilitate

evaluation at the local organizational level, and could be embedded

into the organization’s existing quality improvement structure. See Box

2 for questions that health ecosystem impact statements should address.

Infrastructures
All individual clinicians, as well as their health systems, are

embedded in structural systems that both enable and constrain activ-

ity. Societal infrastructures that emphasize systemic debiasing,

provide effective regulatory oversight, and generate interorganiza-

tional collaboration are needed to support AI-capable organizations.

Several areas are overdue for infrastructure development. Examples

include the development of standards for AI reporting (eg, Model

Facts Labels) and evaluation (eg, Health Ecosystem Impact State-

ments), a transparent process for U.S. Food and Drug Administra-

tion (FDA) review and approval of algorithms, and ethical and legal

frameworks for patient rights and use of data. Such oversight struc-

tures would facilitate balance and fairness in the overall landscape

of technology development and would promote alignment with

health professions ethics and societal expectations.

Addressing the manifestation of structural inequities in healthcare data

The delivery of health services takes place in a society characterized

by structural inequities. This manifests in dysfunctional interperso-

nal interactions, unequal access to services, and inequities in out-

comes. Demographic data are widely believed to be of low

quality,56 and in some cases services are delivered based on a skewed

or inaccurate evidence base.57 Given that AI algorithms require large

amounts of data (often from electronic health records) to achieve

valid results, the importance of bias in underlying data is beginning

to come under wider scrutiny.58 Commentators continue to raise

flags about the transfer of algorithms built from narrow datasets

into common practice. Urgent concerns are frequently raised about

the impact on vulnerable groups and individuals, as biases result

from structural inequities.59–61 Therefore, addressing dataset bias

requires awareness of both historical roots and evolving branches.

Debiasing efforts require attention to how historical patterns,

human behavior, and social organization (including technological

systems) create and perpetuate structural forms of inequity.62,63

Shared debiasing infrastructures can be built to support evidence-

based practice, systemic evaluation, and continuous improvement.

Regulatory frameworks

Inequities and bias must be understood within wider systems of

power imbalance. The structures and patterns that lead to disparate

outcomes operate within hierarchies of power involving business

and finance, professional guilds, national priorities, scientific norms,

and cultural hegemony. Therefore, it is necessary to have counter-

balancing structures organized to ensure ethical boundaries and

legal protections are respected. National regulatory infrastructures

Box 1: Standard facts labels could answer questions such

as:

What is the performance of the model?

How is the model managed, evaluated, and updated?

What populations were used to develop the model?

What patient populations are within the appropriate boundaries

for use?

What are the potential impacts of using the model outside of

boundary conditions?

How does one interpret typical and atypical outputs?

Is the model approved by the U.S. Food and Drug Administration?

What are the potential harms and safeguards for this model?

Box 2: Standard impact statements could answer ques-

tions such as:

What local populations would benefit from the tool and what

are those benefits?

What local populations could be harmed by the tool and what

are those harms?

What alternatives (if any) could be used to solve this problem?

Which teams of professionals will use the tools, how will this affect

their workflows, and how should the workflows be modified?

What types of clinician education are needed before the tools

are deployed in this environment?

What will be the impact on learners in all phases of education and

what might be the impact on clinical learning environments?

How should the outputs and outcomes of the tools be monitored?

What safeguards should be in place to assure appropriate use of

the tool?
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are beginning to operate through the FDA and with support from

professional organizations.53,64 These will require continual invest-

ment and iterative improvements to keep pace with AI-based tool

development and deployment in health care.

Interorganizational collaboration
Technical and health professionals should work together to design

and improve AI functionality. At best, patients, administrators, and

peer institutions should continuously provide feedback, organize

resources, and share outcomes. For example, in 2019 the Radiologi-

cal Society of North America launched Radiology: Artificial Intelli-

gence, a journal to engage with the rapidly emerging applications of

machine learning in health-related imaging.65 Position papers from

the American Medical Informatics Association and Nature Medicine

outline the need to work collaboratively at national and interna-

tional levels to evaluate and improve AI-based technologies across

diverse clinical domains.66,67 In addition, AI-based tools benefit

from broader and more inclusive datasets with greater population

diversity, which can be achieved through interorganizational collab-

oration as well as targeted investments, such as the All of Us

research program by the U.S. National Institutes of Health.68

AI-CAPABLE ORGANIZATIONS

AI-supportive internal and external structures enable organizations

to deploy and use AI tools safely and effectively (ie, to become AI-

capable). These organizations can in turn support AI-competent

frontline clinicians. Infrastructures, organizations, and individuals

will interact and shape outcomes. Learner-centric resources such as

clear Model Facts Labels and Ecosystem Impact Statements can help

drive continuous improvement.

Legitimate concerns exist about the ability of all healthcare

organizations to become AI-capable. Unequal distribution of exper-

tise in managing the complex ethical and technical challenges may

put some organizations at existential risk for negative quality,

safety, and legal outcomes. To prevent this negative consequence,

thought should be given to innovative ways of sharing expertise

across systems or across regions.

It is time to prioritize the development of infrastructures, organi-

zational capabilities, and individual competencies in the deployment

of AI-based solutions to optimize benefits and minimize harms for

the entire healthcare ecosystem. Tactics to move forward in achiev-

ing these aims include establishing ownership of AI management

issues in health-related professional organizations to enable thought

leadership and policy guidance; creating curricular elements in

healthcare management training programs; and developing practical

tools for the creation of Model Facts Labels and Ecosystem Impact

Statements at the organizational level. All these activities will

require dedicated resources to implement effectively.
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