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Purpose: Measures of disease burden using hospital administrative data are susceptible to over-inflation if the patient is transferred 
during their episode of care. We aimed to identify and compare measures of coronary heart disease (CHD) and myocardial infarction 
(MI) episodes using six algorithms that account for transfers.
Patient and Methods: We used person-linked hospitalisations for CHD and MI for 2000–2016 in Western Australia based on the 
interval between discharge and subsequent admission (date, datetime algorithms), pathway (admission source, discharge destination) 
and any combination to generate machine learning models (random forest [RF], gradient boosting machine [GBM]). The date and 
datetime algorithms used deidentified patient identifiers to identify records belonging to the same individual. We calculated counts, 
age-standardised rates (ASR) and age-adjusted trends for CHD and MI for each algorithm.
Results: Counts of CHD increased from 11,733 in 2000 to 13,274 in 2016, while MI increased from 2605 to 4480 using the date 
algorithm. Correspondingly ASR for CHD decreased from 2086.2 to 1463.1 while MI increased from 468.2 to 498.1 per 100,000 person- 
years. ASR for CHD and MI for datetime algorithm were consistently 1–2% higher than the date algorithm. Differences in ASR of CHD 
and MI counts increased over time with the admission source, RF and GBM algorithms relative to the date algorithm. Age-adjusted trends 
in CHD and MI episode rates using RF and GBM differed significantly from all other algorithms. Only 86.7% and 87.6% of MI episodes 
identified by the date algorithm were identified by the admission source and discharge destination algorithms, respectively.
Conclusion: The date and datetime algorithms produced the most valid measures of CHD and MI episodes. Findings underscore the 
importance of identifying admission and discharge dates/times belonging to the same individual in enumerating these episodes.
Keywords: patient transfer, rates, trends, Western Australia

Introduction
Person-level administrative hospital data have become increasingly available for monitoring disease burden in conditions 
such as coronary heart disease (CHD), however this data source records hospital admissions and is therefore susceptible 
to inflation of events if the patient is transferred during their clinical course.1–4 Each transfer leads to a new admission 
record potentially overestimating the number of episodes of care relating to the same CHD event. We have previously 
shown that failure to account for transfers will overestimate CHD counts by 8–13%.1

Hospital datasets in many developed countries, including Australia, New Zealand, Canada, England, Wales and 
Scotland,5–9 contain many variables that can be used to identify transfers, although no approach is currently considered as 
“gold standard”. We and others have used admission and discharge dates and/or times together with deidentified patient 
identifiers, whereby any admission occurring within a certain interval after a previous discharge for an individual, usually 
one day, is considered part of the same episode of care.1,2,10–12 This approach is based on “interval” data, which relies on 
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information that is deemed sensitive as it has the potential to identify patients. Alternatively, investigators have used 
“pathway” data without any deidentified patient identifiers,5,6 whereby an episode is identified when a patient is admitted 
from home or discharged from hospital. Although this approach uses less sensitive data, the reliability of the admission 
and discharge variables has been questioned.6

Variables selected for a study must be deemed “necessary”13 and requests for sensitive variables, such as admission 
and discharge dates/times, will require written justification and approvals from data custodians and human research ethics 
committees. The impact of using different sets of variables in estimating CHD burden has not been tested, and we 
therefore aimed to test six algorithms, each using different combination of variables, to identify and compare counts, 
rates and trends of CHD episodes. We also tested the algorithms on myocardial infarction (MI), a subset of CHD, to 
determine if the concordance between algorithms differed between the diagnoses.

Materials and Methods
Data Source and Study Population
We used person-level linked administrative health data extracted from the Hospital Morbidity Data Collection (HMDC), 
one of the core data sets of the Western Australian (WA) Data Linkage System for this cohort study. The available data 
set included all hospital records for any person hospitalised with CHD (International Statistical Classification of Diseases 
and Related Health Problems, version 10 - Australian Modification (ICD-10-AM]: I20-I25) in WA from 2000 to 2016. 
Variables available included demographic information (age at admission, sex), admission and discharge dates and times, 
principal discharge diagnosis field, up to 20 secondary discharge diagnosis fields, hospital category (eg, public, private, 
rural), type of admission (elective/emergency), where the patient was admitted from, where the patient was discharged to, 
care type (purpose of treatment) and up to 11 procedure fields.

All variables, except procedure codes, were used without recoding of values. We identified coronary angiography, 
percutaneous coronary intervention (PCI) and coronary artery bypass graft (CABG) from the 11 procedure fields in the 
HMDC (Supplementary Table 1). CHD and MI (ICD-10-AM: I21) admissions were identified from the principal 
discharge diagnosis field of the HMDC data extract.

Identifying and Counting of CHD and MI Episodes Using Different Algorithms
We used six algorithms to identify a single CHD admission separately within an episode of care (Supplementary Table 2). 
The date and datetime algorithms processed data based on time intervals; admission source and discharge destination 
algorithms processed data based on pathway variables and machine learning models, random forest (RF) and gradient 
boosting machine (GBM) used a combination of variables:

Date Algorithm
Each row of temporally ordered records belonging to the same patient was compared to the previous admission, and if 
the admission date was within a day or same day of the previous discharge date, it was assigned to the same episode as 
the previous record. Only the first CHD admission in the episode was counted.

Datetime Algorithm
This is like the date but an episode of care was defined as occurring within an interval of 6 hours between admission and 
previous discharge. We chose 6 hours as our previous study showed that most transfers are completed within this 
timeframe (unpublished data).

Admission Source Algorithm
This algorithm identified records coded as “admit from home” with a principal discharge diagnosis of CHD. This 
algorithm was designed to identify one admission per episode, in this case it identifies a record assumed to represent the 
first-in-episode admission.
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Discharge Destination Algorithm
This algorithm identified any record coded as discharged to non-hospital facility (ie, home, nursing home, died or 
discharged against medical advice) with a principal discharge diagnosis of CHD. This algorithm is designed to identify 
one admission per episode, in this case it identifies a record assumed to represent the last-in-episode admission.

Random Forest (RF) Algorithm
With this algorithm the computer was trained on records from 2000–2011 to flag CHD admissions identified by the date based on 
parameter settings in Supplementary Box 1. Variables entered into the models are described in Supplementary Table 3. The 
Youden Index was used to identify the optimised threshold for the model prediction to achieve balanced sensitivity and 
specificity.14 This model was then tested on admission data from 2012 to 2016 using the cut-off point defined by the Youden index.

RF, based decision trees, is an ensemble learning method predominantly used for classification tasks.15 Central to 
RF’s approach is the construction of multiple decision trees during the training phase, with predictions based on the 
aggregation (mode or mean) of outcomes from these trees. This ensemble strategy, by leveraging diverse subsets of the 
dataset for training individual trees and employing a random selection of features (variables) at each decision point, 
inherently reduces the risk of overfitting - a common challenge in analysing the multifaceted and high-dimensional 
hospital administrative data associated with CHD admissions.

Gradient Boosting Machine (GBM) Algorithm
This is similar to the RF algorithm but uses GBM instead. GBM parameter settings are described in Supplementary Box 
1. GBM, also based on decision trees, distinguishes itself through its methodical construction of an ensemble of weak 
predictive models, primarily shallow decision trees, which sequentially build upon one another to rectify preceding 
errors.16 This iterative refinement, guided by the principles of gradient descent to minimize predictive loss, equips GBM 
with a remarkable capacity for handling complex datasets. Notably, GBM’s adeptness at modelling non-linear relation
ships and its dynamic adjustment to minimize bias and variance significantly enhance its applicability to the intricacies of 
administrative health data.

These six algorithms were repeated separately for MI admissions.

Characteristics of First and Last Records in an Episode Based on Different Algorithms
The locations that the patient was admitted from and discharged to were identified for the first and last records 
respectively for episodes of care identified by the date algorithm. The principal discharge diagnosis of records within 
episodes of care identified by the admission source and discharge destination algorithms were determined.

Statistical Analysis
Age-standardised rates of CHD and MI episodes were calculated for each algorithm using the direct method. The 
numerator was the number of episodes of CHD or MI per year, and the denominator was the WA population in each year, 
stratified by sex and 5-year age group. Rates were standardised using the 2011 Australian population as the standard. 
Age-adjusted trends were estimated for each algorithm from Poisson regression models, which included 5-year age group 
and calendar year (continuous). The interaction term “calendar year*algorithm” was used to determine statistical 
significance with date-algorithm as reference.

Data handling, management and statistical analyses including for counts, rates and trends were performed using Stata 
MP 18.0.17 RF and GBM modelling were performed using the sci-kit learn Python package for machine learning.18

Ethics Approval
Human Research Ethics Committee approval was obtained from the University of Western Australia (RA/4/1/1491) and 
the WA Department of Health (2014/55). A waiver of consent was granted by the WA Department of Health HREC as the 
research met criteria outlined in the National Statement on Ethical Conduct in Human Research. Analyses were 
conducted according to relevant local and national guidelines and regulations. This study complies with the 
Declaration of Helsinki.
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Results
Using the date algorithm, the number of CHD episodes identified in WA increased from 11,733 in 2000 to 13,274 in 2016, 
while the corresponding counts for MI hospitalisation episodes were 2605 and 4480 respectively (Figure 1, Supplementary 
Table 4). Of the six algorithms, the datetime algorithm produced the highest counts of CHD and MI hospitalisation episodes, 
while the admission source algorithm resulted in the lowest counts. For the 2012–2016 study period, both the RF and GBM 
algorithms produced counts that were lower than the datetime algorithm but higher than the admission source algorithm.

The age-standardised rates of CHD hospitalisation episodes decreased from 2086.2 in 2000 to 1463.1 per 100,000 per
son-years in 2016 (Figure 2, Supplementary Table 5) with the date algorithm. The corresponding rates for MI increased 
from 468.2 in 2000 to 498.1 per 100,000 person-years. As with counts, the rates were highest with the datetime algorithm 
and lowest with the admission source algorithm. Similarly, both the RF and GBM algorithms produced rates that were 
lower than the datetime algorithm but higher than the admission source algorithm. Rates of CHD and MI hospitalisation 
episodes based on the datetime algorithm were consistently 1–2% higher than the date algorithm, while CHD rates 
produced using the discharge destination algorithm were on average 4% lower than the date algorithm, and for MI rates, 
around 12% lower. Compared with the date algorithm, differences in rates of CHD and MI episodes increased over time 
using the admission source (−4.1% to −11.1% for CHD; −11.9% to −26.0% for MI), RF (−5.3% to −9.5%; −3.1% to 
−11.5%) and GBM (−1.5% to −6.3%; −3.2% to −12.1%) algorithms.

Overall, age-adjusted trends in CHD and MI hospitalisation episode rates were similar in the date, datetime, 
admission source and discharge destination algorithms (Figure 3). The date and datetime algorithms had almost identical 
trends for both CHD and MI. However, the RF (−3.64%; 95% CI −4.38% to −3.09%) and GBM algorithms (−3.75%; 
95% CI −4.29% to −3.21%) had a greater decrease in CHD rates than the date algorithm (−2.53%; 95% CI −3.06% to 
−2.00%). Similarly, RF (−4.08%; 95% CI −5.01% to −3.15%) and GBM (−4.17%; 95% CI −5.10% to −3.24%) 
algorithms had a greater decline in MI rates than the date algorithm (−1.88%; 95% CI −2.79% to −0.96%).

The number of first hospitalisations in a date algorithm episode coded as “admit from home” decreased from 93.9% in 
2000 to 89.2% in 2016 for CHD hospitalisations, while the corresponding numbers for MI were 89.0% and 80.1%, 
respectively (Supplementary Table 6). The number of last hospitalisations in an episode coded as “discharge home” 
remained consistent at around 97% and 92.3% for CHD and MI, respectively throughout the study period. Most of the 
records coded as “admit from home” and “discharge home” had principal diagnoses of CHD (94.2% and 93.2%, 
respectively) with most of the remaining hospitalisations recording conditions like renal dialysis, chest pain and heart 

Figure 1 Counts of CHD and MI episodes determined from six different algorithms using hospital administrative data. 
Abbreviations: CHD, coronary heart disease; MI, myocardial infarction; RF, random forest; GBM, gradient boosting machine.
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failure. (Supplementary Table 7). A similar pattern was observed for episodes of MI hospitalisation (Supplementary 
Table 8).

Figure 2 Age-standardised rates (ASR) and percentage difference compared to the date algorithm ASR: by CHD and MI episodes identified from hospital administrative data. 
Note: Black line for RF is hidden behind the red line for GBM. 
Abbreviations: CHD, coronary heart disease; MI, myocardial infarction; RF, random forest; GBM, gradient boosting machine.

Figure 3 Age-adjusted average annual percentage change (95% CI) of CHD and MI episodes using six different algorithms from hospital administrative data. *Statistically 
different from the date algorithm; dotted vertical lines represent 95% confidence interval for the date algorithm. 
Abbreviations: CHD, coronary heart disease; MI, myocardial infarction; RF, random forest; GBM, gradient boosting machine.
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Discussion
In this study we compared six different algorithms to determine counts, rates and trends in CHD and MI hospitalisation 
episodes. We found that differences in ASR of CHD and MI counts increased over time with the admission source, RF 
and GBM algorithms relative to the date algorithm. Furthermore, age-adjusted trends in CHD and MI episode rates using 
RF and GBM differed significantly from all other algorithms.

The date and datetime algorithms, which reflect patient movement within the hospital system without requiring 
coding of other variables, produced the highest counts and rates and with only small differences between these two 
algorithms. The one-day window used for the date algorithm can include one or more 6-hour intervals used for the 
datetime algorithm. It also potentially incorporates situations where there is greater than 24 hours between the discharge 
date on one record and the admission date on the subsequent record, thus likely capturing true readmissions within 
a transfer series. However, the small increase in rates with the datetime compared to the date demonstrates that this 
scenario is uncommon. The magnitude of difference is small and consistent over time, therefore indicating that either 
algorithm is reasonable for ensuring accurate counts, rates and trends for both diagnoses. With data custodians becoming 
increasingly reluctant to provide sensitive admission and discharge times, our data demonstrates that the date algorithm is 
reasonably accurate for those measures, although time variables may be a necessity for other types of analyses.

In contrast, the admission source and discharge destination algorithms produced rates that were more than 4% lower 
than the date algorithm, with the discharge destination algorithm showing a growing discrepancy over time. The poor 
performances of these two algorithms are likely due to two causes. Firstly, the data are collected for administrative 
purposes where the coding of the admission source and discharge destination variables reflect current coding practices 
and billing requirements rather than for epidemiological measures of disease burden. For instance, the first admission in 
an episode can be coded as “admit from another hospital” when the patient arrives from a non-ward setting of a different 
hospital (eg, emergency department). Similarly, a patient can be coded as “discharge to another hospital” when they are 
transferred to a non-ward setting. In both cases, these data are not captured in the HMDC. This is consistent with 
a government report, which found that 5% of patients diagnosed with ACS who were coded as “transferred to another 
hospital” in the “discharge-to” field of the WA HMDC had no further hospitalisation records.6 Alternatively, this could be 
due to coding errors19 but we are unable to determine the extent of this problem in our hospital dataset. Secondly, a small 
number of these patients could have experienced an in-hospital onset of CHD or MI20,21 while others could have been 
transferred to a rehabilitation ward during the hospital episode. In this sense, the admission source and discharge 
destination algorithms which assumptively identifies the first and last admission in an episode may have identified 
diagnoses other than CHD or MI. On the other hand, our date and datetime algorithms identify any episode with at least 
one record with a principal diagnosis of CHD or MI. The differences with RF and GBM algorithms increased over time, 
probably indicating that the model trained on data from 2002–2011 may not be generalisable to data from 2012–2016. 
“Noise” from the pathway and other variables may have also disrupted the ability of the RF and GBM models to identify 
CHD and MI episodes.

The strength of this study was its use of person-linked hospital data, which allowed systematic capture of all 
hospitalisations, both public and private, ensuring complete identification of the patient cohort and complete hospitalisa
tions. There are several limitations to this study. Firstly, we were not able to differentiate between a transfer and 
readmission using the date and datetime algorithms. A small number of patients are readmitted within one to two days of 
discharge following an ACS,22 and our comparison against the date algorithm may not truly reflect this situation. Clinical 
chart reviews, the gold standard for identifying episodes, would be impractical for the large number of cases over the 17- 
year study period. In the absence of clinical chart reviews, the RF and GBM algorithms were trained on the date 
algorithm, which has been used previously to define transfers.1,2,10–12 We are unable to determine if the date algorithm is 
the best approach for training these two machine learning algorithms. However, even with training using the date 
algorithm, age-adjusted trends in CHD and MI episode rates using RF and GBM differed significantly from all other 
algorithms. Secondly, the findings may not be generalisable to other jurisdictions where different coding practices and 
hospital discharge and transfer protocols can result in different findings. However, with many studies identifying similar 
coding issues in hospital data for a range of medical conditions,6,20,23–25 these findings can likely be replicated in other 
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jurisdictions. Thirdly, we only tested two machine learning algorithms and our results may not be generalisable to other 
machine learning models.

Conclusion
We contend that the date or datetime algorithms produced the most valid counts, rates and trends of CHD and MI 
hospitalisation episodes. Our results emphasise the importance of admission and discharge date/time variables and 
deidentified patient identifiers when performing this type of analysis. Importantly, RF and GBM algorithms may be less 
reliable than the other algorithms for identifying and counting CHD or MI episodes in WA hospital administrative data as 
they produced estimates that varied significantly from the other four algorithms, despite using relevant variables in the 
dataset as inputs. Other machine learning or deep learning algorithms remain to be tested for this purpose.
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