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Abstract
Binary classification and anomaly detection face the problem of class imbalance in data sets. The contribution of this paper 
is to provide an ensemble model that improves image binary classification by reducing the class imbalance between the 
minority and majority classes in a data set. The ensemble model is a classifier of real images, synthetic images, and metadata 
associated with the real images. First, we apply a generative model to synthesize images of the minority class from the real 
image data set. Secondly, we train the ensemble model jointly with synthesized images of the minority class, real images, 
and metadata. Finally, we evaluate the model performance using a sensitivity metric to observe the difference in classification 
resulting from the adjustment of class imbalance. Improving the imbalance of the minority class by adding half the size of 
the majority class we observe an improvement in the classifier’s sensitivity by 12% and 24% for the benchmark pre-trained 
models of RESNET50 and DENSENet121 respectively.
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1 Introduction

General classification and anomaly detection of images is a 
major problem in a wide variety of domains. Some research 
have provided solutions for image detection in fields such as 
finance, manufacturing, healthcare, and security [1]. Pneu-
monia is an acute pulmonary infection that can be caused by 
bacteria, viruses, or fungi and infects the lungs [2].

In normal cases, pneumonia detection is identified 
through instances of increased opacity’s on the X-ray images 
by radiologists[3]. However, detection of these opacity’s 
may not be easy in some cases depending on a few factors 

that determine the interpretation of these images. Addition-
ally, there is a number of research studies in this area of 
chest X-ray images classification with some good results 
accurately detecting Pneumonia cases in chest X-ray images 
[4, 5].

Deep convolution neural networks (DCNN) have been at 
the forefront of the development of the classification mod-
els [6]. For these networks to provide a guarantee of high 
performance, there is need of a large availability of data sets 
on which to train the models [7]. Due to the sensitive nature 
of data sets, especially relating to medical data of patients, 
the availability of large data sets is a key setback [8]. Addi-
tionally, a low number of disease positive cases compared 
to normal chest X-ray cases exist, since it is infeasible to 
acquire large amounts of positive data [9]. The setbacks have 
resulted in innovative ways to be able to increase data set 
samples for training through image augmentation, sample-
pairing, and cut-out methods [10, 11]. The key idea is to 
help generalize the classification models better through an 
increase of sample sizes. Arguably the method has provided 
successful classification outputs [12].

Class-imbalance also proves a major hindrance in obtain-
ing a good generalization models [13]. An ideal situation 
would be a detection model that has an equal number of 
normal and abnormal cases on the chest X-rays. However, 
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in most data sets, the number of abnormal observations is 
the minority despite being the focal point. As a solution, 
metadata relating to images has been jointly used with the 
real X-ray images for classification [14]. Alternatively, syn-
thetic image generation of highly realistic images based on 
mapping the distribution of the existing real images has 
been applied in controlling class imbalance [15]. The use of 
ensemble techniques based on combining the synthesized 
images with real images or combining the metadata with 
real images has also been explored to provide better clas-
sification outputs[16].

The paper’s contribution is to provide an ensemble model 
that improves image binary classification by reducing the 
class imbalance between the minority and majority classes 
in a data set. The ensemble model contains a combination 
of synthetic images, real images and metadata associated 
with the real images. The ensemble method applied in this 
research aims to reduce the high imbalance in pneumonia 
images classes and hence provide a better classifier for pneu-
monia detection from chest X-ray images(CXR images). To 
the best of our knowledge, an ensemble classifier technique 
that utilizes the three different approaches has not been con-
ducted before.

The rest of the paper is organized as follows. In Sect. 2, 
we provide an overview of the related work concerning 
class imbalance, synthetic image generation, ensemble 
image classification using metadata and synthetic images. 
In Sect. 3, we present a methodology for image generation 
and our ensemble classifier model. In Sect. 4 we describe the 
pre-processing of the data sets. In Sects. 5 and 6, we present 
experimental setup, outcomes and results.

2  Related work

One of the main reasons for generating data sets is to counter 
the inadequate training data and protect the confidentiality of 
data, highly observable within the healthcare domain. The 
generation of synthetic data has been researched for a long 
period with the usage of different techniques [17]. In recent 
years, with the advent of Generative Adversarial Networks 
(GAN’s), a move towards more realistic synthesized images 
is almost achievable. Various methodologies associated with 
GAN’s and the synthesis of chest X-ray images have raised 
interest [12]. Particularly, the ability to generate images from 
unpaired labels is a big leap in the synthesis of images used 
for classification [15]. Zunair et al. [18] uses pneumonia 
images in the generation of scarce data on COVID-19 chest 
X-rays for classification. The study uses the synthesized 
images in order to leverage the class imbalance where there 
are few instances of positive COVID-19 CXR images.

The issue of class imbalance is also an eminent factor 
that undermines classification [19]. In most instances, the 

inter-class variation has caused over-fitting due to the high 
effect on the model weighting by the majority class [20]. 
Transactions on medical imaging [21] indicates an improve-
ment in the performance of classification models by imple-
menting synthetic generated images to an imbalanced data 
set as an augmentation technique for the minority class. 
Qasim et al. [22] addresses the problem of class imbalance 
through the conditional synthesis of medical images that are 
applied for the classification of brain tumors.

Further, other techniques of addressing class imbalance 
have been depicted through ensemble models of convolution 
neural networks. A case in this respect has been ensemble 
methods consisting of metadata associated with images, 
metadata extracted from images, and the images [16]. The 
study implements classification tasks on skin lesions based 
on metadata associated with the patient and images of skin 
lesions taken from the patient. A comparison of the two 
methods implemented indicates better performance in clas-
sification made using an ensemble of images and metadata.

However, ensemble models have also been proven not 
to be the ideal models in some instances. Calderisi et al. 
[14] implements an ensemble of image-based metadata and 
a simple convolution neural network architecture on the clas-
sification of severe defects. The study utilizes the principle 
component analysis (PCA) and Q residuals on the metadata 
and structures a combination of the network for two data 
sets. The study notes that the results on feature selection and 
dimensionality reduction offer better results than other more 
sophisticated ensemble methods.

From these studies on the use of real images and meta-
data towards the improvement of classification, our research 
aims to extend the concepts. We propose a new addition to 
the techniques by adding synthetic image data to the minor-
ity class of the images used for classification with the aim 
of determining whether an increase in the number of the 
minority classes which implies a decrease in class imbal-
ance, improves classification. Addition of the new approach 
provides three avenues for classification hence forming a 
basis for the ensemble classification method.

3  Methodology

We highlight the building blocks geared towards our ensem-
ble method. the methodology encompasses a flow from 
synthetic image generation, binary classification of images, 
binary classification of metadata, and later an ensemble clas-
sifier based on real images, metadata associated with the 
images and synthetic images.
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3.1  Synthetic image generation

The goal of a basic GAN, in theory, is to learn the map-
ping functions of a domain (X) distribution and reproduce 
the mappings on another domain (Y) [23]. This is achieved 
using two types of models: a generator and a discriminator 
which are based upon neural networks due to the Universal 
Approximation theory. The generator (G) enables the model 
to learn the joint distribution of the input variable and the 
target variable, while the Discriminator (D) learns a target 
variable given an input variable. The mapping function of 
a generator G: X → Y and the discriminator Dy which are 
expressed by an objective as:

The generator G is responsible for generating images G(x) 
that imitate the distribution of images in a domain Y. The 
discriminator Dy determines the difference between the gen-
erated images G(x) and the real images Y. In doing so the 
objective function tries to optimize the adversarial loss by 
improving the generator to produce more realistic images 
through reducing the mapping spaces of the two domains. 
In this paper, we employ the same principles of a basic GAN 
but using a cycle consistent GAN.

The cycle GAN introduces a cycle consistency loss that 
claims to guarantee that the mapping of functions between 
domains to cycle consistent [15]. The cycle GAN enforces a 
cycle consistency that is able to ensure that for each image y 
in domain Y, the resultant generated image should be able to 
cycle back to the original image and vice versa. That implies 
that the real domain and the generated domain distribution 
are almost similar. Such that: y → G(y) → F(G(y))y . The 
cycle GAN combines two objective functions of a GAN and 
introduces a parameter lambda that provides relative impor-
tance to the two GAN models.

3.2  Classification

To attain an ensemble of the three data sets real images, syn-
thetic images and metadata, we train a joint classifiers for a 
deep convolution neural network (DCNN) and a Multi-Layer 
Perceptron (MLP). The model consists of two main underly-
ing networks. We train a convolution network on the images 
of the balanced data set. The balanced dataset contains real 
images of the minority class and the synthesized images. 
Secondly, we train a normal Multi-Layer Perceptron(MLP) 

(1)
�GAN(G,�Y ,X, Y) =�y∼pdata(y)

[

log�Y (y)
]

+ �x∼pdata

[

log(1 − �Y (G(x))
]

.

(2)

�GAN

(

G,�X ,X, Y
)

=�GAN

(

G,�Y ,X, Y
)

+ �GAN

(

F,�X , Y ,X
)

+ ��Cyc(G,F).

on the patients’ metadata associated with the images and 
merge the outputs of the networks to produce an ensemble.

The DCNN model is composed of architectures based 
on three benchmark image classification models, the 
RESNET50 [27], VGG16 [28], and DENSENet121 [29]. 
First, we train a classifier of the real images only and call 
it (DCNN-real). For the metadata associated with the real 
images we use a MLP that consists of a Neural network 
with three fully connected layers (MLP-meta). Finally, for 
the target ensemble method we train the DCNN model and 
the MLP model jointly to obtain an ensemble classifier.

The data set used for the ensemble is achieved by add-
ing the generated images to the minority classes to balance 
the minority class(pneumonia cases) of the real data set, 
integrate it to the corresponding metadata, and create an 
ensemble DCNN (DCNN-real-synth-meta). The ensemble 
classification flow is highlighted in Fig. 1.

4  Data

4.1  Sample selection

We obtained chest X-ray (CXR) images data set from the 
NIH website (’https:// nihcc. app. box. com/v/ Chest Xray- 
NIHCC/). The data consists of 112,120 frontal view x-ray 
images with only 30,805 unique patients. Each of the patient 
undergoes a number of rounds for testing of the chest 
X-ray(CXR) images.

We only sample the pneumonia cases and images taken 
from the first round of the CXR image scanning. After sam-
pling, we obtain a total of 212 pneumonia-positive cases and 
a random sample of 700 normal CXR images. We use this 
sample images in the GAN for synthetic image generation. 
Additionally, we obtain metadata associated with each of the 
sampled patients’ images. The metadata consists of patient 
age, gender, image orientation (including frontal/rear view 
images).

4.2  Data preprocessing

The selected images for the sample are obtained in the origi-
nal size and transformed for the training set to 256×256 pix-
els. The training and test samples are split in the ratio of 7:3 
on the sampled data set. The patient’s metadata only consists 
of the data observations matched to the sampled images. We 
add a new target feature on the metadata that corresponds 
with the image status ’ones’ being pneumonia positive and 
’zeros’ being pneumonia negative. Further, we process the 
metadata with all the categorical variables being subjected 
to a one-hot encoding, and the numerical variables to a Min-
Maxscaler to regularize the scale range. The images from 

https://nihcc.app.box.com/v/ChestXray-NIHCC/
https://nihcc.app.box.com/v/ChestXray-NIHCC/
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prepossessing are used in the generation of the synthetic 
image set as highlighted in Sect. 5.2.

5  Experimental setup

We train and test our ensemble on pre-trained DCNN archi-
tectures due to the nature of our research hypothesis. In 
this case, we select the pre-trained models of the Resnet50, 
Densenet121, and VGG16 to evaluate the ensemble’s perfor-
mance on each of the models. We also change the input layer 
of the models to a single channel for the images with a final 
binary output subjected to dropout during training. Both the 
real and synthetic images are trained based on these models.

5.1  Metric evaluation

We are focused on evaluating the hypothesis that the addi-
tion of the synthesized data on the minority class reduces 
class imbalance, hence having an impact on the performance 
of a classifier. To achieve this goal, the choice of evalua-
tion metric for our model is important. A popular metric 
for evaluation in the measure for classification is the basic 
accuracy method. However, since we are aware that our data 
set displays a high level of class imbalance we cannot apply 

the accuracy metric because it may lead to misleading results 
[24].

An ideal outcome for pneumonia classification is a sce-
nario where all the positive cases are detected by the classi-
fier. Since we are interested in the evaluation of all the posi-
tive cases which is the optimal case for our model, we use 
the recall metric to evaluate the performance of our model. 
Recall also called sensitivity indicates how well our model 
represented the minority cases which are our main interest in 
the study. The recall is the ratio of the true positive instances 
against the total positive instances and the False Negative’s 
in the classifier defined as:

5.2  Synthetic image generation

We apply cycle GAN for generation of synthetic images 
by using sampled images highlighted in Sect. 4.1. After 
synthesis of the real images, we generate a total of 350 
for the normal images(majority class) and 350 pneumo-
nia images(minority class). Later we add the 350 minor-
ity synthetic images to the real image data set to improve 
the class imbalance. Under ideal circumstances a point of 
convergence is achieved when the discriminator loss is 0.5 

(3)Recall =
TP

TP + FN
.

Fig. 1  Schematic illustra-
tion of the flow of image and 
metadata. Right indicated an 
MLP classified on the metadata 
(MLP-meta). Middle indicates 
a DCNN-real based on the real 
Images (DCNN-real). Left indi-
cates a GAN generated images 
and applying them jointly with 
real images and metadata for an 
ensemble classifier (DCNN-
real-synth-meta)
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(ability of the discriminator to differentiate between real and 
synthetic images). To evaluate the realness of the images 
generated by the GAN, we do not rely on the discriminator 
loss of 0.6213 obtained from our GAN. Rather we use the 
difference exhibited by the classifier as a measure of impact 
for balancing the class (see Fig. 2).

5.3  Classification

Since the aim is to distinguish if balancing the minority 
class sample and employing an ensemble classifier based 
on different data sets results in an improvement in the clas-
sification. We set up different classifiers as an ablation to the 
target ensemble. 

 (i) Classifier of real images only First we carry out a 
classification on the real images data set only across 
the three pre-trained classification benchmark models 
and observe the change in recall during the training.

 (ii) Ensemble classifier on real images and metadata 
associated with the real images Secondly, we evalu-

ate the performance of an ensemble classifier based 
on real image data set and the metadata. The meta-
data consists of patient age, gender and image orien-
tation features.

 (iii) Ensemble classifier on real images with metadata and 
synthetic balance on the minority class Finally, we 
evaluate the proposed ensemble classifier which con-
tains the data set of the real images, synthetic images 
added to the minority class and metadata associated 
with the real images. The three different pre-trained 
classifiers are used because we note that the result 
from a single model may experience randomness in 
some instances.

6  Results

 (i) Ensemble classifier on real images First, we demon-
strate the performance of the real image data set on a 
classification model. We observe that the Recall acts 
as a great point of measure due to the steady increase 

Fig. 2  Image 1 and 2 represent 
real normal and pneumonia 
positive images respectively. 
Image 3 and 4 represent syn-
thetic normal and pneumonia 
positive images respectively
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over a range of training steps. Loss on the other side 
indicates fluctuation, evidence of overfitting in some 
instance.

 (ii) Ensemble classifier on real images and metadata 
associated with the real images We also evaluate 
the performance of the joint classifier of the real 
images data set and the metadata associated with 
the real images. This model indicates improvement 
in the recall metric compared to real images only. 
We associate the improvement to the addition of the 
metadata providing a more enriched classifier that 
is able to learn more features. Even though, we note 
that the train and validation loss is still high, it still 
displays a lower representation to that of the model 
trained on image sets only. The ensemble of the two 
classifiers indicates a steadier increase in the recall 
as opposed to the images only which exhibit a larger 
plateau phase.

 (iii) Ensemble classifier on real images with metadata and 
synthetic balance on the minority class Finally, we 
evaluate an ensemble classifier on the real images, 
the metadata related to patient images, and the syn-
thetic images of the minority class to balance the 
class. We observe an improved performance in the 
recall after training and testing the model on the data 
set. We maintain hyper-parameters on the ensemble 
model similar to the first and second experiments (i) 
and (ii).

We note that the results indicates slight improvements in 
sensitivity based on the three benchmark. In Table 1 we 
showcase the performance metrics on the three models. 
In Figs. 3,  4 and  5 we provide performance metric of the 
ensemble classifier based on the three benchmark models 
DENSENet121, RESNET50 and VGG16 respectively.

Evaluating the models on the test set we observe a set 
of performance difference in the recall of the models. The 
RESNet50 and DENSENet121 architecture represent a 
higher recall value on the ensemble method. However, the 
VGG16 architecture does not favour a better sensitivity on 
the ensemble model.

By improving the minority class imbalance by half the 
size of the majority class we observe an improvement 

Fig. 3  Ensemble classifier performance metrics on DENSENet121
Fig. 4  Ensemble classifier performance metrics on RESNet50

Fig. 5  Ensemble classifier performance metrics on VGG16

Table 1  Sensitivity scores on test set over three models and three data 
sets

The bold values indicate the most significant results for the experie-
ment as explained in the results

Model Real Real-Meta Ensemble

RESNET50 0.5667 0.7333 0.8214
DENSENet121 0.400 0.6333 0.7857
VGG16 0.6000 0.8667 0.7857
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in the sensitivity by 12% and 24% ( The percentages are 
calculated based on the rate of sensitivity for (ii) against 
(iii) for the classifiers of RESNET50 and DENSENet121 
respectively).

6.1  Discussion

While improvements can be observed in our ensemble model 
as opposed to the other two classifiers, we are not claiming 
state-of-the-art results. Rather, we showcase the contribution 
of the synthetic image on imbalanced data towards improv-
ing generalization in a classification task.

Additionally, though we extract results from GAN 
through images that indicate an effect in the classification, 
we experience two drawbacks. First, the nature of GAN gen-
eration is generally highly unstable and therefore there is 
need for evaluation of the synthetic images through GAN 
evaluation methods such as Inception score and the Frechet 
Inception Distance. Secondly, further improvement on the 
current sensitivity results is achievable based on the work 
conducted for improvement of the data set through balancing 
the minority class.

7  Conclusion

We propose an ensemble classifier using real chest x-ray 
images, the patient metadata associated with images, and 
synthetic images. We generate the synthetic images using 
a cycle consistent GAN. The ensemble classifier shows an 
improvement in the image classification based on the sen-
sitivity metric. By improving the minority class imbalance 
by half the size of the majority class we observe an increase 
in the sensitivity by 12% and 24% for the classifiers of 
RESNET50 and DENSENet121 respectively. We associate 
the difference to improvement of class imbalance and using 
the synthetic images jointly with metadata related to real 
images in an ensemble classifier.
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