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ABSTRACT: Protein−protein interactions were investigated
for α-chymotrypsinogen by static and dynamic light scattering
(SLS and DLS, respectively), as well as small-angle neutron
scattering (SANS), as a function of protein and salt
concentration at acidic conditions. Net protein−protein
interactions were probed via the Kirkwood−Buff integral G22
and the static structure factor S(q) from SLS and SANS data.
G22 was obtained by regressing the Rayleigh ratio versus
protein concentration with a local Taylor series approach, which does not require one to assume the underlying form or nature of
intermolecular interactions. In addition, G22 and S(q) were further analyzed by traditional methods involving fits to effective
interaction potentials. Although the fitted model parameters were not always physically realistic, the numerical values for G22 and
S(q → 0) were in good agreement from SLS and SANS as a function of protein concentration. In the dilute regime, fitted G22
values agreed with those obtained via the osmotic second virial coefficient B22 and showed that electrostatic interactions are the
dominant contribution for colloidal interactions in α-chymotrypsinogen solutions. However, as protein concentration increases,
the strength of protein−protein interactions decreases, with a more pronounced decrease at low salt concentrations. The results
are consistent with an effective “crowding” or excluded volume contribution to G22 due to the long-ranged electrostatic
repulsions that are prominent even at the moderate range of protein concentrations used here (<40 g/L). These apparent
crowding effects were confirmed and quantified by assessing the hydrodynamic factor H(q→ 0), which is obtained by combining
measurements of the collective diffusion coefficient from DLS data with measurements of S(q → 0). H(q → 0) was significantly
less than that for a corresponding hard-sphere system and showed that hydrodynamic nonidealities can lead to qualitatively
incorrect conclusions regarding B22, G22, and static protein−protein interactions if one uses only DLS to assess protein
interactions.

■ INTRODUCTION

Measurement and quantification of protein−protein inter-
actions at low and high protein concentrations as a function of
solution conditions is important for understanding biological
processes,1−4 as well as the development and optimization of
biotechnology products.5−8 In concentrated protein solutions,
intermolecular interactions may lead to concerns regarding
opalescence, solubility, aggregation, viscosity, and phase
separation,7−10 which pose a challenge for product formulation.
Similarly, in physiological conditions where protein concen-
trations can reach as high as 300−500 g/L,11 it has been
recognized that protein−protein interactions and nonidealities
influence biochemical reactions12,13 and transport properties7,14

and are related to a number of diseases and disorders involving
phase separation and aggregation.15−17

Experimental techniques such as surface plasmon reso-
nance,18 fluorescence resonance energy transfer,19 and affinity
purification mass spectrometry20 have traditionally been used to
study strong, specific “lock-and-key” protein−protein inter-
actions and their role in living organisms and protein
solutions.21 However, these techniques are limited to relatively

low protein concentrations and do not reflect the full range of
interprotein interactions that can occur both in vivo and in
vitro. In that regard, high-concentration protein interactions
include not only specific interactions (e.g., protein−protein
binding) but also weak long- and short-range nonspecific
interactions resulting from changes in solution conditions (e.g.,
pH, ionic strength, or protein concentration), as well as amino
acid composition and localized surface features. Such weak
interactions at high protein concentrations have been measured
for a number of different proteins via techniques such as
osmometry,22 sedimentation equilibrium,23 viscometry,24 NMR
methods,25 and small-angle scattering.26−28 Among these
experimental methods, scattering techniques including static
light scattering (SLS), dynamic light scattering (DLS), and
small-angle X-ray and neutron scattering (SAXS and SANS,
respectively) are potentially powerful and versatile tools to
study protein−protein interactions and their influence on the
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thermodynamics, kinetics, and the structure of proteins in
solution over a wide range of protein concentrations.
Two main approaches are often used to relate measurements

of protein−protein interactions from scattering methods, and
other experimental techniques, to the behavior of proteins in
solution: (i) inferring high-concentration behavior from
protein−protein interactions measured at low concentra-
tions29−31 and (ii) the use of simplified models for protein
interactions, so as to regress model parameters from scattering
data at high concentrations.26,32,33 Protein interactions at dilute
conditions are frequently characterized via the osmotic second
virial coefficient B22 (measured from SLS,33−35 osmometry,22

chromatography,36,37 and sedimentation equilibrium31,38) or
the interaction parameter kD (obtained from DLS39,40). B22 and
other virial coefficients play central roles in both qualitative and
quantitative models and theories relating colloidal protein−
protein interactions to protein crystallization and fluid−fluid
phase behavior,29,30,41,42 as well as protein aggregation.8,35,43,44

Similarly, kD has been used as a phenomenological predictor of
viscosity and protein stability for high-concentration protein
solutions.31,39,45 However, from a biophysical standpoint, the
use of B22 or kD is anticipated to be limited from the perspective
of being generally or globally predictive of high-concentration
behavior. This follows because the qualitative and quantitative
behavior of high-concentration solutions or suspensions can be
dramatically different from that observed at dilute conditions,
and crowding effects and other thermodynamic nonidealities
that are prominent in concentrated systems can significatively
alter the net interactions when averaged over many neighboring
particles.7,46,47

When considering data obtained directly at high concen-
trations, several approximations have been used to interpret
experimental colloidal interactions and thermodynamic behav-
ior, ranging from considering higher-order virial expansions32,48

to using simplified but analytical models for the functional form
of the potential of mean force (PMF).33,49,50 The use of such
approaches is limited by model approximations and/or
questions of statistical validity of expansions or models that
involve a large number of parameters. Quantifying interactions
via small-angle scattering often relies on regression of models
for protein−protein interactions and is limited to the
availability of suitable models and simple protein geometries
to capture the entire set of experimental conditions;26,51−53 in
addition, it can be difficult to directly reach the low-q scattering
limit.54,55 This can result in fitted PMFs that correlate poorly
with changes in protein/cosolute concentration or are restricted
to a limited subset of experimental conditions.56,57 For instance,
Niebuhr and Kotch58 used a two-Yukawa potential model with
attractions and repulsions to successfully describe low- and
high-concentration SAXS by lysozyme solutions at moderately
repulsive interacting conditions, but it was found to not
translate well to conditions where attractive interactions were
important.
Recently, a statistical mechanical description of SLS,

specifically Rayleigh scattering, was presented that rigorously
treats protein−protein and protein−solvent/cosolute interac-
tions in multicomponent systems based on Kirkwood−Buff
(KB) solution theory and eliminates the need to assume an
implicit solvent or an underlying model for these interactions.59

Although that result was only applied for low-concentration
protein solutions in previous work, it has the potential to
quantify protein interactions for high-concentration systems
where nonidealities are more prominent. The present work

includes an extension of the earlier work to experimental SLS
data and analysis to quantify intermolecular interactions
spanning from low to high protein concentrations, as well as
comparing quantitative and qualitative differences between
what one obtains from different scattering methods and
approaches used to characterize these interactions. Specifically,
SLS, DLS, and SANS were used to determine changes in
protein−protein interactions for bovine α-chymotrypsinogen A
(aCgn) at acidic conditions over a range of protein
concentrations and solution ionic strength.
aCgn is a natively monomeric, globular protein of 25.7 kDa

molecular weight and approximately 4 nm in diameter.35,60,61

The conformational stability and aggregation behavior of this
protein have been extensively characterized at acidic pH, where
it forms amyloid polymers upon unfolding at elevated
temperatures but remains as a monomer at 25 °C.60 Previous
studies have shown that aCgn forms soluble aggregates at acidic
conditions (pH < 4) and at low to moderate ionic strengths
(10−100 mM), but the aggregation pathway shifts with
increased ionic strength or pH.35,60,62 Li et al.35 empirically
correlated the behavior of these aggregates with B22, suggesting
that the dominant aggregation pathway depended on the
magnitude of repulsive and attractive colloidal interactions.
Furthermore, it was shown that at acidic pH and low to
moderate salt concentrations, B22 ranges from strongly
repulsive to mildly attractive behavior.35,61 For parity with
prior work35,60,62,63 characterization of concentration-depend-
ent protein interactions provided in this report focused on
aCgn solutions at pH = 3.5 and a temperature of 25 °C, as well
as salt concentrations below 100 mM, in order to ensure that
the protein remains stable as a monomer while allowing a
reasonably wide range of ionic strength conditions and protein
concentrations to be tested.
The remainder of the article is organized as follows. In the

Materials and Methods section, the procedures and protocols
used for preparing the different aCgn solutions for light
scattering and SANS experiments are presented. The key
equations and general theories are also laid out for quantifying
protein−protein interactions as a function of protein
concentration from these experimental techniques, including a
brief description of a new analysis based on a local Taylor series
approach that quantifies concentration-dependent protein−
protein interactions from SLS data without the need to assume
a PMF model. The interactions are quantified in terms of the
KB integral (G22) that is the analogue of B22, except that G22
accounts for interactions between multiple proteins simulta-
neously. G22 is concentration-dependent, while B22 holds for
only dilute protein concentrations. The Supporting Information
provides additional details regarding the implementations of
these approaches, as well as a statistical analysis of the intrinsic
error from applying the local Taylor series. The Results section
first presents the SLS behavior of aCgn as a function of NaCl
concentration at low protein concentration, where B22 is
expected to be a reasonable descriptor of protein−protein
interactions. The SLS behavior is then considered as the
protein concentration (c2) is increased beyond the dilute
regime, where different analysis techniques are illustrated for
the SLS data, and the results are compared with those from
SANS experiments at selected NaCl concentrations and c2
values. It is shown that G22, rather than B22, is the more
appropriate descriptor of protein−protein interactions when
one considers nondilute protein concentrations. The Results
section finishes with a comparison of aCgn interactions probed
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by DLS and SLS, from low to high/intermediate c2 for the same
series of NaCl concentrations. The results from all of these
techniques are then considered together in the Discussion
section, which highlights strengths and weaknesses of the
different experimental techniques and analysis methods for
quantifying protein−protein interactions. In all cases, the
results indicate that the interactions between aCgn molecules
are dominated by electrostatic repulsions that may be short- or
long-ranged, and the nonidealities that result from such strong
interactions are not well captured by available, simple PMF
models if one considers more than small ranges of protein and
NaCl concentrations. The connections between G22, concen-
tration-dependent protein interactions, local molecular fluctua-
tions, and thermodynamics of protein solutions are then briefly
reviewed in the context of the results for aCgn. Finally, the
Discussion section also highlights the difficulties in quantitative
interpretation of protein−protein interactions from DLS
measurements when one considers higher c2 values than the
dilute regime.

■ MATERIALS AND METHODS

Solution Preparation. The 10 mM sodium citrate buffer
stock solutions for LS measurements were prepared by
dissolving anhydrous citric acid (Merck KGaA, Darmstadt,
Germany; ACS grade) in Millipore SuperQ water and titrating
to pH 3.5 with 1 M sodium hydroxide solution (Merck KGaA).
In the case of buffer stock solutions for SANS, citric acid was
dissolved in D2O (Sigma-Aldrich) and titrated with a 1 M
sodium hydroxide-D2O solution to pH 3.1 in order to account
for the 0.4 units of difference between pH and pD.64 Stock salt
solutions at 0.01, 0.05, and 0.1 M of NaCl (ACS grade; Merck
KGaA) were prepared by the same procedure as the citrate
buffers except with the gravimetric addition of the respective
salt prior to dissolution and pH adjustment. All buffer solutions
were stored at 2−8 °C and used within 1 week of preparation.
Solutions of aCgn were prepared gravimetrically from 5×
crystallized lyophilized aCgn (Worthington Biochemical Corp.
Lakewood, NJ) dissolved in aliquots of buffer stock solutions to
yield a protein concentration of 20.0 g/L, with solution pH
confirmed after protein dissolution. Samples for light scattering
measurements were 4× dialyzed using 10 kDa molecular mass
cutoff Spectra/Por 7 dialysis tubing (Spectrum, The Nether-
lands) against the same citrate buffer stock to eliminate residual
salt impurities in the protein powder.65 Buffer exchange and the
concentration of samples (as needed) for SANS samples was
done via membrane centrifugation. Each centrifugation step
was carried out for 10 min at 14000g and 25 °C with a 10 kDa
cutoff filter unit (Amicon Ultra-10, Millipore). After dialysis/
buffer exchange, all of the aCgn solutions were concentrated by
centrifugation at 12000g and 25 °C with a molecular weight
cutoff of 10 kDa (Amicon Ultra-10) to yield a final protein
stock solution at a concentration of at least 40.0 g/L.
Protein samples were prepared by diluting stock protein

solutions in the remaining buffer after the last dialysis step to
obtain protein concentrations ranging from 1.0 to 40.0 g/L.
Solutions for light scattering were further filtered directly into a
given cuvette through 0.2 μmMillex-LG syringe filters. In all LS
experiments, the lack of both dust and residual aggregates was
checked by preliminary DLS measurements. Protein concen-
trations were determined by absorbance at 280 nm using an
extinction coefficient of 2.0 L/(g cm).35,60,61 All scattering
measurements were performed at 25 ± 0.05 °C.

Static Light Scattering. SLS and DLS measurements were
performed by using a Brookhaven BI200-SM goniometer
equipped with with either a He−Ne laser (λ = 632.8 nm) or a
solid-state laser (λ = 532 nm). The temperature of the cell
compartment was controlled within 0.05 °C using a
thermostated recirculating bath. The scattered light intensity
and its time autocorrelation function were simultaneously
measured at 90° using a Brookhaven BI-9000 correlator.
Absolute values of scattered intensity (Rayleigh ratio R90) were
obtained by normalization with respect to toluene via66
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where K is an optical constant and is given by K = 4π2n2NA
−1λ−4.

NA is Avogadro’s number, and ntol (=1.4910 and 1.4996 at λ =
632.8 or 532 nm, respectively) and n (= 1.333) denote the
refractive index of toluene and the solution. dn/dc (=0.192 L/
g) is the differential index of refraction for the sample and
effectively independent of salt concentration.35,62 R90

tol is the
Rayleigh ratio of toluene and at 632.8 and 532 nm was taken as
14.0 × 106 and 28.0 × 106 cm−1, respectively.67 I, I0, and Itol
denote the intensity of the sample, buffer, and toluene,
respectively. Intensities in SLS were obtained by time-averaging
the collected intensities over a time window of 3 min for a
given sample. At least three replicates of each salt and protein
concentration were measured to reduce statistical uncertainties
in the resulting R90 values. Additional SLS measurements at
angles different than 90° were performed over selected samples,
with no angular dependence observed in the resulting Rayleigh
ratios.
SLS data were fit against the classical expression for LS

analysis66,68−71 to obtain information about the osmotic second
virial coefficient B22 via

=
+

R
K
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B c1 2
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where Mw is the apparent molecular weight of the protein and
c2 is the protein concentration. Fitting was performed only at
the low-concentration regime to ensure the accuracy of the
fitted parameters. B22 is formally related to protein−protein
interactions in the limit of low protein concentration, averaged
over the spatial degrees of freedom of the solvent and any
cosolute or cosolvent species, that is, the PMF W22 in a grand-
canonical ensemble47 via

∫ π= − −−B r r
1
2

(e 1)4 dW k T
22

/ 222 B

(3)

where kB is the Boltzmann constant, T is the absolute
temperature, and r denotes the distance between centers-of-
mass of two proteins.
Additionally, the KB model for LS59 was also used to regress

R90/K versus c2 data. This analysis allows one to obtain the
protein−protein KB integral (G22) as a function of protein
concentration by applying a local Taylor series approach over
small concentration windows, whereby

= +
R
K

M c G c(1 )90
w 2 22 2 (4)

Formally, G22 is related to the orientation-averaged protein−
protein pair correlation function in an open ensemble (g2̅2(r))
as47,72
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∫ π= ̅ −G g r r r( ( ) 1)4 d22 22
2

(5)

where r denotes the distance between centers-of-mass of
proteins. Notably, g2̅2 depends on the number distribution of
proteins and fluctuations in the scattering volume and is
mediated by factors such as protein and cosolute concen-
trations as well as protein−protein interactions. Thus, the value
of G22 is sensitive to the same factors as B22, but it can change
with c2 and can provide valuable information about
thermodynamic nonidealities beyond dilute colloidal protein−
protein interactions, such as molecular crowding and other net
attractive or repulsive interactions involving multiple proteins
simultaneously.47,72 In the limit of c2 → 0, g2̅2(r) in eq 5 can be
replaced with the Boltzmann factor of W22 in the dilute limit,
and thus, G22 = −2B22 in the limit of dilute protein
concentrations. Because of the sign difference between how
B22 and G22 are defined mathematically (cf. eqs 3 and 5),
negative G22 values (positive B22 values) indicate repulsive
conditions and vice versa. Equation 5 also provides a familiar
form for the zero-q limit for a pseudo-one-component system
in SAS73 as 1 + c2G22 is equivalent to the zero-q static structure
factor (S(q → 0)) in a grand-canonical ensemble.
In the local Taylor series approach, one considers a series of

small “windows” of c2 and only locally fits G22 for a given c2
window, such that G22 is effectively constant in that c2 range.
Thus, one recovers G22 as a function of protein concentration
without a need to assume the functional form for G22 or
intermolecular interactions. Details about the implementation
of eq 4 via the local Taylor series approach, as well as a
statistical analysis of the intrinsic error from applying this
method are provided in the Supporting Information.
For statistical reasons and given that R90/K data were

collected in two-fold increments of protein concentration, the
regression was performed in a base-2 logarithmic scale for the
independent variable (i.e., protein concentration) in order to
have evenly spaced concentration points during fitting.
Furthermore, given that a weak concentration dependence of
Mw is expected59 and there was no evidence of aggregate
formation (see also below), its value was held fixed and
assumed to be equal to the value obtained from fitting to eq 2
for each series of concentration windows. Thus, fits to SLS data
were performed over small concentration windows, where the
size of the concentration window was selected based on the
local number of data points, provided that the range of
concentrations used for fitting did not exceed 10 g/L to ensure
accurate fits (see the Supporting Information). Although
different window sizes were tested ranging from 3 to 7 data
points, no differences were observed between the resulting
fitted G22 values within the statistical uncertainty (data not
shown). Therefore, the G22 values shown in the figure
correspond to those that provide the smallest confidence
intervals. The Supporting Information provides a more detailed
description regarding the selection of the size for the
concentration window, as well as the uncertainties associated
with the use of the local Taylor series approach to obtain G22.
Dynamic Light Scattering. For DLS measurements, the

measured intensity autocorrelation function g(2)(t) was
analyzed via the method of cumulants.74 g(2)(t) was nonlinearly
regressed against

α β μ= + +− ⎜ ⎟
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2
c

2

(6)

where α is an average baseline intensity, β is the amplitude of
g(2)(t) at t → 0 and is an instrument constant, and q is the
magnitude of the scattering vector, with q = 4πn sin(θ/2)/λ and
θ = 90°. Dc is the average collective diffusion coefficient and in
sufficiently dilute conditions is related to the average hydro-
dynamic radius Rh of the protein via the Stokes−Einstein
equation (i.e., Dc = kBT/(6πηRh), where kB is the Boltzmann
constant, T is the temperature, and η is the viscosity of the
solvent). As expressed in eq 6, Dc represents the first cumulant
of the underlying distribution of diffusive decay times, and μ
corresponds to the second cumulant (i.e., the second moment
around the average) for the same underlying distribution.
These two quantities can be related to the reduced second
moment or polydispersity index (p2), defined as

μ=p
D2

c
2

(7)

where p2 is a dimensionless parameter that gives an
experimental measure of the width of the underlying
distribution of decay times.75 In the limit of negligible
interactions between proteins, this can then be related via the
Stoke−Einstein equation to the distribution of hydrodynamic
radii if the system is not greatly polydisperse.
DLS measurement of intermolecular interactions often relies

on a series expansion in terms of protein concentration of the
collective (or mutual) diffusion coefficient (Dc), in which the
first-order term of this expansion is related to protein−protein
interactions.39,40,76,77 That is

= + +D D k c(1 ...)c 0 D 2 (8)

where D0 = kBT/(3πησ) is the diffusion coefficient at infinite
dilution, σ is the protein diameter, and kB and η are defined
above. kD is the slope on a Dc versus c2 curve as c2 approaches
zero and corresponds to the so-called interaction parameter.
Qualitatively, positive (negative) values of kD are taken to
indicate net repulsive (attractive) protein interactions.39,76

However, given the nature of eq 8, the use of kD is limited to
dilute protein conditions and, in that regard, is analogous to
B22.
In order to characterize protein interaction away from the

dilute regime, one needs to realize that Dc is the result of two
different effects, thermodynamic or so-called “direct” protein−
protein interactions and “indirect” hydrodynamic interactions.
The latter refers to the forces that a protein feels via the time-
dependent response of the fluid between proteins and due to
the motion of the other proteins and solvent/cosolute
molecules in solution (i.e., the flow field).78−80 This leads to
expressing Dc in the low-q limit as79,81
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where H(q → 0) is the hydrodynamic factor and Ds (=D0H(q
→ 0)) is the self-diffusion coefficient. The rightmost expression
in eq 9 comes from eq 4 and recalling S(q → 0) = 1 + c2G22.
While the structure factor provides information about direct
protein−protein interactions, the hydrodynamic factor captures
the nonequilibrium or transport effects (e.g., fluid dynamics for
a primarily incompressible solvent). Thus, by measuring S(q)
or R90 and combining it with Dc, one can quantify the effects of
both thermodynamic nonidealities (S(q → 0) ≠ 1) and
hydrodynamic forces (H(q → 0) ≠ 1) on the dynamic and
thermodynamic behavior of proteins in solution as one
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increases protein concentration. Physically, H(q → 0) ≤ 1 (or
Ds ≤ D0), where larger deviations from 1 (or D0) indicates
stronger hydrodynamic interactions.78,79

Notably, if one expands H(q → 0) and 1/S(q → 0) in their
corresponding Taylor series with respect to protein concen-
tration and takes the limit as c2 → 0, eq 9 yields

= + + +D D h B c[1 ( 2 ) ...]c 0 1 22 2 (10)

where h1 is the derivative of the hydrodynamic factor with
respect to protein concentration in the limit c2 → 0 (=dH(q →
0)/dc2). Equation 10 follows because S(q → 0) = 1 + G22c2,
which in the limit of dilute conditions equals 1−2B22c2.
Equation 10 is equivalent to eq 8 and shows the relation
between the interaction parameter kD and B22.
Small-Angle Neutron Scattering. SANS measurements

were performed with the 30-m NG7 and 10-m NGBI
instruments82 at the National Institute of Standards and
Technology at Gaithersburg, MD. Neutrons with a wavelength
of 6 Å were used, and a range of scattering angles was achieved
by using three different sample-to-detector distances (1, 4.5,
and 13 m). Titanium cells with quartz windows and a 5 mm
path length were filled following a similar procedure as that for
LS samples. The resulting protein scattering profile was
normalized by incident beam flux, and the raw intensities
were placed on an absolute scale using direct beam measure-
ments. The IGOR software, specifically the NIST module, was
also used for data reduction.83

The scattering intensity from protein solutions, I(Q), is
proportional to the product of the structure factor S(Q) and the
form factor P(Q)54,55

ρ= Δ
⎛
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2 2

(11)

where M is the protein molecular weight (=25.7 kDa for aCgn),
v is the molecular volume of the protein, and Δρ is the
difference between the scattering length density of the protein
solution and that of the D2O buffer (i.e., Δρ = ρpro − ρbuf). ρbuf
was taken here as the scattering length density of D2O alone
(=−6.35 × 10−6 Å−2), whereas ρpro was assumed as −3.0 × 10−6

Å−2, which corresponds to a typical scattering length density
value for proteins.84 Q is also the magnitude of the scattering
vector and is related to q by Q = q/n, with n being the refractive
index of the solution. That is, Q = 4π sin(θ/2)/λ, with θ
denoting the scattering angle and λ the wavelength. Note that
eq 11 inherently assumes that the sample is monodisperse and
composed of identical, homogeneous particles or proteins.54,55

The form factor is a q-dependent orientation-averaged
function that provides information about the size and shape
of the proteins. Following previous SANS analysis of aCgn,61 it
was taken here as that of a spherical particle. The structure
factor gives information about the orientation-averaged
protein−protein interactions and the distribution of the
proteins in solution as it is the Fourier transform of the radial
distribution function. Given the complex nature of proteins, the
functional form of the protein−protein interactions with
respect to the protein/cosolutes concentration and media
conditions is typically not known a priori, and therefore, several
analytical models for S(Q) were tested here. These models
consider protein−protein interactions as hard-sphere repul-
sions,85 screened Columbic repulsions,86 or a combination of
two-Yukawa functions (one attractive and one repulsive).87

Nonlinear regression of SANS data to these analytical models

was performed using the IGOR analysis software, specifically
the NIST module for data analysis.83 Specific details about the
fitting of I(Q) to each of these models are provided in the
Supporting Information.

■ RESULTS
Static Light Scattering. In order to characterize

concentration-dependent interprotein interactions, Rayleigh
scattering data for aCgn at 0, 10, 50, and 100 mM added
NaCl were obtained from SLS experiments as described in the
Materials and Methods section. These salt concentrations were
selected to evaluate the behavior of intermolecular interactions
as a function of protein concentration (c2) at conditions where
electrostatic interactions range from almost unscreened (0
added NaCl; 10 mM sodium citrate buffer) to moderately
screened (100 mM added NaCl). All samples were transparent,
without indication of precipitation or visible aggregation. DLS
measurements collected for all of the samples confirmed the
presence of only monomeric protein (see the Discussion
section). Figure 1 shows R90/K as a function of c2 for the

working salt conditions. Note that in the case of no added salt,
R90/K presents a pronounced downward curvature, reflecting
strongly repulsive conditions. On the other hand, at the highest
salt concentration, R90/K versus c2 is nearly linear over the
range of protein concentration evaluated here, suggesting more
nearly ideal conditions in terms of protein−protein inter-
actions.
The data in Figure 1 were first fitted against the classical

model for analyzing LS data (eq 2)68,69 to capture the strength
of protein−protein interactions in the “dilute” regime via B22.
Fitting was performed over those data points with protein
concentrations between 1 and 7 g/L as signal-to-noise ratios
were too small for R90 below 1 g/L for this system. On the basis
of work elsewhere59 and the analysis of eq 2 provided in the
Supporting Information, the product of c2 and B22 must be

Figure 1. Rayleigh scattering (R90/K) as a function of protein
concentration for α-chymotrypsinogen at pH = 3.5 and different salt
concentrations. Symbols represent the different NaCl concentrations
evaluated here: (blue circles) 0; (red squares) 10; (green diamonds)
50; and (gray triangles) 100 mM. Error bars (95% confidence
intervals) are smaller than the size of the symbols.
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small compared to 1 (e.g., |c2B22| ≤ 0.05) in order for eq 2 to be
reasonably valid; otherwise, one can significatively overestimate
the magnitude of repulsive protein−protein interactions. The
range of c2 used here to measure B22 was chosen to satisfy this
criterion for most of the salt conditions. For comparison, the
same data were also regressed against eq 4 to obtain G22 in the
low-concentration regime. Quantitative differences between G22
and −2B22 should be within the statistical uncertainty of the
regressed values in order to consider B22 to be accurate (recall,
G22 = −2B22 as c2 → 047,59,72). Figure 2a shows the resulting

values of B22, as well as G22 for this low-concentration regime,
as a function of salt concentration. These values are reported
relative to the hard-sphere second virial coefficient (i.e., B22* =
B22/B2

HS and G22* = −G22/2B2
HS), in keeping with increasingly

common practice.88 Defining B22* and G22* in this way gives
them the same sign and assures that they are numerically equal

to one another in the limit of c2 → 0. The hard-sphere second
virial coefficient was calculated as B2

HS = 2πσ3/3, with σ being
the hard-sphere protein diameter and assumed equal to 4 nm
for aCgn.35,59,61 On this scale, values of B22* larger than 1
indicate repulsive interactions beyond just steric repulsions,
while values smaller than 1 represent net attractive conditions
relative to purely steric repulsions.
The results in Figure 2a correlate well with previously

published B22 data for the same protein.35,61 When no salt is
present, the second virial coefficient is large and positive (∼15
times B2

HS), indicating strongly repulsive electrostatic inter-
actions, as was anticipated from the theoretical net charge of
aCgn at this pH (+20 net charge or valence, based on literature
pKa values for free amino acids and the amino acid composition
of aCgn89). As the NaCl concentration increases, charge−
charge interactions become screened, yielding a large decrease
for the fitted B22 values. This behavior indicates that repulsive
electrostatic interactions are the dominant force for net
protein−protein interactions. The salt concentration presum-
ably modulates the range of electrostatic interactions via
charge−charge screening. A lack of electrostatic attractions is
not surprising as the pI for aCgn is ∼9, and at pH = 3.5, only a
few of the acidic side chains are expected to be deprotonated.
Furthermore, comparison between B22* and G22* suggests that
the dilute concentration regime has been reached at all the salt
conditions as these values are not statistically different within
95% confidence intervals.
Additionally, the analysis of LS data in the dilute regime

allows one to measure the apparent molecular weight Mw in
solution (Figure 2b). Theoretically, deviations of Mw from the
true molecular weight are due to protein−solvent/cosolutes
interactions.59 However, for systems where no protein
oligomerization occurs and solute−solvent nonidealities are
not large, it is expected that these deviations may be negligible
within experimental or statistical uncertainty, and Mw is
effectively the molecular weight of the monomeric protein.49

The values of Mw obtained here agree, within 95% confidence
intervals of the fits, with the molecular weight based on the
amino acid composition of aCgn90 (dashed line in Figure 2b),
consistent with a lack of aggregation under these solution
conditions and temperature.
In order to characterize protein−protein interactions at

concentrated conditions, R90/K versus c2 data were also locally
fitted against eq 4 at higher c2, using the procedure in the
Materials and Methods section and described in detail in the
Supporting Information. This analysis provided the protein−
protein KB integral G22 as a function of c2. On the basis of the
definition of G22 in eq 5 and G22* defined above, the larger the
positive (negative) value of G22* , the larger the magnitude of
repulsive (attractive) interactions that a central protein
experiences with its neighboring proteins. Figure 3 shows the
fitted G22 values as a function of c2 for aCgn at each of the salt
conditions considered here. The results in Figure 3 illustrate
that the magnitude of protein−protein repulsions is a strong
function of c2 over this concentration range if the salt
concentration is not large, while it is a weak function of c2
under electrostatically screened conditions. Furthermore, they
show that the strength of these interactions is reduced as the
protein concentration increases.
As mentioned above, the local Taylor series approach used

here to capture protein−protein interactions via G22 is
potentially advantageous as it does not rely on an underlying
model for the PMF to describe these interactions. However,

Figure 2. Osmotic second virial coefficient, B22, or protein−protein
KB integral, G22 (panel a), and apparent molecular weight (Mw) (panel
b) for α-chymotrypsinogen at pH = 3.5 as a function of NaCl
concentration. B22 and Mw are obtained by fitting R90/K versus c2 to eq
2 for c2 ≤ 7 g/L, while G22 is obtained by fitting the same data to eq 4.
B22 and G22 are reported relative to the hard-sphere second virial
coefficient (i.e., B22* = B22/B2

HS and G22* = −G22/2B2
HS). Error bars

correspond to 95% confidence intervals for the fitted parameters. The
dashed line in panel b indicates the true value for the protein
molecular weight.
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concentration-dependent protein interactions have traditionally
been characterized from simplified PMF models, which in
principle allow one to relate changes in an experimental
observable (e.g., G22, osmotic pressure) with changes in
physical parameters (e.g., effective charge or temperature,
ionic strength).33,91 For comparison here, different PMF
models were tested against the results shown in Figure 3 (see
Table S2 in the Supporting Information). These models
include a one-Yukawa potential86 (or equivalently, a screened
repulsive Coulomb interaction) and a two-Yukawa potential.87

These PMFs were selected because they can reproduce net
repulsive conditions as well as different effective ranges for the
interactions. Both models consider proteins as “charged” hard-
spheres with fittable strength and range for intermolecular
interactions. G22 was calculated from these models via the zero-
q limit static structure factor (S(q → 0)) because 1 + c2G22 is
equivalent to this quantity.54,55 For a given PMF model, the
model was used in an analytical integral equation solution to
calculate S(q → 0) as a function of c2 for a given set of model
parameters. For a given choice of model PMF, the model
parameters were regressed against the experimental R90 data for
aCgn at a given solution condition. Details about these different
models and the fitting to G22 (or S(q → 0)) versus c2 are
provided in the Supporting Information.
Qualitatively, there is a good agreement in the behavior of

G22 versus c2 from these PMF models with that observed for
aCgn (cf. Figures 3 and S3, Supporting Information). However,
fits of these models to the experimental data are both
statistically and physically inconsistent. An example of the
former is the observation that there is a coupling between some
of the parameters in these models (e.g., the effective charge and
the range of electrostatic interactions), such that there are
multiple combinations of the “coupled” parameters that provide
the same behavior for G22 versus c2 (see Figure S3 in the

Supporting Information). In many cases, the statistical
confidence intervals for the fitted parameters are larger than
the fitted values themselves, reflecting the difficulty in finding a
single set of parameters that was effective in describing the full
range of c2 for the SLS data. An example of the latter issue is
that some of the fitted parameters exhibit a nonphysical
behavior with c2 or with changes in salt, such as an increase in
the effective charge or screening length with increasing NaCl
concentration (see Table S2 in the Supporting Information).

Small-Angle Neutron Scattering. Intensity profiles
(I(Q)) were obtained from SANS experiments for α-
chymotrypsinogen solutions at 10 mM citrate buffer and pH
3.5 and three protein concentrations (2, 10, and 40 g/L) and
four NaCl concentrations (0, 10, 50, and 100 mM). The
scattering data from these samples are shown in Figure 4. For
monomeric protein solutions, qualitative features of protein−
protein interactions in the I(Q) curves can be identified for low
and intermediate Q regions (i.e., Q ≈ 0.1 Å−1 and lower) as
long as both the strength of the interactions and protein
concentration are large enough for S(Q) ≠ 1.54,55,61,92 In the
case of net attractive conditions, high scattering intensities
should be observed at low Q as a consequence of S(Q → 0) >
1. In contrast, for net repulsive interactions, these qualitative
features include a low value of I(Q) in the low-Q limit due to
S(Q→ 0) < 1, as well as the presence of a so-called “interaction
peak” at intermediate Q (e.g., in the present case for Q ≈ 0.06
Å−1). The height of this maximum or peak, relative to I(Q →
0), can be related to the strength of the interaction between
neighboring proteins due to both pairwise protein−protein
interactions and solution nonidealities from multibody
effects.56,93 For both high Q and low c2, the behavior of I(Q)
depends only on the molecular dimensions and geometric
structure of the protein (i.e., the form factor P(Q)), which in
the case of aCgn is sufficiently close to that of a spherical
particle.
On the basis of the qualitative description given above,

Figure 4 illustrates similar behavior for protein−protein
interactions as a function of protein and salt concentration to
that observed from Figure 3. At low salt concentration and
intermediate to high c2, the I(Q) curves indicate that there are
strong repulsive protein interactions with a more pronounced
effect of solution nonidealities as the protein concentration
increases. In contrast, at high salt concentration and/or low
protein concentration, the behavior of I(Q) versus Q is
dominated by the form factor because at these conditions, S(Q)
is expected to be close to 1 because the product of c2G22 does
not differ greatly from 0, even though G22 can be greatly
nonzero if c2 is sufficiently low. In addition, at low
concentrations, SANS provides effectively only the form factor
because proteins are not very strong scatterers even in D2O
solutions, and therefore, obtaining statistically meaningful S(q
→ 0) values that differ from 1 at low c2 is not practical.

33,54,55,93

In order to provide a quantitative comparison between the
results from SANS and those obtained from SLS, SANS
scattering intensities were fit to different theoretical models to
assess S(Q) and extrapolate it to q → 0, including the models
described earlier to analyze G22 versus c2, while P(Q) was
treated as that of spherical particles. The resulting best-fit
models to I(Q) are shown in Figure 4. The parameters from the
fits are summarized in Table S1 (Supporting Information),
along with illustrative examples of those from fitting the same
models to SLS data as a function of c2 and salt concentration.
Interestingly, the net result in terms of the utility of simplified

Figure 3. Fitted values of G22 as a function of protein concentration
for α-chymotrypsinogen at pH = 3.5 and different salt concentrations.
Symbols represent the different NaCl concentrations evaluated here:
(blue circles) 0; (red squares) 10; (green diamonds) 50; and (gray
triangles) 100 mM. G22 is obtained by regressing R90/K versus c2 to eq
4 over concentration windows of 3−7 data points using the local
Taylor series approach. G22 is reported relative to the hard-sphere
second virial coefficient (i.e., G22* = −G22/2B2

HS). Error bars correspond
to 95% confidence intervals in the fitted values.
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theoretical models is similar to that from the analysis of G22 in
that the model parameters depend on c2 and the trends for the
c2 dependence are not systematic or are nonphysical for some
of these parameters. For instance, the screened Coulomb model
shows that the effective charge and ionic strength are barely
changing with protein and salt concentration and are not always
going in the correct direction (e.g., they increase as c2 or the salt
concentration increases). Similarly, at 40 g/L, the two-Yukawa
model shows that the strength for the repulsive part of the
potential increases between 0 and 10 mM NaCl and then
decreases between 10 and 50 mM, while the parameters for the
attractive interactions change in an effectively random manner
with respect to NaCl concentration. These trends are physically
inconsistent with a system dominated by electrostatic
interactions (see the Discussion).
Obtaining the low-Q limit directly in SANS may not be

practical if g2̅2(r) has a long correlation length,33,93−95 as it does
in the present case. In order to determine the low-Q limit of
S(Q) for the data in Figure 3, the best-fitted models were used

to extrapolate the structure factor to the zero-q limit (where S(q
→ 0) = 1 + c2G22) and quantitatively compare the results
obtained from both SANS and SLS.54 Figure 5 illustrates this
comparison in terms of S(q → 0) as a function of protein
concentration for the different salt concentrations considered
here. Given the statistical uncertainty in the fitted values of G22,
as well as uncertainties arriving from the use of models to fit
S(Q), Figure 5 shows an excellent agreement between between
both techniques and affirms the use of the local Taylor series
analysis as a function of c2 to obtain G22 versus c2.
The above analysis focused on the use of SLS and SANS to

quantify protein−protein interactions and the thermodynamics
of proteins for concentrated protein solutions of aCgn. These
results also suggested that in the cases where B22 is large (i.e.,
strong protein−protein interactions), the effects of solvent
nonidealities on the behavior of proteins are prominent, even at
a moderate protein concentration of 40 g/L. The next section
focuses on DLS measurements for the same sets of conditions
as the SLS data as a function of c2 and added NaCl.

Figure 4. SANS scattering intensities as a function of the wave vector Q from α-chymotrypsinogen solutions at pH 3.5 and different salt
concentrations: (a) 0; (b) 10; (c) 50; and (d) 100 mM NaCl. Symbols correspond to three different protein concentrations: (circles) 40; (squares)
10; and (triangles) 2 g/L. Lines represent the best fitted curves to I(Q) for the working conditions. All of the models consider the form factor as that
of a spherical particle and differ by the structure factor S(Q), with S(Q) given by (solid line) a two-Yukawa potential (2Y); (dashed line) a screened
Coulomb repulsion (SC); and (dotted-dashed line) a hard-sphere potential (HS). Labels in each panel indicate different models. In cases where
models were indistinguishable (e.g., panel d), only the fit to the simplest model is shown.
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Dynamic Light Scattering. The temporal autocorrelation
function (g(2)(t)) was simultaneously measured with SLS
experiments for all of the salt and protein conditions tested
here and regressed to eq 6, as described in the Materials and
Methods section, to obtain the first two cumulants of the
distribution of diffusive decay times (i.e., Dc and μ). For all of
the conditions assessed here, the polydispersity index, p2,
remained below 0.3, and the hydrodynamic radius, Rh, was
found to be approximately 2.1 nm at the lowest protein
concentration. At high c2, only those samples at high salt
concentration showed a decrease in Dc (which suggests an
increase in Rh), but this decrease was not larger than 20% of the
infinite dilution diffusion coefficient (i.e., Dc(c2 → 0) = D0).
This small decrease, together with the low value of p2, suggests
that no protein aggregates were present in the solution, as
expected because these are repulsive electrostatic conditions
and the temperature is far below the unfolding Tm for non-
native aggregation to occur on these time scales.
The values of Dc, together with the corresponding R90 values

(Figure 1), were used to calculate the self-diffusion coefficient
Ds (or equivalently, H(q → 0)) via eq 9. Figure 6 shows the
values of Dc and Ds as a function of protein and salt
concentration. For comparison, the theoretical self-diffusion
coefficient for a system of suspended hard spheres96 with the
same diameter of aCgn (=4 nm) is also shown in Figure 6b as a
function of c2. In addition, the values of Dc were used to
calculate kD as a function of salt concentration from the data in
Figure 6a via eq 8 for protein concentrations below 7 g/L,
where Dc is linear in c2. Table 1 compares the values of kD and
B22 for all the NaCl concentrations considered here.
Qualitatively, the behavior of kD is equivalent to that

displayed by B22 in that increases of salt concentration give
rise to a significant decrease of the strength of protein
repulsions. However, values of kD at high salt concentration
indicate that there are net attractive protein interactions, which
appears to contradict the results obtained from SLS and SANS.
By plotting B22 versus kD (see the Supporting Information), one
can see that kD scales linearly with B22, but the intercept is
smaller than 0. On the basis of eq 10, hydrodynamic
interactions may also play a significant role on the behavior
of Dc, and thus, the discrepancies observed here between kD

and B22 are perhaps not surprising, but they suggest that the
contribution from hydrodynamic interactions is relevant in the
behavior of aCgn.
Figure 6 illustrates the competition between protein−protein

and hydrodynamic interactions, as well as the effect of the range
of protein−protein interactions on the mobility of proteins in
solution. At high salt concentration (short interaction range),
the diffusion of proteins is dominated by hydrodynamic
interactions as S(q → 0) ≈ 1 (see Figure 5). In contrast, at

Figure 5. Comparison of of the zero-q limit static structure factor S(q
→ 0) as a function of protein concentration for α-chymotrypsinogen
obtained from SLS (open symbols) and SANS (close symbols).
Symbols correspond to different salt concentrations: (circles) 0;
(squares) 10; (diamonds) 50; and (triangles) 100 mM. In the case of
SLS, the structure factor was calculated from fitted values of G22
because S(q → 0) = 1 + c2G22.

Figure 6. Values of the collective (or mutual) diffusion coefficient Dc
(panel a) and the self-diffusion coefficient Ds (panel b) as a function of
protein concentration for α-chymotrypsinogen. Symbols correspond
to the different salt concentrations: (circles) 0; (squares) 10;
(diamonds) 50; and (triangles) 100 mM. Ds was calculated from
combining Dc with R90/K (cf. Figure 1) via eq 9. The dashed line in
panel b corresponds to the theoretical Ds for a system of suspended
hard spheres 4 nm in diameter.

Table 1. Interaction Parameter kD and Osmotic Second
Virial Coefficient B22 for aCgn at Different NaCl
Concentrations

NaCl [mM] B22 [mL/g] kD [mL/g]

0 52 ± 6 24 ± 3
10 22 ± 4 4.4 ± 1.6
50 5.8 ± 3.8 −2.9 ± 2.2
100 3 ± 3 −12.5 ± 8.6
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low salt concentrations, both S(q→ 0) and H(q→ 0) are large,
but the structure factor represents the major contribution to Dc,
leading to increase Dc as the protein concentration increases.
Overall, the contribution from H(q → 0) is appreciable for all
of the conditions tested here.

■ DISCUSSION
Three different experimental methods to probe concentration-
dependent protein−protein interactions were tested here: SLS,
SANS, and DLS. The first two techniques allow one to assess
the “direct” or thermodynamic interactions either in the q → 0
limit (via B22 or G22 from SLS) or as a function of the wave
vector (via I(Q) from SANS). The results in Figures 2a, 3, and
4 show that the qualitative behavior of protein interactions for
aCgn with respect to solution conditions (i.e., changes in salt
concentration) is captured by both SLS and SANS. This
behavior indicates that intermolecular interactions are domi-
nated by electrostatic forces in that strong repulsive forces are
exhibited at low NaCl concentration, and the strength of these
interactions decreases as the salt concentration increases.
Similarly, the results also show that the strength of the
repulsions also decreases as a consequence of increasing protein
concentration (e.g., G22 versus c2 in Figure 3). While the effect
of NaCl concentration on protein−protein interactions can be
intuitively attributed to screening effects as a consequence of
accumulation of ions on the protein surface,97 the behavior of
these interactions with respect to protein concentration may be
due to more complex effects. Although molecular crowding,
self-buffering, and non-negligible concentrations of counterions
may affect the strength of protein−protein interactions at
concentrated conditions,98,99 none of these effects alone can
explain the observed qualitative behavior of protein interactions
versus protein concentration at the moderate range of
concentrations tested here (see the discussion below).
On the other hand, DLS experiments provide information

from both direct protein interactions and hydrodynamic
interactions via Dc, Ds, or kD. The results in Figure 5 and
Table 1 show that both types of interactions play a major role
in the DLS behavior of aCgn at the conditions tested here. At
low protein concentrations, differences in the sign of the
interaction parameter kD and B22 (cf. Table 1) indicate a major
effect from hydrodynamic interactions. Indeed, comparison of
eqs 8 and 10 illustrates that for conditions where hydrodynamic
interactions are non-negligible with respect to the evaluated
range of protein concentrations (i.e., h1 ≠ 0), kD may be a poor
representation of thermodynamic protein interactions. The
convolution of both types of interactions on the behavior of
aCgn in solution is even more evident at high protein
concentration. Although eq 9 suggests that thermodynamic
contributions to the net protein−protein interactions primarily
affect Dc through S(q→ 0), the results in Figure 6 show that Ds
is sensitive to salt concentration, which is unexpected if all
effects of direct protein−protein interaction on Dc are captured
by the structure factor. However, the hydrodynamic factor
(H(q)) also implicitly considers the effect of these interactions
on the mobility of proteins, in that intermolecular interactions
dictate the forces that affect how neighboring proteins move,
and therefore affect the local hydrodynamic field. That is,
stronger repulsive (attractive) protein interactions, with respect
to a noninteracting system (e.g., a hard-sphere system), lead to
stronger (weaker) hydrodynamic interactions.
Felderhof100 showed that by using a Taylor expansion in

terms of the inverse of the center-to-center distance, one can

approximate the hydrodynamic factor as a linear function of c2,
where the slope depends on the effect of the PMF on the
different hydrodynamic forces (i.e., hydrodynamic dipole,
short-range and self-contributions). Similarly, more elaborate
approximations have been developed to incorporate the effect
of thermodynamic contributions on Dc via pairwise additivity
assumptions101 or decomposition of H(q → 0) into direct and
indirect terms.102 Although such approximations are shown to
be accurate only at dilute conditions,81,103,104 it illustrates how
direct protein interactions can be expected to play a role in the
hydrodynamics of protein solutions.
Additionally, the analysis here allows one to test a common

practice in characterizing net protein−protein interactions: the
use of simplified PMF models to represent these interactions.
Although such models may provide a valuable way to infer
some information about the underlying interactions of the
system (e.g., consider the SANS data in Figure 5, where
reaching Q → 0 is not practical without extrapolating with the
aid of a PMF model), one needs to be careful in interpreting
the results from these models. As discussed above, the PMF is
an ensemble-averaged quantity that is an implicit function of
the solution conditions (pH, c2, concentration of cosolutes,
temperature), and therefore, one may anticipate that different
PMFs are required at different conditions (cf. Figure 4). On the
basis of colloidal science arguments, protein−protein PMFs in
solution are due to at least three main contributions, sterics or
excluded volume (e.g., a hard-sphere-like potential), short-
range attractions due to dispersion forces and solvophobic
interactions, and screened electrostatic repulsions/attractions.
Short-range attractions are strong interactions with an effective
range of a few Angströms. The net magnitude of these
contributions may be expected to change with temperature or
c2 but shows little to no change with ionic strength and pH
within the range of conditions here.97,105

By contrast, electrostatic interactions are long-ranged in
nature, where the strength and the range of these interactions is
sensitive to the conditions of the medium (pH, dielectric
constant, ionic strength). At dilute protein conditions, the
maximum effective range of the interactions between charged
moieties is expected to range from 5 to 10 nm (for ionic
strengths of ∼10 mM) to a few Angströms (for ionic strengths
of ∼500 mM).97,105 Similarly, if one considers that the protein
net charge is the result of the sum of the charges of all titratable
side chains that have no greater charge than ±1, the effective
strength (or effective “charge”) of screened electrostatic
interactions at low ionic strengths is no greater than that for
short-range attractions at near-contact between amino acids
side chains with center-to-center distances of ∼5 Å.
Furthermore, one may anticipate that the protein net charge
may diminish at high salt concentrations as a result of ion
condensation effects.105,106 At high protein concentration,
electrostatic interactions may also be affected by other factors
such as polarizability, self-buffering, and condensation of ions at
the protein surface as a consequence of a non-negligible
concentration of counterions in solution98,99 (e.g., for aCgn at
pH 3.5, in order to maintain electroneutrality, the number of
counterion molecules in solution is at least an order of
magnitude larger than that of the protein).
Therefore, for fitted PMFs to be considered physically

meaningful, they should at least be able to represent the
qualitative behavior of protein−protein interactions with
changes in solution conditions. The above analysis and results
show that this qualitative behavior is not fully captured with the
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PMF models tested here. Although fits to these PMFs at a
given solution condition do not provide a reason to be suspect
from a statistical standpoint (e.g., fits appear reasonable in
Figure 4), the results from neither SLS nor SANS data were
able to provide physically reasonable trends for the effective
strength and range of the different types of forces (i.e., short-
range attractions, electrostatics interactions) as a function of
protein or cosolute concentration. This may be problematic as
the “true” PMF is never known a priori for any experimental
system and can only be experimentally assessed from fully
converged SAXS or SANS intensity profiles of proteins with
simple geometries at moderate to high c2, where S(Q) is the
dominant factor if the form factor does not change with protein
concentration. This poses additional limitations in terms of the
time required to collect data (unless one is at rather high c2) as
well as regular access to a neutron or X-ray synchrotron facility,
which is problematic for applications such as biotechnology
product development. If one does not require the spatial
information contained within a SANS or SAXS profile, then the
local Taylor series approach to determine G22 is a convenient
experimental means to quantify the thermodynamics and net
interactions of protein solutions as a function of protein
concentration and solvent conditions.
Despite the issues noted above for determining a robust and

quantitative PMF for protein−protein interactions, one may
still quantify the net interactions and the thermodynamic
nonidealities without the need for a PMF. G22 is potentially
advantageous in this regard because it provides a rigorous and
quantitative relation between multibody protein interactions
and the thermodynamics of proteins in solution.59,107 G22, as
well as other KB integrals, is related to changes in different
thermodynamic variables such as the isothermal compressibility
or partial molar or specific volumes.47,72 In the case of G22,
changes in the protein chemical potential are given by108,107
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where R is the ideal gas constant, T is the absolute temperature,
V is the system volume, and μ2 is the protein chemical
potential. Note that the subscript in the derivative indicates that
it is taken at fixed T, V, and chemical potentials of all of the
species in the solution other than that of the protein (μ′). In
this regard, this derivative describes an implicit solvent system
such as those observed from osmometry experiments and
described by McMillan−Mayer theory.47,109 Thus, direct
integration of R90 via eq 12 should be avoided if one is seeking
to integrate along a path of fixed temperature, pressure (p), and
cosolute concentration (c3). While the set of scattering
measurements are commonly performed along a series of c2
values for a common (T,p,c3) pathway, the derivative of μ2
obtained from LS is not at fixed (T,p,c3). As a result, it is not
straightforward to obtain derivatives of activity coefficients for
proteins or cosolutes from only LS data alone,47,59,68,69 and
doing so therefore requires additional analysis if one seeks to
relate LS to the location of phase boundaries.34,110 A similar
issue arises if one attempts to relate the integrated μ2 versus c2
to the PMF48 as the solvent and solute chemical potentials
change as a function of c2.
These issues can potentially be avoided by alternative sample

preparation in order to maintain an equal chemical potential of
(co)solvent and cosolutes at all protein concentrations. For
instance, by exhaustively dialyzing each protein sample against

the same solvent (e.g., buffer plus cosolutes), the chemical
potential of all of the other species will be constant and equal to
that of the solvent, and one can correctly integrate the partial
derivative in eq 12 versus c2 to recover μ2 as a function of c2.
However, this requires that one perform a separate dialysis
preparation for each c2 value, independently, for a given salt
concentration. Doing so is not common practice as it is
typically not logistically practical due to the greatly increased
requirements of time, protein material, and/or cost to prepare a
large number of samples with different protein concentrations
in this manner.
Alternatively, one can consider the behavior of G22 from a

statistical-thermodynamic standpoint. As eq 5 shows, G22 is
related to the integral over g2̅2(r), and thus, it indirectly allows
one to assess local changes in composition around a given
protein molecule (i.e., the region where g2̅2(r) ≠ 1).47 That is,
G22 depends on the local variations of concentration with
respect to the bulk concentration. Likewise, G22 and eq 12
qualitatively and semiquantitatively relate the local fluctuations
in protein concentration to the thermodynamic behavior of
proteins in solution because 1 + c2G22 is proportional to the
magnitude and sign of local fluctuations in protein concen-
tration.47,72 Positive (negative) deviations from zero for c2G22
indicate large (small) variations in the local density of proteins
with respect to an ideal gas mixture.107,108 Notably, there is a
strict lower bound for the product of c2G22 based on
thermodynamic stability criteria as c2G22 less than or equal to
−1 violates stability criteria.111 While there is no rigorous upper
bound for c2G22 (i.e., strongly attractive conditions), c2G22 ≫ 1
is indicative of being in proximity to homogeneous transitions
(e.g., fluid−fluid phase separation or critical opalescence). Such
processes yield extremely large molecular fluctuations as a
consequence of long-range density and composition fluctua-
tions as one approaches a spinodal.
To a first approximation, when G22 (in units of volume per

mole of protein) is negative, then its magnitude is effectively
the excluded volume that the other proteins “feel” from a
central protein; similarly, 1 + c2G22 then represents the effective
“free” volume fraction (i.e., the volume that is not excluded by
proteins) of the system under repulsive conditions. This is also
consistent with it being physically impossible to achieve c2G22
less than −1 for an equilibrium system. In contrast, for positive
G22 there is no simple excluded volume analogy because
excluded volume is positive by definition. In that case, c2G22
physically represents the extent of statistical accumulation of
protein (relative to solvent/cosolutes) in the near-neighbor
shells compared to what one would have for ideal solutions.47 If
one makes the assumption that g2̅2(r) is only short-ranged
when G22 is positive (attractive conditions), then c2G22 roughly
represents the average number of nearest-neighbor proteins in
the grand-canonical ensemble. As all of the conditions
investigated here showed negative G22 values, the former
physical picture holds. As 1 + c2G22 decreases, this indicates a
decrease in the effective volume fraction that remains for other
proteins to be added to the system as c2 is increased to larger
values (Figure 5). If one were to simply define the effective
protein excluded volume fraction (ϕeff = c2B2

HS) based on the
excluded volume of protein at infinite dilution, the largest free
volume fraction (=1 − ϕeff) that one would reach is ∼0.89 at 35
g/L. Comparison with Figure 5 shows that this is a gross
underestimation of ϕeff when long-ranged repulsions are
present. A similar conclusion can be drawn if one considers
the effective “hard-sphere” diameter (σeff) that yields the same
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value of S(q → 0) or c2G22 at a given protein concentration via
a hard-sphere equation of state such as the Carnahan−Starling
approximation112 (data not shown). For instance, at no added
NaCl, when electrostatic repulsions are the strongest, σeff is ∼10
nm (i.e., ∼2.5 times larger than the protein diameter) at low
protein concentrations and decreases to ∼7 nm at 20 g/L of
protein as a consequence of the decrease on the strength of the
repulsions due to thermodynamic nonidealities.
This change in the effective protein excluded volume or

effective protein diameter with protein interactions and c2
might suggest that the behavior of aCgn solutions, at repulsive
conditions, is effectively equivalent to that of a system
experiencing molecular crowding, even though the volume
fraction based on just the protein molecular volume is far below
that where large effects due to crowding are expected for a
hard-sphere system. This observation is consistent with the
qualitative behavior of the hydrodynamic factor with respect to
protein concentration. Strong hydrodynamic interactions have
typically been associated with molecular crowding, and thus,
they are only considered important on systems where protein
and/or cosolute concentrations are large.13,113−115 Further-
more, when hydrodynamic interactions are considered, H(q →
0) versus c2 is typically treated via simple relations, which
assume in most cases that H(q → 0) is linear with respect to
protein concentration.81,100 However, as Figure 6b shows, the
hydrodynamic contribution as a function of protein concen-
tration is neither simple nor negligible at even these low
concentrations (i.e., less than 5 w/v%). Comparison of
experimental Ds values (Figure 6) with those of a hard-sphere
system shows that hydrodynamic interactions are more
complex than simple steric effects (i.e., based on molecular
volume alone). The results in Figure 6b also suggest that the
range of electrostatic interactions plays a key role in the
strength of hydrodynamic interactions, with low (high) salt
concentration leading to stronger (weaker) hydrodynamic
interactions. Such effects may be the result of an increase in
the effective excluded protein volume as the range of charge−
charge interactions increases, similar to the case of G22.
Quantitatively, the reduction on Ds from D0 observed here lies
between 20 (for 100 mM NaCl) and 50% (for 0 mM NaCl) at
a protein concentration of 40 g/L. Although similar effects of
the range of electrostatic interaction on the self-diffusion of
proteins have been observed previously,80,81,115−117 they have
been found for protein volume fractions > 10%, which would
correspond to c2 > 120 g/L for a protein of the size of aCgn.

■ SUMMARY AND CONCLUSIONS
Protein interactions as a function of protein and salt
concentration were evaluated via scattering methods (SLS,
SANS, and DLS) for solutions of monomeric α-chymotrypsi-
nogen at acidic pH. Equilibrium net protein−protein
interactions were assessed via the protein−protein KB integral
G22 and the structure factor S(Q) from SLS and SANS data,
respectively. G22 was obtained by regressing the Rayleigh ratio
versus protein concentration to eq 4 using a local Taylor series
approach, which allows one to quantify interactions without
biasing the results toward a specific model for intermolecular
interactions (i.e., PMF models). G22 versus c2 curves, as well as
SANS intensity spectra I(Q), were further analyzed via
traditional methods involving fits to effective intermolecular
potentials (i.e., PMF models). These fits were able to capture
the curves of G22 or I(Q) as long as one considered
concentration-dependent model parameters and accepted that

the fitted parameters showed unphysical trends in some cases.
The values of S(Q → 0) from SLS and from extrapolating
SANS data to Q → 0 were quantitatively consistent.
In the dilute regime, fitted G22 values agreed with those

obtained via the osmotic second virial coefficient (B22) and
showed that electrostatic interactions dominated the scattering
behavior for aCgn under these pH and salt conditions.
However, as the protein concentration increased, the
magnitude of the protein−protein repulsions decreased, with
a more pronounced effect for those conditions where B22 was
larger. Both SLS and SANS results indicated that the
thermodynamic behavior of the aCgn solution is similar to
that observed in systems under molecular crowding, despite the
moderate range of protein concentrations used here (c2 < 40 g/
L). As was anticipated in a previous study,59 both the strength
and the range of protein−protein interactions modulate this
crowding-like effect, such that strong and long-range protein
interactions led to more noticeable thermodynamic non-
idealities.
The zero-q limit hydrodynamic factor H(q → 0) (or

alternatively the self-diffusion coefficient Ds) was also assessed
to quantify hydrodynamic nonidealities by combining measure-
ments of the collective diffusion coefficient (Dc) from DLS data
with measurements of S(q→ 0) via eq 9. Curves of Dc versus c2
illustrated the competition between equilibrium protein
interactions (probed via G22) and hydrodynamic interactions
as a consequence of the range of intermolecular interactions.
While at high salt concentrations H(q → 0) is the dominant
contribution to Dc, at low salt concentration, the net mobility of
proteins is dictated by S(q → 0). Nevertheless, the hydro-
dynamic contribution was found to be significant for all of the
conditions and correlated with the strength of colloidal
interactions such that larger repulsive B22 values correspond
to stronger hydrodynamic interactions. Quantitatively, the
reduction of Ds due to increased protein concentration was
much larger than what could be expected based on purely steric
interactions, highlighting that the long-range repulsions
resulted in a much larger effective excluded volume
contribution to protein−protein interactions probed by S(q
→ 0) and by H(q → 0).
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