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A B S T R A C T   

Background: Bile duct injuries during laparoscopic cholecystectomy can arise from misinterpre-
tation of biliary anatomy, leading to dissection in improper areas. The integration of a deep 
learning framework into laparoscopic procedures offers the potential for real-time anatomical 
landmark recognition, ensuring accurate dissection. The objective of this study is to develop a 
deep learning framework that can precisely identify anatomical landmarks, including Rouviere’s 
sulcus and the liver base of segment IV, and provide a guided dissection line during laparoscopic 
cholecystectomy. 
Methods: We retrospectively collected 40 laparoscopic cholecystectomy videos and extracted 80 
images form each video to establish the dataset. Three surgeons annotated the bounding boxes of 
anatomical landmarks on a total of 3200 images. The YOLOv7 model was trained to detect 
Rouviere’s sulcus and the liver base of segment IV as anatomical landmarks. Additionally, the 
guided dissection line was generated between these two landmarks by the proposed algorithm. To 
evaluate the performance of the detection model, mean average precision (mAP), precision, and 
recall were calculated. Furthermore, the accuracy of the guided dissection line was evaluated by 
three surgeons. The performance of the detection model was compared to the scaled-YOLOv4 and 
YOLOv5 models. Finally, the proposed framework was deployed in the operating room for real- 
time detection and visualization. 
Results: The overall performance of the YOLOv7 model on validation set and testing set were 98.1 
% and 91.3 %, respectively. Surgeons accepted the visualization of guide dissection line with a 
rate of 95.71 %. In the operating room, the well-trained model accurately identified the 
anatomical landmarks and generated the guided dissection line in real-time. 
Conclusions: The proposed framework effectively identifies anatomical landmarks and generates a 
guided dissection line in real-time during laparoscopic cholecystectomy. This research un-
derscores the potential of using deep learning models as computer-assisted tools in surgery, 
providing an assistant tool to accommodate with surgeons.   
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1. Introduction 

Laparoscopic cholecystectomy (LC) is a minimally invasive surgical procedure that has become the gold standard for gallbladder 
removal. This minimally invasive approach provides several benefits including reduced postoperative pain, shortened hospital stays, 
and faster recovery periods compared to traditional open surgery [1]. However, a significant concern associated with LC is the risk of 
bile duct injury (BDI) [2], which can impact on the quality of life and survival of patients. BDI leads to prolonged hospitalization, 
re-operations, additional investigation, and increased treatment and reimbursement costs. Moreover, undiagnosed BDIs or delays in 
their treatment may potentially lead to medical malpractice lawsuits, placing an additional financial strain on the healthcare system. 
Implementing a well-defined safe surgical framework can help prevent these occurrences [3]. 

Considering advancements in surgical techniques, the incidence of BDI remains relatively high compared to the open surgical era 
[4], with reported rates ranging from 0.32 % to 0.52 % [5]. The primary cause of BDI is misidentification of the common bile duct as 
the cystic duct, which leads surgeons to perform dissection in potentially unsafe areas. This was true for both novice and experienced 
surgeons. Several strategies have been proposed for reducing BDI, including the critical view of safety (CVS) approach [6]. However, 
achieving CVS is occasionally accountable for BDI. Furthermore, the R4U line [7] was introduced in 2021 to divide the surgical 
anatomy into safe and unsafe areas. This line is drawn from Rouviere’s sulcus to the liver base of segment IV. Consequently, based on 
the concept of the R4U line, fixed anatomical landmarks can serve as reference positions, and the R4U line will be created when the 
fixed anatomical landmarks are identified. To assist surgeons in identifying anatomical landmarks, the need of precise assistant tools is 
required. Therefore, it is essential to develop a verified method that can assist surgeons in real time during LC. Fig. 1 illustrates an 
example of the R4U line, along with key anatomical structures, including the gallbladder, Rouviere’s sulcus, liver base of segment IV, 
cystic duct, common bile duct, and duodenum. 

Deep learning, a subset of artificial intelligence, has been applied extensively in recent years to enhance medical image analysis. 
This computational approach enables machines to learn and make decisions based on trained data [8], exhibiting substantial promise 
for a broad range of medical applications. Skin cancer classification, for instance, has seen significant improvements through deep 
learning algorithms, facilitating better identification of cancerous appearances and improving overall patient prognosis [9]. Similarly, 
stroke detection has benefited from this approach, enabling rapid and precise identification of stroke lesions in Magnetic Resonance 
(MR) images, thereby accelerating patient treatment and potentially improving outcomes [10]. Deep learning has also been applied for 
ultrasound (US) image classification, making the analysis of Carotid artery disease, and enhancing diagnostic accuracy [11]. In 
addition, it has proven advantageous for cardiovascular disease (CVD) research, particularly in the classification of intima-media 
thickness (IMT), a key biomarker for early CVD [12]. In a more advanced application, COVID-Net was proposed for COVID-19 
detection. COVID-Net achieved a high degree of sensitivity in the detection of COVID-19 cases [13]. Through these various appli-
cations, deep learning has demonstrated the potential to augment diagnostic precision, clinical decision-making, and patient 
management. 

Fig. 1. The R4U line and key anatomical structures in a laparoscopic cholecystectomy image.  

P. Smithmaitrie et al.                                                                                                                                                                                                  



Heliyon 10 (2024) e25210

3

Fig. 2. Schematic representation of the proposed framework.  
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Incorporating these advancements into laparoscopic cholecystectomy, deep learning has the potential to assist surgeons in various 
aspects. The emerging field of surgical phase recognition using deep learning is evidenced in several studies [14–16], as is the 
identification of surgical instruments [17–19]. Moreover, numerous researchers have leveraged deep learning to detect anatomical 
landmarks during surgical procedures [20–22]. Tokuyasu et al. [23] devised a real-time object detection model based on YOLOv3 for 
identifying four landmarks, which displays the bounding box of the cystic duct, common bile duct, lower edge of the left medial 
segment, and Rouviere’s sulcus on monitors during LC. Additionally, GoNoGoNet [24], a convolutional neural network model, was 
introduced to identify safe and unsafe dissection zones by visualizing these areas with topographical heat maps. However, no previous 
research has specifically addressed the real-time visualization of a guided dissection line using deep learning techniques. To address 
this gap, this study introduces a novel approach by employing the R4U line concept to formulate a guide dissection line algorithm. This 
involves utilizing deep learning methodologies for the initial detection of anatomical landmarks. 

The objective of this study is to propose a deep learning framework composed of a real-time detection model that is integrated with 
a guided dissection line algorithm. This framework is designed for the detection of two anatomical landmarks: Rouviere’s sulcus and 
the liver base of segment IV. Subsequent to the detection of these anatomical landmarks, the guided dissection line algorithm is 
activated to generate a visual guidance line between these two landmarks, delineating the safe zone for dissection during LC. To 
evaluate the proposed framework, we conducted a comprehensive analysis using a dataset from 40 LC cases. The underlying hy-
pothesis of this study is that the deep learning framework could identify anatomical landmarks in real-time with high precision and 
could accurately visualize the guided dissection line. The study demonstrates that a deep learning model could be further applied to 
computer-assisted surgery, providing an assistant tool to collaborate with surgeons. This collaboration is crucial for enhancing surgical 
precision, reducing the risk of errors, and improving patient outcomes. 

This paper is divided into five sections, as follows: Section 2 describes the materials and methods used in this study, including the 
dataset collection, the annotation process, the details of the deep learning model, the algorithm of the guide dissection line, and the 
process of model training, fine-tuning, and testing. Section 3 presents the experimental results demonstrating the performance and 
accuracy of the proposed framework. Section 4 provides a detailed discussion and analysis of this study. Finally, Section 5 summarizes 
the main contributions and highlights the importance of the research. 

2. Materials and methods 

The methodology of the proposed framework is illustrated in Fig. 2. The following subsections provide a detailed explanation of the 
methodology and its components. 

2.1. Data collection and annotation 

In this retrospective study, we acquired a collection of 40 laparoscopic cholecystectomy procedure videos from Songklanagarind 
Hospital, Prince of Songkla University. These procedures were conducted by a team of four surgeons, representing a broad spectrum of 
expertise, ranging from senior staff members to trainees. This dataset is characterized by its diversity, encompassing patients with a 
variety of demographic profiles, including different genders and age groups. Additionally, the video collection showcases a range of 
anatomical landmarks and utilizes endoscopic camera equipment from two manufacturers, Olympus and Karl Storz. This variety 
extends to the positioning and orientation of the cameras used during the surgeries. 

A significant proportion of these cases were diagnosed as chronic cholecystitis based on histopathological analyses. The dataset also 
includes instances of subacute and acute cholecystitis, though it is noteworthy that no cases involving cancerous lesions were included. 
Adhering to strict ethical standards and privacy concerns, all personally identifiable information was removed and anonymized from 
the videos prior to their use in our research. This step was taken to ensure compliance with ethical guidelines and maintain the 
confidentiality of the patients involved. 

In this study, our data engineering team captured 80 still images from each video of the gallbladder removal procedures. This 

Fig. 3. Sample annotated anatomical landmarks in bounding boxes.  
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process was designed to encompass a comprehensive range of variabilities, such as differences in landmark positions, rotations, and 
scales. We also paid particular attention to capturing images with obstructed landmarks, aiming to create a robust and comprehensive 
dataset. Following the image capture phase, a team of three experienced surgeons undertook the task of annotating these images. A 
total of 3200 still images were annotated to delineate landmark bounding boxes and to classify object types. 

The objects classified in this study were defined and included several anatomical landmarks: the liver base of segment IV, and three 
types of Rouviere’s sulcus - slit type, open type, and scar type. For the annotation process, we utilized LabelImg [25], a widely 
recognized open-source annotation tool. This tool enabled precise annotation of images, which were critical for the subsequent phases 
of our research. Each annotated image resulted in the creation of bounding boxes, the details of which were exported into. txt files. 
These files were specifically formatted to be compatible with the YOLO model, facilitating their direct application in training this 
machine learning model. 

Fig. 3 shows a sample of the annotation for each anatomical landmark following the annotation description below:  

• Liver base of segment IV: The bounding box is drawn to cover the lower edge of medial segment of the left lobe.  
• Rouviere’s sulcus, slit type: The bounding box is drawn to cover the narrow and shallow sulcus.  
• Rouviere’s sulcus, open type: The bounding box is drawn to cover the sulcus, which was seen to have its medial end open towards 

the hepatic portal.  
• Rouviere’s sulcus, scar type: The bounding box is drawn to entirely cover the sulcus, which was obvious as a white scar. 

The retrospective medical data collection and analysis was approved by Songklanagarind Hospital ethics committee with EC 
number REC.64-12-10-1. 

2.2. Data splitting 

From the total collection of 3200 images, the dataset was divided into three subsets: 2240 images for training, 320 for validation, 
and 640 for testing. A breakdown of the dataset reveals the following distribution of instances:  

• Liver base of segment IV: Found in 1646 images.  
• Rouviere’s sulcus, slit type: Present in 1166 images.  
• Rouviere’s sulcus, open type: Captured in 1702 images.  
• Rouviere’s sulcus, scar type: Depicted in 273 images. 

Fig. 4 shows a visual representation of the distribution of each anatomical landmark across the training, validation, and testing sets. 

2.3. Data pre-processing 

Prior to training the detection model, all images in the dataset were resized from 1,920 × 1,080 pixels to 416 × 416 pixels utilizing 
the standard resizing function of the YOLOv7 model. Subsequently, the training set was enhanced by incorporating additional 
viewpoints of images through the Mosaic method [26]. During the Mosaic augmentation process, four distinct training images were 
chosen at random, partially cropped, and then combined into a single image to form augmented training batch data. This enables the 

Fig. 4. Distribution of anatomical landmarks within the dataset.  
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model to acquire the objects at a lower scale than usual, reducing the requirement for a large batch size [27]. Furthermore, the risk of 
overfitting was reduced due to the diversity of perspectives in the augmented images [28]. Fig. 5 presents the batch results from the 
Mosaic augmentation method. 

2.4. The YOLOv7 model 

Alexey Bochkovskiy and Kin Yiu Wong recently released YOLOv7 [29], the outstanding real-time object detection model, to the 
YOLO family. The transformation of the YOLOv7 architecture achieved state-of-the-art accuracy and inference speed in comparison to 
previous versions of YOLO [30–33]. Fig. 6 illustrates the YOLOv7 architecture and details of each building block, as found in Ref. [34]. 
Typically, the YOLO architecture comprises three principal components: the backbone, neck, and head layer structures. Initially, the 
backbone extracts feature patches from the input images, which are then integrated at the neck layer before being passed to the head 
layer for prediction. The inference performance of model depends on the architecture of the backbone stage [35]. In the improvement 
of YOLOv7, an approach called Extended Efficient Layer Aggregation Networks (E-ELAN) has been introduced. E-ELAN enhances 
parameter utilization, computational blocks, and feature aggregation by adding the expand, shuffle, and merge cardinality process in 
the backbone stage. In addition, a novel compound scaling method has been proposed for concatenation-based models. This method 
scales the depth of a computation block and computes the width of the architecture by scaling the remaining transition layers in a 
specific ratio, thereby preserving the initial features and optimal structure. Lastly, the trainable bag-of-freebies concept, consisting of a 
re-parameterized convolution method and a coarse-to-fine lead guided assigner technique, has been introduced to potentially enhance 
model performance without increasing the training cost. 

2.5. Training and fine-tuning of the model 

In this research, the YOLOv7 model, utilized for training on the laparoscopic cholecystectomy dataset, comprises 415 layers with 
37,212,738 parameters. The training process involved two phases: an initial training phase and a fine-tuning phase. During the initial 
training phase, the model was trained for 100 epochs without utilizing pre-trained weights. This allowed the model to learn from 
scratch specifically for the task of detecting anatomical landmarks in laparoscopic cholecystectomy. The predicted bounding box in 
this phase provided the characteristics that are useful for surgeons to re-annotate the training set. In the fine-tuning phase, the model 
was further trained for an additional 100 epochs using the re-annotated training set. We transferred the weights from the initial 
training phase to the fine-tuning phase, which is a common strategy in deep learning model training. 

Learning rates were set at different values for the initial training and fine-tuning phases to establish a balance between learning 
speed and model stability. The learning rates during fine-tuning were reduced to prevent overfitting and allow for more precise ad-
justments. The batch size was determined considering the size of the dataset and the memory limitations of the GPU. Stochastic 

Fig. 5. Sample outputs from the Mosaic augmentation process.  
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Gradient Descent (SGD) was selected as the optimizer due to its efficiency in handling large datasets and its ability to avoid local 
minima during training. Based on our comparative analysis, SGD performs well in terms of convergence speed, optimization efficiency, 
and overall accuracy for the anatomical landmark detection task. Furthermore, momentum was defined to accelerate convergence and 
stabilize the training process, as it has been shown to be effective when used with SGD. To enhance the generalization of the model and 
mitigate the risk of overfitting, the Mosaic data augmentation technique was applied to generate a variety of training images. 

The detailed hyperparameter settings, including the learning rates, batch size, optimizer, and data augmentation technique, are 
provided in Table 1. These settings were carefully defined to ensure effective model training and fine-tuning, ultimately leading to 
accurate detection of anatomical landmarks. 

2.6. Guided dissection line algorithm 

The guided dissection line algorithm was developed by applying the R4U line strategy [7] to generate a visual line between the 
predicted bounding boxes of the liver base of segment IV and Rouviere’s sulcus. This algorithm is activated when the predicted 
bounding boxes belong to different classes, specifically the liver base of segment IV and Rouviere’s sulcus. The algorithm draws a 
straight line from the center of one box to the center of the other, providing a reference line for surgeons to determine the safe 
dissection zone. Algorithm 1 outlines the implementation of the guided dissection line algorithm, and Fig. 7 provides a visual 

Fig. 6. The proposed framework architecture based on the YOLOv7 model.  

Table 1 
Detailed hyperparameters employed during the training process.  

Hyperparameter 1st Training 2nd Training (Fine tuning) 

Epoch 100 100 
Batch size 16 16 
Image size 416 × 416 416 × 416 
Pre-trained weight No Transfer from 1st training 
Initial learning rate 0.01 0.001 
Final learning rate 0.1 0.1 
Momentum 0.937 0.937 
Optimizer Stochastic Gradient Descent Stochastic Gradient Descent 
Data augmentation Mosaic Mosaic  
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representation of this algorithm.  
Algorithm 1 Guided dissection line calculation and visualization 

Input: 
1. The coordinate of Rouviere’s sulcus bounding box 
(xRSmin, yRSmin, xRSmax,yRSmax)

2. The coordinate of the liver base of segment IV bounding box 
(xBsegIVmin , yBsegIVmin , xBsegIVmax,yBsegIVmax)

3. The label of predicted class, class[i] 
Output: 

The straight line between the center-point of two input boxes 
1: while predicted class of bounding box class[i] ! = class[i + 1] do 
2: compute the coordinate center-point of Rouviere’s sulcus bounding box, CRS 

3: CRS =
[( xRSmin + xRSmax

2

)
,
( yRSmin + yRSmax

2

)]

4: compute the coordinate center-point of liver base of segment IV bounding box, CBsegIV 

5: CBsegIV =
[( xBsegIVmin + xBsegIVmax

2

)
,
( yRSmin + yRSmax

2

)]

6: Plot line between CRS and CBsegIV 

7: end while  

2.7. Model testing and evaluation 

Upon completion of the training phase, the model was subjected to testing using unseen images from the gallbladder removal 
procedure. The performance of the model for a particular class was evaluated using the precision, recall, and average precision (AP) 
metrics [36]. Meanwhile, the overall performance of the model was denoted by mean average precision (mAP), which represents the 
mean of the APs for all classes. The first step in calculating the mAP value is to compute intersection over union (IoU), as described in 
Equation (1), where Bpred is the predicted bounding box and Bgt is the ground-truth bounding box. 

IoU =
area of intersection

area of union
=

Bpred ∩ Bgt

Bpred ∪ Bgt
(1) 

The IoU metric refers to the ratio of the intersection area to the union area of the predicted bounding box and the ground-truth 
bounding box, as illustrated in Fig. 8. Subsequently, the thresholds are defined to calculate the values of true positives (TP), false 
positives (FP), and false negatives (FN) by comparing the IoU with the defined thresholds. Then, the precision and recall values, along 
with their corresponding confidence levels, are calculated using Equations (2) and (3) for each class. 

Precision=
TP

TP + FP
(2)  

Recall=
TP

TP + FN
(3)  

Next, the average precision (AP), the single value that is utilized to summarize the collection of precision and recall on the different 

Fig. 7. Depiction of the guided dissection line algorithm.  

P. Smithmaitrie et al.                                                                                                                                                                                                  



Heliyon 10 (2024) e25210

9

thresholds, is calculated according to Equation (4), where n is the number of threshold points, i is the index of each threshold, Pi is the 
collection of precision values, and Ri is the collection of recall values. Finally, the mAP is obtained by taking the mean of the AP of all 
classes, as shown in Equation (5), where APk is the AP of class k, and n is the number of classes. 

AP=
∑n− 1

i=0
Pi(Ri − Ri+1) (4)  

mAP=
1
n
∑n

k=1
APk (5)  

3. Results 

In this section, we present the experimental results and performance of the anatomical landmark detection using the YOLOv7 
model, as well as the guided dissection line visualization based on the proposed algorithm. We compare the performance of YOLOv7 
with its previous versions, scaled-YOLOv4 [32] and YOLOv5 [33]. Lastly, we explain the real-time inference results in the operating 
room. 

3.1. Performance of anatomical landmark detection 

The model for anatomical landmark detection underwent training for 100 epochs using the laparoscopic cholecystectomy dataset, 
followed by fine-tuning for another 100 epochs on the re-annotated dataset. The performance of the model for each anatomical 
landmark was assessed using precision, recall, and average precision (AP), while the mean average precision (mAP) was used to 
measure the overall performance of the model. These metrics were calculated using Equations (2)–(5), respectively. 

The overall detection performance of the fine-tuned model on the validation set achieved a precision of 95.9 %, recall of 96.6 %, 
and mAP of 98.1 %. Similarly, on the testing set, the model achieved a precision of 91.7 %, recall of 86.5 %, and mAP of 91.3 %. Table 2 
and Table 3 present the precision, recall, and AP of each landmark in the validation and testing sets, respectively. These tables 
demonstrate the performance of the detection model in identifying the liver base of segment IV and the different subclasses of Rou-
viere’s sulcus. While the model achieved high precision and recall for all types of Rouviere’s sulcus, the lower performance in detecting 
the liver base of segment IV indicates the difficulty in accurately identifying this anatomical area due to the similarity in pixel values 
between the liver base of segment IV and the area under Rouviere’s sulcus, which is adjacent to the duodenum. The annotation of the 
bounding box for the liver base of segment IV contains pixels that resemble other areas. In contrast, the bounding box annotation for 
Rouviere’s sulcus includes more distinct pixel values, enabling accurate prediction by the model. For a visual representation of the 
detection results, Fig. 9 presents the detection of anatomical landmarks on the testing set. 

3.2. Performance of the guided dissection line 

The guided dissection line visualization is enabled between two landmarks when the predicted bounding box appears at both the 

Fig. 8. Visualization of the IoU metric.  

Table 2 
Evaluation of the anatomical landmark detection model across all classes on the validation set, with an IoU threshold of 0.5.  

Class Precision Recall AP 

Liver base of segment IV 89.7 % 90.8 % 94.6 % 
Rouviere’s sulcus: Slit 98.7 % 97.5 % 98.9 % 
Rouviere’s sulcus: Open type 99.7 % 98.2 % 99.5 % 
Rouviere’s sulcus: Scar 95.7 % 100.0 % 99.4 % 
Average 95.9 % 96.6 % 98.1 % (mAP)  
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liver base of segment IV and Rouviere’s sulcus landmark, as illustrated in Fig. 9. The outcome of the detection model directly influences 
the construction of the guided dissection line between these two landmarks. In this section, we evaluate the performance of the guided 
dissection line algorithm using the predicted results from the testing set. Out of the 640 images in the testing set, 360 annotated images 
contain both landmarks. However, the trained model correctly predicted both landmarks in 342 out of these 360 images. To evaluate 
the guided dissection line, these 342 images were assessed by three surgeons. Each surgeon provided a verdict, either accepting or 
rejecting the dissection line results based on safety concerns during surgery. Acceptance from a surgeon indicates agreement with the 
position of the guided dissection line. Conversely, rejection signifies dissatisfaction with its placement, primarily attributed to 
incorrectness in the visualization of the guided dissection lines. This misalignment, caused by improper anatomical landmarks pre-
diction. The number of acceptances for the guided dissection line visualizations by each surgeon is presented in Table 4. 

Table 3 
Evaluation of the anatomical landmark detection model across all classes on the testing set, with an IoU threshold of 0.5.  

Class Precision Recall AP 

Liver base of segment IV 82.2 % 77.3 % 85.1 % 
Rouviere’s sulcus: Slit 95.5 % 89.0 % 93.9 % 
Rouviere’s sulcus: Open type 98.0 % 88.0 % 93.7 % 
Rouviere’s sulcus: Scar 91.3 % 91.7 % 92.5 % 
Average 91.7 % 86.5 % 91.3 % (mAP)  

Fig. 9. Examples of input images (left), the detected anatomical landmarks and the guided dissection line visualization (middle), and the ground 
truth of anatomical landmarks (right). 

Table 4 
Surgeons’ acceptances of the guided dissection line visualizations on the testing set.   

Number of acceptances  

Guided dissection line visualizations on the testing set (342 images) 

Surgeon ID Accept Reject 
Surgeon I 327 15 
Surgeon II 336 6 
Surgeon III 319 23 
Average 327.33 (95.71 %) 14.66 (4.29 %)  
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3.3. Real-time application in the operating room 

The framework proposed in this study was effectively implemented during laparoscopic cholecystectomy procedures at Song-
klanagarind Hospital. Live endoscopic video feeds, in a 4 K resolution (3840 × 2160 pixels), were sourced from the camera control unit 
(CCU) and relayed to a laptop. This setup facilitated the real-time detection of anatomical landmarks and the visualization of the 
guided dissection line. The real-time processing was executed on a laptop equipped with an Intel Core i7 processor, 16 GB RAM, and an 
NVIDIA GeForce 3080 graphics card. Fig. 10 shows the workstation setup within the operating room. 

In the real-time inference phase, the trained model was capable of concurrently identifying the Rouviere’s sulcus and the liver base 
of segment IV. It captured the latest images from live laparoscopic streams, which were continuously collected into a buffer system. 
These buffered images were then predicted at an average rate of 30.39 frames per second (FPS), achieving a time latency of 
approximately 32.90 ms per frame. This rapid processing capability was crucial for providing the real-time positioning of the practical 
guided dissection line during surgical procedures. 

To implement our proposed framework in the operating room, we obtained approval for the clinical study protocol from the Human 
Research Ethics Committee, Faculty of Medicine, Prince of Songkla University, with REC no. 64-125-10-1. The protocol titled 
“Development of Artificial Intelligence for Prevention of Bile Duct Injury: Image analysis of Rouviere’s sulcus and liver base of segment 
IV using machine learning” is in full compliance with International Guidelines for human research subject protection, such as the 
Declaration of Helsinki, Belmont Report, CIOMS Guideline, and the International Conference on Harmonization in Good Clinical 
Practice (ICH-GCP). The approval was granted on March 31, 2021. 

4. Discussion 

This research presents a real-time deep learning framework for the identification of anatomical landmarks and the visualization of a 
guided dissection line in LC. The detection model was trained and tested on a dataset of 40 LC cases, which were collected from LC 
videos and annotated by three experienced surgeons. The concept of the framework was developed based on the guidelines for a safe 
LC [37]. The Rouviere’s sulcus and liver base of segment IV, a common landmark of hepatobiliary anatomy, can be used as a reference 
point to identify the safe area before beginning dissection [38,39], whereas the R4U line was adopted to divide the region into safe and 
unsafe dissection zones. Moreover, the use of deep learning for computer vision in surgery shows a successful opportunity of further 
development of a real-time navigation tool for surgeons during LC. 

In terms of anatomical landmark detection, the YOLOv7 model is utilized to predict bounding box for Rouviere’s sulcus and the 
liver base of segment IV. Table 5 presents a comparison of the detection performance metrics on the test set across three different 
models: Scaled-YOLOv4, YOLOv5, and YOLOv7. The comparison includes precision, recall, mAP at an IoU threshold of 0.5, and 
inference time for each of these models. The Scaled-YOLOv4 model achieved a precision of 83.1 %, a recall rate of 82.9 %, an mAP of 
86.2 %, and had an inference time of 0.236 s per image. The YOLOv5 model, on the other hand, had slightly lower precision and recall 
rates at 81.4 % and 77.8 % respectively, and an mAP of 82.3 %, and required slightly more time to infer at 0.194 s per image. The 
YOLOv7 model outperformed both these models across all metrics. It demonstrated an improved precision rate of 91.7 %, and a higher 
recall rate of 86.5 %. Furthermore, the mAP was significantly higher at 91.3 %, indicating superior object detection performance. In 
particular, the YOLOv7 model also had the shortest inference time at 0.179 s per image, making it the most time-efficient of the three 
models. 

In addition, the guided dissection line is visualized when the predicted bounding box is present simultaneously at the Rouviere’s 
sulcus and liver base of segment IV. The output of the anatomical landmark detection model directly influences the establishment of 
the guided dissection line between these two landmarks. The high acceptance rate from three surgeons demonstrates the value of the 
guided dissection line as a practical tool for assisting surgeons during LC procedures. 

Further to the improvement of model accuracy, the study focused on the representative images that the model required. Conse-
quently, data augmentation and data re-annotation were applied to help the model predict more accurately. The Data augmentation 
method provides several perspectives of images from which the model can learn the various features and can prevent the model from 
overfitting [40]. After the initial training phase, the dataset was re-annotated by surgeons to ensure that it was properly annotated 
before continuing to the fine-tuning phase. This strategy can improve the consistency of data annotation and reduce the number of 
ambiguous bounding boxes that can result in false positive predictions [41]. 

The proposed framework was successfully deployed in the operation room. The key advantage of this framework is its ability to 
accurately present anatomical landmarks and guided dissection lines in real-time, allowing for continuous monitoring of safe zones 
during LC. In the real-time inference phase, the model collects the latest images from real-time laparoscopic streaming into a buffer 
system. These buffered images are then processed at a rate of 30.39 FPS, with an impressive time latency of approximately 32.90 ms 
per frame. This latency is imperceptibly short to the human eye, ensuring seamless real-time tracking and visualization, which is 
crucial during laparoscopic procedures. While the preliminary framework achieves promising outcomes, there are some limitations in 
terms of the imbalance class of Rouviere’s sulcus type in the dataset. Typically, an open type of sulcus is the most frequently observed, 
followed by the slit type. In comparison, the scar type is rarely found among patients [42]. The dataset from the retrospective cases 
contains a few numbers of scar type appearance. Thus, to solve this problem, it will be required to not only apply the data 
augmentation method but also increase the number of examples featuring Rouviere’s sulcus scar type in future studies. 
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5. Conclusions 

This research proposed a deep learning-based framework that utilized the YOLOv7 model and a guide dissection line algorithm for 
real-time detection and surgical guidance during laparoscopic cholecystectomy. The integration of the YOLOv7 model and the guide 
dissection line algorithm provides surgeons with real-time detection of anatomical landmarks and a visual line for safe dissection. 
Furthermore, the comparative analysis has demonstrated that the YOLOv7 model outperforms scaled-YOLOv4 and YOLOv5 models in 
terms of accuracy and inference time. The YOLOv7 model has shown improved precision, recall, and mean average precision (mAP), 
confirming its significance as the primary detection model in the proposed framework. The acceptance rate of the guide dissection line 
visualization of the proposed framework was evaluated by three experienced surgeons. The results reveal a high average acceptance 
rate, indicating that surgeons considered the visualization to be precise and helpful during the procedure. In addition, real-time 
inference in the operating room has been successfully deployed with the anatomical landmark detection model and the guided 
dissection line algorithm. This was a significant achievement in establishing the line of safety. The proposed framework can act as a 
recommendation tool that can guide the surgeons to dissect in the appropriate areas. 
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Fig. 10. Workstation setup within the operating room.  

Table 5 
Performance comparison on the testing set (640 images).  

Model Precision Recall mAP (IoU = 0.5) Inference time (Second per image) 

Scaled-YOLOv4 83.1 % 82.9 % 86.2 % 0.236 s 
YOLOv5 81.4 % 77.8 % 82.3 % 0.194 s 
YOLOv7 91.7 % 86.5 % 91.3 % 0.179 s  
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[36] B. Özdemir, S. Aksoy, S. Eckert, M. Pesaresi, D. Ehrlich, Performance measures for object detection evaluation, Pattern Recogn. Lett. 31 (2010) 1128–1137, 
https://doi.org/10.1016/j.patrec.2009.10.016. 

[37] V. Gupta, G. Jain, Safe laparoscopic cholecystectomy: adoption of universal culture of safety in cholecystectomy, World J. Gastrointest. Surg. 11 (2019) 62–84, 
https://doi.org/10.4240/wjgs.v11.i2.62. 

[38] T.B. Hugh, New strategies to prevent laparoscopic bile duct injury—surgeons can learn from pilots, Surgery 132 (2002) 826–835, https://doi.org/10.1067/ 
msy.2002.127681. 

[39] S. Connor, O.J. Garden, Bile duct injury in the era of laparoscopic cholecystectomy, Br. J. Surg. 93 (2006) 158–168, https://doi.org/10.1002/bjs.5266. 
[40] L. Perez, J. Wang, The Effectiveness of Data Augmentation in Image Classification Using Deep Learning, 2017, https://doi.org/10.48550/arxiv.1712.04621. 

Arxiv. 
[41] S.E. Whang, Y. Roh, H. Song, J.-G. Lee, Data Collection and Quality Challenges in Deep Learning: A Data-Centric AI Perspective, 2021, https://doi.org/ 

10.48550/arxiv.2112.06409. Arxiv. 
[42] M. Singh, N. Prasad, The anatomy of Rouviere’s sulcus as seen during laparoscopic cholecystectomy: a proposed classification, J. Minimal Access Surg. 13 

(2017) 89–95, https://doi.org/10.4103/0972-9941.201731. 

P. Smithmaitrie et al.                                                                                                                                                                                                  

https://doi.org/10.1016/j.patrec.2009.10.016
https://doi.org/10.4240/wjgs.v11.i2.62
https://doi.org/10.1067/msy.2002.127681
https://doi.org/10.1067/msy.2002.127681
https://doi.org/10.1002/bjs.5266
https://doi.org/10.48550/arxiv.1712.04621
https://doi.org/10.48550/arxiv.2112.06409
https://doi.org/10.48550/arxiv.2112.06409
https://doi.org/10.4103/0972-9941.201731

	Development of deep learning framework for anatomical landmark detection and guided dissection line during laparoscopic cho ...
	1 Introduction
	2 Materials and methods
	2.1 Data collection and annotation
	2.2 Data splitting
	2.3 Data pre-processing
	2.4 The YOLOv7 model
	2.5 Training and fine-tuning of the model
	2.6 Guided dissection line algorithm
	2.7 Model testing and evaluation

	3 Results
	3.1 Performance of anatomical landmark detection
	3.2 Performance of the guided dissection line
	3.3 Real-time application in the operating room

	4 Discussion
	5 Conclusions
	Data availability statement
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgments
	References


