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Abstract
How the language processing system handles formulaic language such as idioms is a matter of 
debate. We investigated the activation of constituent meanings by means of predictive processing 
in an eye-tracking experiment and in two ERP experiments (auditory and visual). In the eye-
tracking experiment, German-speaking participants listened to idioms in which the final word 
was excised (Hannes let the cat out of the . . .). Well before the offset of these idiom fragments, 
participants fixated on the correct idiom completion (bag) more often than on unrelated 
distractors (stomach). Moreover, there was an early fixation bias towards semantic associates 
(basket) of the correct completion, which ended shortly after the offset of the fragment. In the 
ERP experiments, sentences (spoken or written) either contained complete idioms, or the final 
word of the idiom was replaced with a semantic associate or with an unrelated word. Across both 
modalities, ERPs reflected facilitated processing of correct completions across several regions of 
interest (ROIs) and time windows. Facilitation of semantic associates was only reliably evident in 
early components for auditory idiom processing. The ERP findings for spoken idioms compliment 
the eye-tracking data by pointing to early decompositional processing of idioms. It seems that 
in spoken idiom processing, holistic representations do not solely determine lexical processing.
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1 Introduction

There is an open debate in psycholinguistic research on whether and how formulaic sequences or 
multi-word expressions, as for example in collocations (black coffee), phrasal verbs (dig into some-
thing), or idioms (kick the bucket), are stored in the mental lexicon (for a review, see Conklin & 
Schmitt, 2012). In some accounts, the linguistic system is assumed to store formulaic sequences as 
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larger units and to process them holistically (e.g., Jackendoff, 2002; Swinney & Cutler, 1979; Wray, 
2005). According to this account, formulaic sequences have their own lexical entry comparable to 
“long words.” More recently, other accounts emphasize the internal syntactic and semantic structure 
of these multi-word expressions (e.g., Kyriacou, Conklin, & Thompson, 2020; Mancuso et al., 2020; 
Marantz, 2005; Snider & Arnon, 2012; Sprenger, Levelt, & Kempen, 2006; Tremblay & Baayen, 
2010). While parsers are indeed sensitive to phrase frequencies, they access representations of all 
individual constituents in a phrase simultaneously (Arnon & Christiansen, 2017). According to 
these accounts, single constituents within multi-word units can be accessed separately.

In order to capture the hybrid nature of multi-word sequences, accounts of idiom processing 
have been proposed in which the structural properties of an idiom are preserved, while its meaning 
and form are also stored holistically. For example, the Configuration Hypothesis by Cacciari and 
Tabossi (1988) assumes that idioms are processed like novel, literal language, but only until the 
parser recognizes a phrase as an idiom. After this “idiom key,” the parser directly retrieves the 
idiom configuration and associated meaning from the mental lexicon. According to a multideter-
mined view of idiom processing, factors such as familiarity or literal plausibility in addition to 
predictability determine the time point of recognition (Libben & Titone, 2008; Titone et al., 2019). 
Thus it is not surprising that in highly predictable idioms the recognition of the phrase can occur 
prior to the final word (Cacciari & Corradini, 2015). The Superlemma Hypothesis for speech pro-
duction states that single word meanings within idiomatic expressions are necessarily activated 
(Sprenger et al., 2006). According to this view, idioms are accessible as both individual words 
(simple lemmas) and lexical units (superlemmas). In the present study, we investigated the neuro-
cognitive reality of the representation of formulaic language in the mental lexicon by tracing the 
temporal dynamics of online activation of idiom constituent meaning.

The assumption of holistic processing is typically backed up by empirical evidence of greater 
processing ease for formulaic than for comparable non-formulaic language (e.g., Conklin & 
Schmitt, 2008; Gibbs, 1980; Siyanova-Chanturia, Conklin, & Schmitt, 2011; Strandburg et al., 
1993; Swinney & Cutler, 1979; Tabossi, Fanari, & Wolf, 2009; Tremblay et al., 2011; Underwood, 
Schmitt, & Galpin, 2004). Several studies have found, for example, that participants read fixed 
multi-word expressions faster than novel phrases (e.g., Conklin & Schmitt, 2008; Tremblay et al., 
2011), and that they fixate on words in idioms less extensively than on words in control sentences 
(Siyanova-Chanturia et al., 2011; Underwood et al., 2004). Based on holistic processing accounts, 
it has been argued that formulaic sequences are retrieved faster from the semantic memory than 
novel controls because there is no need for the parser to access single word meanings.

However, processing advantages might not originate exclusively from a purely holistic repre-
sentation of formulaic phrases. They might also emerge from phrase frequency, predictive mecha-
nisms for frequently co-occurring constituents, or phrase familiarity (e.g., Carrol & Conklin, 
2020). For example, Canal et al. (2010) propose that predictive mechanisms within idioms are 
based on the knowledge of their specific lexical form in the mental lexicon and these predictive 
mechanisms might differ qualitatively from predictions within literal, non-formulaic expressions. 
Arguably, more direct evidence for holistic representations would show that the linguistic system 
does not process single words and their meanings separately, but receives multi-word expressions 
unanalyzed from the mental lexicon (see the discussion in, e.g., Siyanova-Chanturia, 2015).

Idioms are well suited for investigating holistic processing versus decomposition into single 
constituents of formulaic expressions. In many idioms, the figurative meaning cannot be inferred 
from the compositional meaning of the constituent words. For example, the figurative meaning of 
to let the cat out of the bag (to reveal a secret unintentionally) is not derived from the meaning of 
the single noun constituents (bag and cat) or from their combination with the verb (to let). 
Therefore, evidence that such multi-word idioms are obligatorily decomposed into their single 
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constituents would strongly speak against a model assuming solely holistic processing of idioms 
not allowing access to single words. One way to test whether single constituents within idioms are 
processed individually is to measure the activation of semantic associates (basket) of these con-
stituents (bag). Because, in general, activation of a word in the mental lexicon will spread to 
semantically related words (Collins & Loftus, 1975), activation of semantic associates within idi-
oms would indicate that the parser processes individual constituents.

Following the approach of spreading semantic activation, priming and word production studies 
have indeed shown that parsers have single word meanings available quickly during idiom pro-
cessing (e.g., Beck & Weber, 2016; Smolka, Rabanus, & Rösler, 2007; Sprenger et al., 2006; van 
Ginkel & Dijkstra, 2019). In these studies, participants typically first read idioms (Rabanus et al., 
2008; Smolka et al., 2007; van Ginkel & Dijkstra, 2019) or listened to idioms (Beck & Weber, 
2016), such as to pull someone’s leg (meaning “to spoof someone”), and subsequently performed 
a lexical decision task on immediately following written target words. Across these studies, partici-
pants responded faster to targets that were semantically related to the literal meaning of a constitu-
ent word (e.g., walk) compared to unrelated targets. In two experiments conducted by Sprenger and 
colleagues (2006, Experiment 2 and Experiment 3), participants read idiom fragments (e.g., Jan 
liep tegen de [lamp], literally translated: Jan walked against the [lamp], meaning “to get caught” 
in Dutch) and were asked to complete the idiom by speaking aloud the final, missing noun (e.g., 
lamp). Both experiments tested whether participants have semantic associates of idiom-final words 
(e.g., candle) available while they prepare their responses. In Experiment 2, participants received 
a spoken prime while they prepared their response. Semantic associates facilitated participants’ 
responses compared to unrelated primes. In Experiment 3, participants were prompted to produce 
the idiom-final word when a question mark appeared on the screen. However, when another word 
appeared on the screen instead of the question mark, they had to switch the task and produce that 
word. In this production task, participants responded faster to semantic associates of the idiom-
final constituent compared to unrelated probes.

Evidence for spreading semantic activation originating from single idiom constituents was also 
found in an eye-tracking study by Holsinger (2013). Participants listened to idiomatic phrases (hit 
the hay) while they saw four printed words on the screen, including an associate of a constituent 
word (barn). Fixations showed that participants considered the semantic associate more often than 
they considered unrelated distractors. Together, priming and eye-tracking results are in line with 
accounts assuming that the parser has idiom internal structures available (e.g., Marantz, 2005; 
Snider & Arnon, 2012; Sprenger et al., 2006; Tremblay & Baayen, 2010).

In contrast to priming and eye-tracking work, data from an event-related potentials (ERP) study 
found no apparent involvement of single word meanings during idiom processing (Rommers, 
Dijkstra, & Bastiaansen, 2013). In this experiment participants read highly predictable Dutch idi-
oms (e.g., literally translated to walk against the lamp). In a related condition, a semantic associate 
replaced the idiom’s final noun (candle), and in an unrelated condition, an unrelated word replaced 
the final noun (fish). Semantic associates of idiom-final nouns did not elicit different ERPs than 
completely unrelated words did (see Experiment 2, for further discussion of the specific ERP 
effects elicited in this study). Rommers and colleagues argued that participants did not form seman-
tic predictions of idiom-final constituents. Results rather indicated holistic processing of idioms, as 
would be suggested by representational accounts viewing idioms as “large words” (Jackendoff, 
2002) or “lexical items” (Swinney & Cutler, 1979), which are processed as a whole.

Design-related differences (such as modality, paradigm, and idiom characteristics) in previous 
studies might account for the mixed results regarding the processing of idiom constituents. For 
example, the modality in which idioms were presented differed between experiments and this 
comes with different amounts of linguistic information available to participants at any given point 
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in time. While connected spoken language makes single words only sequentially available (as they 
are unfolding over time), written language makes complete words or phrases available at once. 
Using spoken idioms combined with written probes, Beck and Weber (2016) and Holsinger (2013) 
found semantic activation of single idiom constituents. Other studies presented idioms and probes 
visually, either phrase-wise (Sprenger et al., 2006, Experiment 3) or word-by-word (Rabanus et al., 
2008; Rommers et al., 2013; Smolka et al., 2007). The experiments by Sprenger et al. (2006, 
Experiments 2 and 3) using phrase-wise presentation, where the whole idiom fragment was avail-
able at once, revealed semantic activation of the idiom constituent. Results were mixed for experi-
ments using word-by-word presentation in a rapid serial sequence (Rabanus et al., 2008; Rommers 
et al., 2013; Smolka et al., 2007). Clearly, the time course of word recognition and semantic activa-
tion might differ depending on the amount of linguistic information available at a certain point in 
time (e.g., Anderson & Holcomb, 1995; Van Petten et al., 1999) and this might play a role in pro-
cessing differences found across different studies.

Different experimental paradigms could also relate to different results. In most studies that sup-
port decomposition of idioms (Beck & Weber, 2016; Holsinger, 2013; Rabanus et al., 2008; Smolka 
et al., 2007), activation of semantically related words might have resulted from bottom-up spread-
ing activation, due to the critical idiom constituent being actually presented. For example, the eye-
tracking study by Holsinger (2013) reported biased eye movements towards semantic associates 
(barn) shortly after the participants heard the critical idiom constituent (hay) as part of the idiom. 
Similarly, the critical constituent was part of the primes in priming studies showing semantic acti-
vation (Rabanus et al., 2008; Smolka et al., 2007; van Ginkel & Dijkstra, 2019). In these studies, 
the critical idiom constituent might have briefly activated semantic associates in a bottom-up fash-
ion without the idiom representation being involved. In contrast, participants were not presented 
with the critical idiom constituent (lamp) in the ERP study by Rommers et al. (2013), which did not 
find evidence for activation of semantic associates (candle). According to the authors of the latter 
study, the prediction of the correct idiom-final word might not be sufficient to activate single word 
meanings within idioms and, thus, no processing benefit for semantically related words was found. 
However, while critical idiom constituents were also not presented in the production study by 
Sprenger et al. (2006, Experiments 2 and 3), these authors did find that facilitation of semantically 
related words was induced merely by planning to produce the idiom-final constituent.

Finally, experiments differed in terms of idiom characteristics such as predictability. Depending 
on the amount of given linguistic constraints, individual idioms can be recognized prior to their last 
constituent (Libben & Titone, 2008). Earlier versus later activation of the idiomatic form might 
result in higher versus lower predictability of the idiom-final word (Canal et al., 2010). According 
to the Configuration Hypothesis (Cacciari & Tabossi, 1988), predictability might affect the activa-
tion of literal constituent meanings. Since in highly predictable idioms the idiom key should be 
well before the final constituent, literal activation of the latter would be less likely. Nevertheless, 
Rabanus et al. (2008), Rommers et al. (2013), Smolka et al. (2007), and Sprenger et al. (2006) 
measured lexical activation of highly predicted, idiom-final constituents and came to different 
conclusions. Taken together, different idioms used across different studies render comparisons of 
results obtained with different paradigms and presentation modalities difficult.

In the present study, we targeted the previously obtained inconsistencies regarding literal mean-
ing activation of single idiom constituents. To this end, (a) we varied presentation modality by 
presenting idioms and probes cross-modally (Experiment 1), auditorily (Experiment 2), and visu-
ally (Experiment 3), (b) we focused on top-down prediction mechanisms, for example by not pre-
senting the critical constituent in the input in order to discourage pure bottom-up spreading of 
semantic information (Experiments 2 and 3), and (c) we kept the idiom characteristics constant by 
using the same highly predictable idioms across experiments. Furthermore, we employed different 
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implicit methods by relying on eye-tracking (Experiment 1) and ERPs (Experiments 2 and 3) 
measures. Implicit online measures might be more sensitive in detecting spreading semantic acti-
vation (Heil, Rolke, & Pecchinenda, 2004).

2 Experiment 1

In Experiment 1, we addressed the question of semantic activation of idiom constituent meanings 
through predictive processing by conducting an eye-tracking study. We exploited the tendency of 
gaze behavior (e.g., time course and amount of fixations) to be biased towards implicit linguistic 
aspects of displayed words (for a review, see Huettig, Rommers, & Meyer, 2011). Fixation biases 
include semantic associates of target words as reflected, for example, in more fixations towards the 
printed word shark while the word turtle is mentioned (Huettig & McQueen, 2011). These results 
imply that eye movements are a powerful tool to investigate bottom-up spreading semantic activa-
tion exerted by spoken input.

In the eye-tracking study on idiom processing by Holsinger (2013), participants’ eye move-
ments were attracted by semantic associates of idiom constituents while they listened to the idiom 
containing the respective constituent. For example, while listening to hay in hit the hay, partici-
pants fixated the printed word BARN more often than unrelated control words. That is, the design 
of this former study does not allow disentangling rapid bottom-up semantic spread exerted by the 
presentation of the single word and decomposition of the idiom during processing. In order to 
study the latter, we have to rely on a paradigm that does not present the critical idiom constituent 
in the input.

In order to avoid presentation of the critical idiom constituent, we exploited predictive process-
ing in online comprehension. Numerous eye-tracking studies have shown that participants use 
sentence contexts to predict upcoming words and their semantic properties (Altmann & Kamide, 
1999, 2007; Kamide, Altmann, & Haywood, 2003). For instance, when participants listened to a 
sentence such as the boy will eat the cake, they fixated on the picture of a cake in a visual scene at 
the offset of the verb eat (Altmann & Kamide, 1999). That is, eye fixations reflect predictions built 
during online processing before the critical word can exert bottom-up semantic spread. Therefore, 
prediction of semantic features for idiom constituents that are not part of the input can indicate 
decomposable memory traces for idioms.

In order to investigate prediction within idioms, we measured predictive fixations to dis-
played words before the full idiom has been heard and processed. In Experiment 1, we used 
highly predictive German idiomatic phrases. Participants listened to incomplete idioms, miss-
ing the final critical word, without any biasing context (e.g., Hannes ließ die Katze aus dem 
. . ., “Hannes let the cat out of the . . .”). Visual displays included four printed words: the cor-
rect idiomatic completion (SACK, “BAG”), a semantic associate of the correct completion 
(KORB, “BASKET”), and two unrelated distractors, with a semantic relation to each other 
(ARM, “ARM” and BAUCH, “STOMACH”). Participants had to choose which of the displayed 
words was the correct completion of the idiomatic phrase. In order to fixate the correct item, 
participants had to anticipate the complete idiom. This should result in fixations of the correct 
completions. Fixation biases to correct completion will be informative about idiom recognition. 
If semantic associates of single idiom constituents are available for predictive processing, this 
would be indicated in fixations to semantic associates of the correct completion as soon as the 
idiom is recognized. This would support word-by-word predictions based on decomposable 
memory traces for idioms. If semantic associates of single idiom constituents do not attract 
more fixations than unrelated distractors, this would speak for holistic idiom representations, 
not allowing a word-by-word analysis.
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2.1 Methods

2.1.1 Participants. Thirty-one adults (mean age = 20.97, range = 18–30, 22 female, 9 male) par-
ticipated in the experiment. Participants were recruited at the University of Tübingen and 
received subject credits as compensation. Prior to the experiment, participants gave written 
informed consent. All participants were native, monolingual speakers of German. Participants 
had no hearing impairments and normal or corrected-to-normal vision. Experiment 1 was 
approved by the Ethical Committee for Psychological Research at the University of Tübingen 
(reference number: 2016/1027/22).

2.1.2 Stimuli and design. We selected 20 well-known German idioms (see Appendix).1 The idioms 
were embedded in sentences with a comparable structure (see Table 1): (a) a person carrying out 
the action of the sentence, (b) a sentence body that originated from a German idiom, and (c) the 
final target word of the idiom (which was not presented auditorily in Experiment 1). All idiomatic 
sentences were spoken in their complete form by a native speaker of German and digitally 
recorded. For Experiment 1, we removed the final target word from the recording. Participants 
heard each idiomatic sentence fragment once, while seeing four visual words on a computer 
screen. The four words represented one of these four types: (1) Correct Completion: correct com-
pletion of the idiomatic phrase, (2) Related Distractor: semantic associate of the correct comple-
tion, and (3&4) Distractors Unrelated 1 and Unrelated 2: semantically unrelated to the correct 
completion. Unrelated 1 and Unrelated 2 words were matched word pairs from Correct Comple-
tions and Related Distractors used with other sentence fragments in the experiment (avoiding 
phonological overlap). All words on the screen had the same grammatical gender fitting the pre-
ceding sentence context.

We ensured semantic relatedness between correct and related words by comparing pairwise 
semantic spaces using the R package LSAfun (Günther, Dudschig, & Kaup, 2015) and testing 
these similarity values with a Wilcoxon signed rank test. On average, semantic similarity 
between correct-related word pairs was significantly higher than between correct-unrelated1 
(Z = 189, p < .001) and correct-unrelated2 (Z = 185, p = .002) word pairs. Semantic similar-
ity between correct-unrelated1 and correct-unrelated2 word pairs did not differ (Z = 75, p = 
.28). Furthermore, semantic similarity between correct-related word pairs was significantly 
higher than between related-unrelated1 (Z = 180, p = .004) and related-unrelated2 (Z = 182, 
p = .003) word pairs.

Displayed words were presented in white font (Arial, font size 28) on a gray background. The 
position of the displayed words was counterbalanced across items and participants. The order of 
the trials was randomized.

2.1.3 Procedure. Participants completed the experiment in a single session. For the experimental 
task, participants received both written and oral instructions. Prior to the experimental task, each 
participant received a 5-point grid for calibration and a practice block consisting of five trials.

Table 1. German Example Sentence for Types 1–4 with English Equivalent.

(a) Person (b) Sentence body (c) Target words

 (1) Correct (2) Related (3) Unrelated 1 (4) Unrelated 2

Hannes ließ die Katze aus dem Sack Korb Bauch Arm
Hannes let the cat out of the bag basket stomach arm
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An exemplary trial scheme is displayed in Figure 1. Each trial began with a 1500 ms inter-trial 
interval followed by a 500 ms presentation of a fixation cross. Then the visual display of the set of 
four words appeared on the screen and remained until the end of the trial. The presentation of the 
audio stimuli started after a total of 2150 ms and was presented via headphones. After they heard 
the auditory stimuli, the task of the participants was to decide for each item which of the visually 
presented words was the best completion for the idiom by saying their choice out loud.2 The exper-
imenter noted the participants’ responses. Participants were instructed to press a button after their 
oral response in order to continue on to the next trial.

We recorded fixations using a portable Tobii eye-tracker with a sampling size of 60 Hz. In total, 
the eye-tracking experiment took around 20 minutes including instructions, calibration and the 
experimental task, which took around 10 minutes.

2.2 Results

For the analysis, we divided the screen into four areas of interest. The analysis time window was 
aligned to the offset of each audio stimulus (offset = 0 ms). For the statistical analysis, we only 
included items responded to correctly, that is, in which the participants completed the sentence 
aloud with the correct final word of the idiom (these were 98.87% of all trials). Figure 2 (Panel A) 
shows fixations proportions towards correct, related, and aggregated unrelated words as fixation 
proportions from 800 ms before to 1000 ms after the offset of the spoken stimuli. Running t-tests 
comparing fixations towards correct completions and unrelated distractors at succeeding measure-
ment points (every 16.67 ms) showed that participants’ fixations were biased towards the correct 
idiomatic completion 464 ms prior to the offset of the audio stimuli (p < .01). This can be inter-
preted as the recognition point of the idiom. To compare the amount and time course of fixations 
towards related and unrelated distractors, we conducted a growth curve analysis (GCA) with 
orthogonal polynomials (Mirman, Dixon, & Magnuson, 2008). As the starting point of the GCA 
time window, we chose the start of observable anticipation (464 ms prior to the offset) for a dura-
tion of 1200 ms.

Fixation proportions were modeled with third-order orthogonal polynomials, because visual 
inspection of the time course bent at two points. To test the effect of Distractor Type (related vs. 
unrelated), we compared models using the –2LL deviance statistic. Including the effect of 
Distractor Type significantly improved the model fit (χ2 = 42.98, p < .0001). Estimated parameter 
terms of distractor type are summarized in Table 2. The intercept term reflects the average magni-
tude of the curve. Thus, the significant effect on the intercept term indicates that participants fix-
ated more on related than on unrelated distractors across the complete time window. The linear 
term is comparable to the overall slope of the curve. In this case, the significant effect on the linear 

Figure 1. Example with times indicating the duration of the respective displays.



Kessler et al. 601

term implies variation across time with larger differences between the distractor types at the begin-
ning of the time window. The quadratic term reflects symmetric inflection of the curve around the 
center meaning. Thus, the curve of the related distractor is shallower than the curve of the unrelated 
distractor, and towards the end of the time window the proportions of looks to related and unrelated 
distractors converge. The cubic term reflects inflections of the curve at the ends of the analysis time 
window. We found no significant effect on this term.

2.3 Discussion

The predictive eye movements recorded in an eye-tracking paradigm in Experiment 1 were in line 
with previous priming and eye-tracking research (Beck & Weber, 2016; Holsinger, 2013; Smolka 
et al., 2007; Sprenger et al., 2006) in showing that single word meanings are available in online 
processing of idioms. In Experiment 1, participants looked more often at distractor words that were 
related to the idiom’s final word than at unrelated distractor words. Moreover, this fixation bias 
emerged anticipatorily, meaning well before the point in time at which the idiom’s final word 
would have become evident in the speech signal. In fact, participants started to anticipate — that 
is, look at — correct idiomatic completions around 460 ms prior to the offset of the phrase frag-
ment. Because programming of saccades after onset of the critical word typically takes around 200 

Figure 2. Panel (A) Fixation percentage for correct completions (black), related distractors (green) and 
mean of unrelated distractors (red); black vertical line = offset of spoken stimuli (0 ms); blue vertical, 
dashed line = start of the anticipation (-464 ms); gray background = time window for GCA. Panel (B) 
Fixation percentage for semantically related and unrelated distractors (points = mean; error bars = 
standard error) with fit of the growth curve model (line).

Table 2. Parameter Estimates for the Model including Distractor Type (Related vs. Unrelated).

Term Estimate Standard Error t p <

Intercept −0.0080 0.0031 −2.6224 .012
Linear 0.0655 0.0298 2.1950 .029
Quadratic −0.0249 0.0049 −5.0924 .001
Cubic −0.0066 0.0049 −1.3428 .180
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ms (Saslow, 1967), we can assume that recognition of the idiom occurred even before 460 ms. 
Simultaneously with the increase in fixations on correct idiomatic completions, the fixation bias 
for semantic associations emerged. The fixation bias towards semantic associates diminished over 
time and ended 400 ms after the offset of the phrase fragment. In sum, our eye-tracking data sug-
gest rapid prediction of upcoming idiom completions revealing that listeners represented these 
ordered strings in their mental lexicon. In addition, predictive eye movements to semantic associ-
ates of idiom completions demonstrate that listeners not only pre-activate and predict words within 
idioms in a holistic fashion, but they also appear to pre-activate single constituents together with 
their respective meanings.

For some of the used idiom fragments, the related distractor provided a literally plausible inter-
pretation which might have compromised the fixation towards this distractor. In a post-hoc visual 
inspection, we plotted fixation data for items that allow a literal interpretation of the related com-
pletion (Sarah band sich einen Klotz ans Knie., literally translated: Sarah tied herself a chunk to 
her knee.) and implausible, related completions (Hannah schlug sich die Zeit um die Augen., liter-
ally translated: Hannah hit herself the time around the eyes.) separately. We did not observe 
decreased semantic activation for literally implausible, related completions supporting the inter-
pretation of pre-activation of idiom constituents together with their semantic features. This com-
plements the results from a visual world experiment using literal, novel phrases that show 
anticipatory fixations towards predicted words and semantic competitors, although the latter were 
implausible completions of the phrase (Ito & Husband, 2017).

The relatively long preview window that we implemented in the present experiment might have 
biased participants towards predictive processing. For example, Ferreira, Foucart, and Engelhardt 
(2013), suggested that preview time is associated with the strength of expectations participants 
form. Accordingly, longer preview of words or objects on the display is associated with stronger 
expectations participants form with regard to which word on the display is likely to be referred to. 
In this case, we would expect participants of Experiment 1 to build up stronger expectations for the 
correct idiom completion as part of the conventionalized phrase, and therefore weaken any ten-
dency to look at related words. As a result of these stronger expectations, we might have overesti-
mated the timing of the anticipation onset.

Another aspect of the eye-tracking design in Experiment 1 potentially limits its straightforward 
interpretation: the visually presented probes might have induced spreading semantic activation in 
a bottom-up fashion. Although we did not present a spoken version of the idiom-final constituent, 
a written version of it was available on the visual display, simultaneously with a written version of 
its semantic associate. Thus, fast fixations towards the correct idiomatic completion might have 
induced fast visual word processing and spreading semantic activation, which might have rapidly 
biased fixations towards the semantic associate. However, similar onsets of the fixation biases 
towards correct completions, on the one hand, and semantic associates, on the other hand, some-
what restrict an interpretation in terms of spreading activation exerted by the visual versions of the 
correct completions, because this mechanism might need some extra processing time (i.e., visual 
word recognition of the correct completion, spreading activation, and elicitation of eye movements 
towards its semantic associate). Nevertheless, similar to results of other studies (Beck & Weber, 
2016; Holsinger, 2013; Smolka et al., 2007), the present eye-tracking data might overestimate 
decomposition because an instance of the critical constituent was visually included in each trial. In 
Experiment 2 and Experiment 3, we attempted to further rule out this alternative interpretation by 
avoiding any presentation of the critical idiom constituent for which we attempt to measure predic-
tion effects in ERP experiments.
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3 Experiment 2

In the following two experiments, we exploited semantic expectancy in spoken (Experiment 2) and 
written (Experiment 3) idioms in an ERP paradigm comparable to that of Rommers et al. (2013). 
As in the former study, we focused on N400 effects. Typically, reduction of the N400 ERP compo-
nent is related to facilitated semantic processing, including semantic expectancy mechanisms (e.g., 
Federmeier & Kutas, 1999; Kutas & Federmeier, 2011; Laszlo & Federmeier, 2009). The N400 is 
a centro-posterior negative-going ERP component peaking around 400 ms after word onset. In 
N400 experiments, semantic expectations are usually determined via the cloze probability of a 
critical word within a given context. This measure reflects how often participants complete a 
phrase or sentence with a specific word. The N400 amplitude inversely correlates with this index: 
the higher the cloze probability of a word, the smaller the N400 amplitude it elicits (Kutas & 
Hillyard, 1984). Respective predictive mechanisms are so strong that even the processing of an 
unexpected word (with a low cloze probability) might reduce N400 amplitude if it shares semantic 
features with the expected stimulus (e.g., Federmeier & Kutas, 1999; Federmeier et al., 2002).

Evidence for the sensitivity of the N400 to the prediction of semantic features originally came 
from Federmeier and Kutas (1999), who presented participants with written versions of highly pre-
dictive sentences, such as “They wanted to make the hotel look more like a tropical resort. So along 
the driveway, they planted rows of . . .” Sentences ended with either a highly expected word (palms), 
an unexpected word from the same semantic category (pines) or an unexpected word from a differ-
ent semantic category (tulips). In this experiment, the N400 amplitude for unexpected words from 
both categories clearly differed from the N400 amplitude for expected words. Moreover, N400 
amplitudes were graded: words from the same semantic category as the expected word elicited a 
significantly smaller N400 amplitude than words from a different semantic category. Therefore, the 
N400 effect shows that semantic features of expected words are co-activated during online compre-
hension and words sharing these features benefit from predictive processing.

In the context of written idioms, Rommers et al. (2013) did not replicate the N400 prediction 
effect for semantic associates of final words. Participants read Dutch idioms embedded in figura-
tively biasing contexts (After many transactions the careless scammer eventually walked against 
the lamp yesterday.) in which the final word of the embedded idiom was either correct (lamp), not 
expected but from the same semantic category as the correct completion (candle), or not expected 
and from a different semantic category (fish). An N400 reduction for correct idiom-final words was 
found. This effect emerged with the typical topography (posterior) and within the typical time 
window of the N400 (300–400 ms). Yet semantic associates of correct idiom completions did not 
elicit an N400 reduction. That is, ERPs did not indicate facilitated processing of semantic associ-
ates of single idiom constituents. In addition to the N400 effect, Rommers et al. (2013) found a 
reduced late positivity ranging between 500 and 800 ms for correct idiom completions compared 
to related and unrelated completions. Again, the related and the unrelated condition did not differ. 
Rommers and colleagues interpreted this positivity as an instance of the P600 component reflect-
ing a violation of the idiom representation as a linguistic unit.

In Experiment 2 and Experiment 3, we adopted the semantic expectancy ERP paradigm by 
Rommers et al. (2013) to preclude possible bottom-up spreading semantic activation (as in the eye-
tracking paradigm in Experiment 1). In Experiment 2, we examined spoken versions of idioms in 
a unimodal design in order to be able to relate the results to previous cross-modal designs with 
spoken idioms that found activation of semantic associates of idiom constituents (eye-tracking 
paradigm in Experiment 1, Beck & Weber, 2016; Holsinger, 2013). In the literature, results for the 
semantic N400 effect in sentences is fairly comparable for visual and auditory processing (Connolly 
et al., 1992; Federmeier et al., 2002; Hagoort & Brown, 2000). This includes semantic expectancy 
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effects (Federmeier et al., 2002). Only the onset of N400 might differ, in that it starts earlier for 
auditory than for visual processing. It is still a matter of debate whether this early onset is function-
ally different from the N400 or not (Connolly & Phillips, 1994; Diaz & Swaab, 2007; Nieuwland, 
2019; Van Den Brink, Brown, & Hagoort, 2001).

We again presented German idioms in short sentences without further context, including the 
ones we used in our eye-tracking study (Experiment 1) as well as additional items. Participants 
listened to highly predictive idiomatic phrase onsets (e.g., Hannes ließ die Katze aus dem . . ., 
“Hannes let the cat out of the . . .”). Phrase onsets were completed either (1) with the expected and 
correct final idiom word (Sack, “bag”), (2) with an unexpected but semantically related completion 
(Korb, “basket”), or (3&4) with an unexpected and semantically unrelated completion (Arm, 
“arm”; Bauch, “stomach”). If processing is solely holistic, the words in related and unrelated con-
ditions should show comparable ERP amplitudes, as was shown by Rommers et al. (2013). Such a 
finding would suggest that fixations towards semantic associates of correct completions in 
Experiment 1 were merely an epiphenomenon of bottom-up spreading activation exerted by the 
visual probe being presented together with the correct completion within the same display. If literal 
meanings of expected words are accessed, the processing of semantically related words should 
benefit more from this expectation when compared to unrelated words. This would yield graded 
ERP amplitudes for related and unrelated completions.

3.1 Methods

3.1.1 Participants. Forty-two healthy participants volunteered for Experiment 2. None of the par-
ticipants had taken part in Experiment 1. We excluded the data of one bilingual participant and of 
one participant for whom we had technical problems with the ERP recording. Participants whose 
data were included in the analysis (N = 40, mean age = 22.9 years, range = 18–32, 20 female and 
20 male) were right-handed as assessed by the Edinburgh Handedness Questionnaire (Oldfield, 
1971), monolingual native speakers of German, and had no history of a neurological, psychiatric, 
or hearing disorder. As compensation, subjects were paid for the experiment or provided with sub-
ject credits. Experiment 2 was approved by the Ethical Committee of the German Psychological 
Society (reference number: RK 112015).

3.1.2 Stimuli. In order to arrive at a sufficient number of trials for an ERP study, we extended the 
experimental materials from Experiment 1 from 20 to 40 phrases using the same criteria of famili-
arity and predictability (see Appendix). Linguistic stimuli resulted from the combination of the 
sentence body with the four sentence final target words in four conditions with a combination logic 
following that of Experiment 1 (see Table 1). The conditions were the following: (1) Correct Con-
dition: the target word was the correct completion of the idiomatic phrase, (2) Related Condition: 
the target word was semantically related to the correct completion, and (3&4) Conditions Unre-
lated 1 and Unrelated 2: the target word was semantically unrelated to the correct completion. 
Unrelated 1 and Unrelated 2 words were matched word pairs from Correct and Related Conditions 
used with other sentence bodies in the experiment (no phonological or semantic overlap). Each 
sentence body was repeated four times, once in all four conditions. This resulted in 160 different 
combinations of sentence bodies and target words. The same native speaker of German as in 
Experiment 1 spoke all linguistic stimuli. The linguistic stimuli that were repeated across condi-
tions (sentence body and final words) were realized as the same recordings.

We conducted rating studies to determine some characteristics of the materials essential for ERP 
research. In a cloze probability task, 17 participants read the 40 sentence bodies and filled in the 
word that they considered to be the most likely completion. The mean cloze probability of the cor-
rect idiom-final word was 93.82% (SD = 9.69).
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Furthermore, we controlled for the semantic relatedness between critical words by means of a 
second rating study. Fifteen participants received lists of word pairings of the target words and 
judged their relatedness on a scale from 1 to 7. The association strength between words presented 
as critical words in the Correct Condition (i.e., between the correct idiom completion) and words 
presented in the Related Condition (see Table 1) was significantly higher than the association 
strength of critical words presented in the Correct Condition and both Unrelated Conditions 
(Wilcoxon signed rank test: Unrelated 1 Z = 120, p < .001; Unrelated 2 Z = 120, p < .001). The 
association strength between critical words presented in the Correct Conditions and those pre-
sented in both Unrelated Conditions did not differ (Z = 78, p = .32).

3.1.3 Procedure. Participants completed the experimental task in a single session. After signing an 
informed consent form, participants sat in a comfortable chair facing a computer screen in a dimly lit 
room. During the experimental task, they were instructed to sit still and avoid eye movements includ-
ing blinking. Later, participants took part in a calibration task at the beginning and the end of the 
session. In this task, eye movements were systematically evoked for offline ocular correction. Before 
the experimental task, participants received both written and oral instructions. The participants 
received a practice block consisting of eight trials to ensure that they were familiar with the procedure 
and the task.

For each experimental trial, a sentence was presented auditorily via loudspeakers on both sides 
of the computer screen. During the presentation of the sentences, participants viewed a fixation 
cross at the center of the screen. After the auditory presentation, the task of the participants was to 
decide for each sentence whether it was a correct idiomatic phrase or not by pressing buttons with 
the index fingers of the right or the left hand.3 The side for yes- and no-buttons was counterbal-
anced across participants. The response type was a delayed response; 1200 ms after onset of the 
target stimulus a question mark appeared at the center of the screen to signal the start of the response 
window for the participants. If they responded before the start of the response window, participants 
were given feedback (too fast). The interval between succeeding trials was 1500 ms.

The experiment consisted of eight blocks of 20 trials, 160 trials in total, with five trials in each 
condition in each block. The order of trials was pseudorandomized in such a way that the same 
sentence body or target word never occurred in the same block. After each block, participants had 
the opportunity to take a self-timed break. The order of blocks was randomized using the Latin 
Square method. In total, the EEG experiment took around 1.5 hours including electrode applica-
tion, instruction, calibration and the experimental task; the experimental task itself took around 
15–20 minutes.

3.1.4 Electrophysiological recordings. Electrophysiological brain potentials were recorded with 46 
active electrodes (Ag/AgCl) mounted in an elastic cap (Easycap GmbH, Herrsching, Germany) 
according to the 10–20 system (see Figure 3), online referenced to the nose. The ground electrode 
was positioned at the location of the AF3. In order to record eye movements, we attached two ocu-
lar electrodes below both eyes. The raw data were sampled at 500 Hz (bandpass filter 0.01–100 Hz, 
BrainAmpStandard, Brain Products, Gilching, Germany).

3.1.5 EEG analysis. For the ERP analysis, the raw data were re-referenced offline to the average 
reference and filtered with a 0.3 Hz Low-Cut-Off filter. Using surrogate MultipleSource EyeCor-
rection (MSEC) by Berg and Scherg (1994), we removed horizontal and vertical eye movements 
as well as blinks from the continuous EEG signal. The EEG data were segmented into trials in 
epochs from 100 ms before and 1000 ms after the stimulus onset with a 100 ms pre-stimulus 
baseline subtraction. We excluded trials contaminated with artifacts and in which participants 
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responded before the onset of the response time window -1200 ms after stimulus onset. Further, 
we only included individual items that participants responded to correctly in the Correct Condi-
tion in the analysis in all conditions, because we assumed that when participants recognized the 
idiom correctly in the Correct Condition (94.31%), they had established memory traces of the 
correct idiom form. These inclusion criteria resulted in the following percentage of trials per con-
dition: Correct: 79.4%; Related: 81.3%; Unrelated 1: 78%; Unrelated 2: 78.7%. For further analy-
ses, we aggregated the conditions Unrelated 1 and Unrelated 2 into one condition Unrelated by 
averaging the mean voltages of the two conditions for each participant. Following this process, 
the final three conditions discussed in the analyses were: Correct, Related, and Unrelated.

Based on visual inspection of ERP results, we chose six regions of interest (ROIs), covering 
lateral and midline anterior and posterior sites (see Figure 3). Both lateral anterior ROIs included 
six electrode positions over both temporal cortices (left: F9, F7, FT9, FT7, FC5, T7; right: F10, F8, 
FT10, FT8, FC6, T8). The anterior midline ROI covered six fronto-central electrodes (F3, Fz, F4, 
FC1, FCz, FC2). Both lateral posterior ROIs included six temporo-parietal electrode positions 
(left: TP9, TP7, CP5, P7, PO9, O1; right: CP6, TP8, TP10, P8, PO10, O2). The posterior midline 
ROI covered six centro-parietal electrode positions (CP1, CP2, P3, Pz, P4, POz).

For statistical analysis, we conducted a 3 x 3 x 2 repeated-measures ANOVA (RM-ANOVA) 
with the within-participant factors Condition (Correct, Related, Unrelated), Hemisphere (Left, 
Central, Right), and Region (Anterior, Posterior). First, we conducted RM-ANOVAs for each 100 
ms time window. We identified three relevant time windows, which showed three-way interactions 
for Condition, Region, and Hemisphere (see Table 3): 100–200 ms, 300–500 ms, and 700–1000 
ms. Both later time windows approximately align with the effects obtained in Rommers et al. 
(2013), with the 300–500 ms time window reflecting an N400 effect, and the 700–1000 ms time 
window reflecting a late positivity. The early time window does not find a parallel in previous ERP 
work on idiom processing. We label it as “pre-N400” throughout the results section. For further 
analysis, we aggregated amplitudes across these time windows.

Figure 3. Electrode configuration used in the experiment. Anterior-Left, Anterior-Right, and Posterior-
Central ROIs are highlighted in light gray. Anterior-Central, Posterior-Left, and Posterior-Right ROIs are 
highlighted in dark gray.
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3.2 Results

Figure 4 (Panel A) depicts Grand-Average ERPs aggregated over ROIs. Visual inspection of grand-
averaged ERPs justified the selected time windows. As shown in the difference topographies 
(Figure 4, Panel B), the effect is most prominent over posterior sites. Moreover, a late positivity 
was observable over posterior sites.

RM-ANOVAs revealed significant three-way interactions for 100–200 ms, F(4, 156) = 3.04, p 
= .03, 300–500 ms, F(4, 156) = 12.62, p < .0001, and 700–1000 ms, F(4, 156) = 4.27, p = .004. 
All reported p-values are Greenhouse-Geisser or Bonferroni (for post-hoc t-tests) corrected.

3.2.1 100–200 ms time window (pre-N400). Post-hoc analyses of the three way interaction revealed 
a significant Condition effect for the Anterior-Left, Anterior-Central, Anterior-Right, and Poste-
rior-Central ROIs, all F(2, 78) ⩾ 7.18, p ⩽ .002. Over the Anterior-Left sites only, all three condi-
tions differed from each other: Correct vs. Related, t1(39) = -2.93, p < .018, Correct vs. Unrelated, 
t2(39) = -6.21, p < .001, and Related vs. Unrelated, t3(39) = -3.09, p < .018. Over the remaining 
three sites, we found differences between the Correct Condition vs. the Related Condition, all 
t2(39) ⩾ |3.71|, all p ⩽ .002, and for the Correct Condition vs. the Unrelated Condition, all t3(39) 
⩽ |1.04|, all p ⩾ .91. In sum, we found parallel effects of semantic activation and no semantic 
activation.

3.2.2 300–500 ms time window (N400). For the 300–500 ms time window, a Condition effect 
was only evident over Posterior-Central sites, F(2, 78) = 38.17, p < .0001. Bonferroni-cor-
rected post-hoc tests revealed significant differences between all three conditions: Correct vs. 
Related, t1(39) = 5.91, p < .001, Correct vs. Unrelated, t2(39) = 7.43, p < .001, and Related 
vs. Unrelated, t3(39) = 2.71, p < .03. Across Posterior-Central electrodes, amplitudes for the 
Unrelated Condition were more negative than those for the Related Condition, and amplitudes 
for the Correct Condition were most positive. Together, we found graded condition effects for 
a Posterior-Central electrode cluster typically associated with the N400.

3.2.3 700–1000 ms time window (late positivity). For the 700–1000 ms time window, we report 
those ROIs where a condition effect was significant, F(2, 78) > 8.12, p ⩽ .002. Post-hoc tests for 
these regions revealed differences of Related and Unrelated Conditions with Correct Conditions, 
but not between Related vs. Unrelated. Over Left-Anterior sites, amplitudes for the Correct Con-
dition were more positive than for the Related Condition, t1(39) = 3.94, p < .001, and the Unre-
lated Condition, t2(39) = 3.35, p < .006, but amplitudes for the Related Condition and the 
Unrelated Condition did not differ significantly,  t3(39) = -1.7, p = .294. Similarly, over Right-
Anterior sites, amplitudes for the Correct Condition were more positive than for the Related 

Table 3. RM-ANOVAs. C–Condition, R–Region, H–Hemisphere. * for significant main effects and 
interactions.

100–200 
ms

200–300 
ms

300–400 
ms

400–500 
ms

500–600 
ms

600–700 
ms

700–800 
ms

800–900 
ms

900–1000 
ms

C *  
CxR * * * * * *
CxH * * * * * * * *
CxRxH * * * * * *
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Figure 4. Grand-Averaged ERPs (A) ERP-waveforms for the ROIs Anterior-Left, Anterior-Central, 
Anterior-Right, Posterior-Left, Posterior-Central, and Posterior-Right. (B) Difference topographies for the 
time windows 100–200 ms, 300–500 ms, and 700–1000 ms.

Condition, t1(39) = 2.87, p < .020, and the Unrelated Condition, t2(39) = 3.58, p < .003, while 
amplitudes for the Related Completion and the Unrelated Condition did not differ significantly, 
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t3(39) = 0.05, p = 1. Over Posterior-Central sites, amplitudes for the Correct Condition were 
more negative than for the Related Condition, t1(39) = -5.55, p < .001, and the Unrelated Condi-
tion, t2(39) = -5.89, p < .001, but amplitudes for the Related Condition and Unrelated Condition 
did not differ significantly, t3(39) = -0.28, p = 1. In sum, late ERPs show that related and unre-
lated violations of the idiom yield comparable amplitudes of a late positivity with posterior distri-
bution (and reversed amplitudes over anterior regions).

3.3 Discussion

Using a semantic expectancy ERP paradigm in Experiment 2, we investigated processing mecha-
nisms in highly predictive spoken idiomatic phrases. In contrast to Experiment 1, the critical 
idiom constituent itself did not appear in trials in which we probed the activation of semantic 
associates of this idiom constituent. This way, we aimed to rule out potential bottom-up spread 
from sensory input, which could have biased results in the visual world eye-tracking design 
exploited in Experiment 1.

Across ERP amplitudes, there was a clear effect of expectancy of the correct idiom: both related 
and unrelated violations showed significantly higher ERP amplitudes than correct completions. 
This indicates that correct completions of an idiom were highly expected and easier to access than 
both related and unrelated substitutes. Because idioms were presented without biasing context, this 
broadly supports the notion that predictability within idioms mainly stems from the knowledge of 
the idiom form (Vespignani et al., 2010).

Using spoken idioms, N400 amplitudes reflected semantic expectancy within violation trials. 
That is, we not only obtained N400 reductions for correct completions, but also for semantic 
associates of correct completions. Since N400 reductions are interpreted in terms of facilitated 
semantic processing, including semantic expectancy mechanisms (for a review, see Kutas & 
Federmeier, 2011), it seems that the anticipation of the correct completion activated semantic 
associates, for which semantic processing was facilitated. In this sense, the N400 effect observed 
here is compatible with the eye-tracking data from Experiment 1. It appears that single constitu-
ents and their individual meanings are available when these are predicted. These results in the 
auditory modality do not replicate those obtained for visually presented idioms obtained by 
Rommers et al. (2013), and challenge the conclusions drawn by these authors, who concluded 
that the top-down prediction of idiom completions does not lead to beneficial processing of sub-
stitutes that are semantically related to idiom constituents.

The ERPs obtained in Experiment 2 mainly reflect an N400 effect followed by a late positivity. 
Recently, it has been discussed whether during the processing of idioms or other formulaic 
sequences the N400 is preceded by a P300 effect (Molinaro & Carreiras, 2010; Siyanova-Chanturia 
et al., 2017; Vespignani et al., 2010). The authors of those studies found an enhanced P300 ampli-
tude for correct and expected idiomatic forms compared to violations of those forms. They con-
cluded that the P300 reflects a template matching process. Although we cannot rule out that the 
present N400 effect might also include an instance of the P300, we hypothesize that an activation 
of semantic information as found in Experiment 2 would only be detectable in the N400 compo-
nent. We therefore conclude that the graded ERP effect between 300 and 500 ms in Experiment 2 
are indeed an instance of the semantic N400 effect.

A late positivity between 700 and 1000 ms across posterior sites was independent of semantic 
relatedness, that is, it did not show amplitude differences between related and unrelated violations. 
This effect converges with findings by Rommers et al. (2013), who interpreted this late effect as a 
violation of the idiom as a lexical item. More recently, the late positivity following the semantic 
N400 (post-N400 positivity, PNP) in prediction paradigms has been interpreted as revision of a 
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predicted sentence representation (Brothers, Swaab, & Traxler, 2015; Kuperberg & Wlotko, 2020) 
irrespective of the semantic relations between presented sentence-final words (Thornhill & Van 
Petten, 2012). Thus, in idiom processing the late positivity might also reflect that listeners revise 
the activated representation of the idiom string when hearing related or unrelated violations. 
Together with the N400 effect suggesting decomposition, the late positivity effect could be inter-
preted as evidence for a dual representation of idioms in the mental lexicon as both individual 
words and chunked items (Sprenger et al., 2006).

Similarly, early ERP effects obtained in the present study suggest that decomposition is not the 
only strategy followed by the parser. In contrast to the results from the written presentation of idioms 
by Rommers et al. (2013), we obtained ERP effects preceding the N400 in our study with spoken 
materials. This is comparable with previous findings (for a review, see Nieuwland, 2019). Already 
early on (between 100 and 200 ms), we see evidence for parallel processing. Across anterior-left 
electrodes, amplitudes for related conditions significantly differed from amplitudes for unrelated con-
ditions. Across central and anterior-right sites, amplitudes for related and unrelated conditions did not 
differ. These early ERP effects might relate to parallel pre-activation of lexical representations (e.g., 
Friedrich & Kotz, 2007). If so, the present ERP results dissociate two types of lexical idiom represen-
tations: a form and a meaning representation of the single constituents. The former is indicated by the 
mid to right-anterior ERP deflections, while the latter is indicated by the left-lateralized ERP deflec-
tion. Thus, within familiar and highly predictable idioms, final constituents including their semantic 
properties can be pre-activated before they are fully processed (Smolka & Eulitz, 2020).

In general, the results of Experiment 2 corroborate other studies presenting idioms auditorily (Beck 
& Weber, 2016; Holsinger, 2013) by showing that listeners activate idiom constituents and have seman-
tic associates of these constituents available. Possibly, the pre-N400 ERP effects and the graded N400 
effect that we found might be due to modality-related differences compared to the study by Rommers 
et al. (2013). In contrast to the written and serial presentation (word-by-word) in that study, we pre-
sented idioms and violated idioms auditorily in Experiment 2. Semantic information might be accessi-
ble earlier in spoken language processing compared to written language processing. For example, 
preceding information speeds up spoken word identification even before enough acoustic information 
has accumulated (Van Petten et al., 1999). Therefore, we conducted a third experiment in which we used 
the same task and material as in Experiment 2, but presented them in the written modality.

4 Experiment 3

In Experiment 3, we conducted a semantic expectancy ERP experiment using the same material as 
in Experiment 2, but with written instead of spoken idioms. While experiments on spoken idiom 
processing clearly point to decomposition within idioms (Experiments 1 and 2; Beck & Weber, 
2016; Holsinger, 2013), the evidence from word-by-word presentations of idioms is mixed 
(Rabanus et al., 2008; Rommers et al., 2013; Smolka et al., 2007). Therefore, we aimed to address 
the question of processing differences across modalities in Experiment 3 by using the same idio-
matic expressions and violations of these forms as in Experiment 2. If there are any prediction 
effects inherent to the idioms we used, we should not replicate results by Rommers et al. (2013).

4.1 Methods

4.1.1 Participants. Thirty adults participated in Experiment 3, of whom we had to exclude data of 
five participants, due to incorrect instructions (3), a psychiatric disorder (1), and insufficient eye 
movement correction (1). This resulted in a sample of 25 participants for statistical analysis (N = 
25, mean age = 21.4 years, range = 18–27, 18 female and 7 male). Participants were recruited at 
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the University of Tübingen and received subject credits or payment as compensation. All partici-
pants included in the analysis were native, monolingual speakers of German, right-handed as 
assessed by the Edinburgh Handedness Questionnaire (Oldfield, 1971), and had no history of a 
neurological, psychiatric, or hearing disorder and normal or corrected-to-normal vision. None of 
the participants took part in Experiments 1 or 2. Prior to the experiment, participants gave written 
informed consent.

4.1.2 Stimuli. In Experiment 3, we used the same stimuli as in Experiment 2, but these were pre-
sented visually at the center of a computer screen.

4.1.3 Procedure. The procedure was the same as in Experiment 2 except for the presentation modal-
ity of the stimuli. We used the same timing of presentation as in the EEG study by Rommers et al. 
(2013). Each trial started with a fixation cross (+) for 1500 ms. Sentences were presented word-
by-word with 300 ms presentation duration of a word and 300 ms blank screen. At 900 ms after the 
presentation of the sentence-final word, a question mark (?) appeared on the screen, resulting in a 
1200 ms delayed response after the onset of the target word. When the question mark appeared, 
participants were asked to decide whether the presented sentence was a correct idiom or not. They 
gave their answers via button press. The response hand was counterbalanced across participants.

4.1.4 Electrophysiological recordings. Same as in Experiment 2.

4.1.5 EEG analysis. As in Experiment 2, we included items that did not contain artifacts and to which 
participants responded correctly in the Correct Condition (92.8%) and after the onset of the response 
time window (1200 ms after stimulus onset). This resulted in the following percentage of included 
trials per condition for the analysis: Correct: 69.5%, Related: 72.3%, Unrelated 1: 72.4%, Unrelated 2: 
71.5%. Compared to Experiment 2, the number of trials was lower, because the EEG recordings were 
more artifactual.

Conducting RM-ANOVAs for 100 ms time window steps, we identified two relevant time win-
dows, which showed three-way interactions for Condition, Region, and Hemisphere (see Table 4): 
300–400 ms, and 500–700 ms. The first time window aligns with the early N400 time window 
found in Rommers et al. (2013). The later time window partly aligns with the time window for the 
late positivity in Rommers et al. (2013, 500–800 ms). For further analysis, we aggregated ampli-
tudes across these time windows.

4.2 Results

Figure 5 (Panel A) depicts Grand-Average ERPs aggregated over ROIs. As shown in the difference 
topographies (Figure 5, Panel B), the N400 effect is most prominent over posterior sites. 
RM-ANOVAs revealed significant three-way interactions for 300–400 ms, F(4, 96) = 5.31, p = 
.002, and 500–700 ms, F(4, 96) = 5.82, p < .001. All reported p-values are Greenhouse-Geisser or 
Bonferroni (for post-hoc t-tests) corrected.

4.2.1 300–400 ms time window (N400). Across Left sites, we found a main effect for Condition, 
F(2, 48) = 21.21, p < .001, which was due to significant amplitude differences between Correct vs. 
Related, t1(24) = -3.60, p = .004, Correct vs. Unrelated, t2(24) = -6.11, p < .001, and Related vs. 
Unrelated, t3(24) = -3.01, p = .018. Across Central sites, we also found a main effect for Condition, 
F(2, 48) = 9.93, p < .001. Post-hoc t-tests revealed amplitude differences between Correct vs. 
Related, t1(24) = 4.91, p < .001, and Correct vs. Unrelated, t2(24) = 6.02, p < .001, to be signifi-
cant. Amplitudes for the Related and Unrelated Conditions did not differ, t3(24) = 1.08, p = .869. 
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Across Right sites, we found an interaction of Condition with Region, F(2, 48) = 3.64, p = .04. For 
Right-Anterior electrodes there was no effect of Condition, F(2, 48) = 2.51, p = .11, but for Right-
Posterior electrodes the main effect for Condition was significant, F(2, 48) = 13.24, p < .001. 
Across the latter region, amplitudes between Correct vs. Related, t1(24) = -3.66, p = .004, and 
Correct vs. Unrelated, t2(24) = -4.75, p < .001, differed significantly. There was no amplitude dif-
ference between Related vs. Unrelated, t3(24) = -0.29, p = 1. Altogether, in the typical N400 time 
window and region we did not find evidence for a graded pattern of semantic expectancy.

4.2.2 500–700 ms time window (late positivity). For the 500–700 ms time window, we found a main 
effect of Condition across Left sites, F(2, 48) = 5.41, p = .008, and an interaction of Region and Condi-
tion across Central sites, F(2, 48) = 6.00, p = .006. Over Left electrodes, we found no amplitude differ-
ences between Correct vs. Related, t1(24) = -0.70, p = 1, significant amplitude differences between 
Correct vs. Unrelated, t2(24) = -3.02, p = .018, and marginally significant amplitude differences 
between Related vs. Unrelated, t3(24) = -2.53, p = .055. Across Central electrodes, there was only a 
Condition effect for Central-Anterior electrodes, F(2, 48) = 4.92, p = .02, with a significant amplitude 
difference between Correct vs. Unrelated, t2(24) = 2.65, p = .042, and no amplitude differences 
between Correct vs. Related, t1(24) = 1.92, p = .199, and Related vs. Unrelated, t3(24) = 1.44, p = 
.489. In sum, for the late effect the amplitude differences show a mixed pattern.

4.3 Discussion

In Experiment 3, we again conducted a semantic expectancy ERP experiment to investigate top-
down spreading semantic activation within idioms. In contrast to Experiment 2, where we used the 
same material in a unimodal auditory paradigm, we presented idioms as written stimuli on the 
screen to further explore potential modality-related differences in processing. Therefore, the design 
was directly comparable to that of Rommers et al. (2013), who did not find activation of semantic 
associates of final constituents within written versions of idioms.

For written idioms, we found a clear expectancy effect on the N400: amplitudes for related and 
unrelated completions differed significantly from amplitudes for correct completions. This paral-
lels findings for spoken idioms in Experiment 2. However, in contrast to Experiment 2, we did not 
find amplitude differences between related and unrelated targets in the typical semantic N400 
region. Thus, we did not find an effect of semantic expectancy here. Based on the results by 
Rommers et al. (2013) and the present Experiment 2, these results might indicate that for online 
prediction of semantic features within idioms, the modality in which the idioms are presented 
might indeed play a role.

Nevertheless, we found differences between related and unrelated targets over left-hemi-
spheric electrode leads in the N400 time window. Since there was no evidence of an N400 

Table 4. RM-ANOVAs. C–Condition, R–Region, H–Hemisphere. * for significant main effects and 
interactions.

100–200 
ms

200–300 
ms

300–400 
ms

400–500 
ms

500–600 
ms

600–700 
ms

700–800 
ms

800–900 
ms

900–1000 
ms

C * * * * * *
CxR * * * *  
CxH * * * *
CxRxH * * *  
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Figure 5. Grand-Averaged ERPs (A) ERP-waveforms for the ROIs Anterior-Left, Anterior-Central, 
Anterior-Right, Posterior-Left, Posterior-Central, and Posterior-Right. (B) Difference topographies for the 
time windows 300–400 ms and 500–700 ms.
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effect localized in this region either in Experiment 2, in the experiment by Rommers et al. 
(2013), or in the literature on the semantic N400 effect in non-idiomatic language an interpreta-
tion of this effect is difficult.

During a later time window, we did not replicate effects of a late positivity found in Experiment 
2 and by Rommers et al. (2013). This effect was previously interpreted as indexing a violation of 
the holistic idiom representation. In Experiment 3, we only found consistent differences between 
correct and unrelated words. Amplitude differences between related and unrelated completions 
were mixed. Rommers et al. (2013) interpreted the late positive ERP effect as reflecting the diffi-
culty to revise a predicted idiomatic multi-word representation. However, as we did not replicate 
such a late positive ERP effect with written idioms (Experiment 3), we are not confident about an 
interpretation at this point.

Like Rommers et al. (2013), we did not find a pre-N400 component for written idioms in an 
early time window. This suggests that the early component found in Experiment 2 was indeed 
specific to processing in the auditory modality (Connolly & Phillips, 1994; Connolly, Phillips, & 
Forbes, 1995).

Different ERP effects obtained for spoken idioms in Experiment 2 and written idioms in 
Experiment 3 challenge an alternative interpretation of activation effects for semantic associ-
ates in our study. Even though some semantically related completions of the idioms we have 
presented might have a literally plausible interpretation, the results of Experiment 3 reveal that 
it is unlikely that the N400 is modulated by literal plausibility. If this were the case, we would 
also see an effect of semantic activation for written idioms in Experiment 3, because we used 
the same material for both modalities. Instead semantic activation was only observable for the 
processing of spoken idioms in Experiment 2. Moreover, Rommers et al. (2013) did not find 
N400 amplitude differences between related and unrelated completions although related com-
pletions were rated as more plausible than unrelated completions. For these reasons, we argue 
that literal plausibility does not account for the effects of semantic co-activation on the N400 
component found in Experiment 2. Furthermore, research on plausibility and predictability in 
literal language suggests that rather than the N400 component, a post-N400 positivity is affected 
by the plausibility of the interpretation (DeLong, Quante, & Kutas, 2014; Quante, Bölte, & 
Zwitserlood, 2018). In the present study, we found no amplitude reduction of the late positivity 
for related completions indicating effects of plausibility. Furthermore, in the idiom literature 
amplitude differences in the N400 were not associated with semantic integration processes 
(Canal et al., 2017). Altogether, we hypothesize that the reduction of the N400 amplitude for 
the spoken idioms that we obtained in Experiment 2 results from a short-lived semantic activa-
tion of the final constituent.

5 General discussion

In the present study, we aimed to shed light on previous contradictory evidence on the extent to 
which idioms are processed holistically or decomposed into single items. Indirect evidence for 
holistic processing stems from studies showing faster processing for idioms compared to novel 
phrases (e.g., Conklin & Schmitt, 2008; Swinney & Cutler, 1979; Tabossi et al., 2009). Here, 
we tested idiom processing more directly by measuring their possible decomposition by means 
of semantic activation of individual idiom components (see e.g., Siyanova-Chanturia, 2015). 
Previous research demonstrated that semantic features of idiom constituents are available at 
least for priming processes in reading and listening (Beck & Weber, 2016; Holsinger, 2013; 
Smolka et al., 2007). However, when focusing on prediction mechanisms in reading, evidence 
for decomposition in idiom processing was lacking (Rommers et al., 2013). To rule out design 
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and modality-related differences, we measured the level of semantic expectancy during online 
processing of highly predictive, spoken idioms in an eye-tracking paradigm with written words 
(Experiment 1) as well as in a semantic expectancy ERP paradigm with spoken (Experiment 2) 
and written (Experiment 3) idioms.

Across all three experiments, we found evidence that participants built up an expectation of 
the idiom-final word. They fixated the correct idiom completion well before the idiom fragments 
presented in Experiment 1 ended, and they showed reduced N400 amplitudes for correct idiom 
completions compared to unrelated words in Experiments 2 and 3. Based on this, we conclude 
that idioms and their conventionalized forms can be recognized and activated before their offset 
(Libben & Titone, 2008; Smolka & Eulitz, 2020; Vespignani et al., 2010). Together, these find-
ings are evidence for multi-word representation of idioms. It appears that the mental lexicon 
stores information about the co-occurrence of specific words making up an individual idiom. 
Activation of respective multi-word representations triggers expectation of individual words that 
are part of these multi-word expressions. Here, we do not preclude a certain flexibility of these 
multi-word representations, but propose rather a strong coherence between the words of which 
they are composed (Cacciari & Tabossi, 1988; Geeraert, Baayen, & Newman, 2017; Kyriacou 
et al., 2020; Mancuso et al., 2020).

Across eye-tracking and ERP methods with spoken idioms, we found evidence for early, 
short-lived semantic activation of individual idiom constituents. As soon as participants fixated 
correct idiom completions, they also fixated respective semantic associates (Experiment 1). In 
the ERPs, semantic associates of correct idiom completions elicited effects in the same early 
time window in which correct completions elicited effects (Experiment 2). Since we found 
anticipation of correct idiom completions in the fixation data, we conclude that early effects for 
semantic associates of idiom completions in the ERPs indeed relate to pre-activation of idiom 
constituents. Based on knowledge of conventionalized idiom forms, parsers seem to pre-acti-
vate a multi-word representation before the respective idiom is completely available in the 
auditory signal and this pre-activation includes single word representations that spread seman-
tic activation within the network. It appears that even though literal constituent meanings typi-
cally do not contribute to the understanding of the idiomatic meaning, their processing is still 
automatically carried out. This conclusion is comparable to the notion that semantic processing 
cannot be switched off, as for example Connolly, Stewart, and Phillips (1990) showed for spo-
ken language processing. We speculate that this is similar to a Stroop-like effect (Stroop, 1935) 
where the literal meaning of the word is not informative, but is nevertheless activated (cf. 
Glucksberg, 1993; McGlone, Glucksberg, & Cacciari, 1994).

It appears that semantic activation of constituent words within spoken idioms rapidly declines 
over time, as proposed for automatic spreading activation within the semantic network (e.g., Neely, 
O’Connor, & Calabrese, 2010). Neither fixation data nor ERPs gave evidence for long-lasting 
semantic activation of idiom constituents. Across Experiments 1 and 2, there was no longer a pro-
cessing benefit for semantic associates compared to unrelated words after respective initial effects. 
Within spoken idioms, the present effect is comparable to that obtained by Sprenger et al. (2006), 
where semantic activation appeared to be strongest during early processing stages.

Here, we tentatively speculate that a rapid decay of semantic activation of constituent associ-
ates accounts for the presently and previously found mixed results for spoken and written idi-
oms. Across paradigms using spoken idioms (Experiments 1 and 2), we consistently found 
evidence for activation of semantic associates of idiom-final words. Using written versions of 
the same idioms as in Experiments 1 and 2, we did not find effects of semantic activation in 
Experiment 3 and this replicates results that Rommers et al. (2013) obtained for written idioms 
(word-by-word presentation). If automatic semantic activation of the idiom constituent decays 
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rapidly, the time between idiom recognition and measurement of the semantic activation is cru-
cial for observing respective effects. In general, it takes more time to present an idiom visually 
word-by-word (e.g., Experiment 3 of the present study or Rommers et al., 2013) than it takes to 
present a spoken version of the same idiom (e.g., Experiments 1 and 2). According to this timing 
difference, short-lived semantic activation might be still measurable at final constituents of spo-
ken idioms, while it might have decayed already before the measurement in word-by-word read-
ing (Rommers et al., 2013; Experiment 3 of the present study).

For priming experiments, where semantic spread presumably occurs in a bottom-up fashion, 
activation of semantic associates of idiom constituents was found for both modalities (Beck & 
Weber, 2016; Rabanus et al., 2008; Smolka et al., 2007). Since in those experiments the idiom 
constituent itself was always presented in the input, the recognition of the idiom and resulting pre-
activation of its constituents is not the only source of spreading semantic activation. This led us to 
conclude that there is an interplay of the processing mechanism (top-down vs. bottom-up) and the 
modality-related rate of presentation. In addition, the results imply that even the top-down predic-
tion of idiom-final words is sufficient to activate single word meanings, but this is only measurable 
in the auditory modality in the present experiment. More research is needed to dissociate differ-
ences in these processes directly and to validate this explanation.

To account for individual idiom knowledge, we conducted an overt idiom recognition task in all 
experiments. In Experiment 1, participants had to choose the correct idiom completion among four 
alternatives. In Experiments 2 and 3, participants had to indicate whether the spoken or written 
strings were idioms. By performing these tasks, the participants might have been biased to activate 
canonical idiom forms only. However, if the participants would only have compared the incoming 
input with the activated idiom form, we should not have obtained a semantic activation of single 
word meanings in Experiments 1 and 2. In any case, general effects of the task cannot explain the 
differences between the results regarding activation of associates of idiom constituents of 
Experiments 2 and 3. Using the same task in both experiments, we show modality-related differ-
ences in online processing of idiomatic expressions.

The present results challenge the assumption that idioms are solely unanalyzed “long words” 
(Jackendoff, 2002). In general, our results support hybrid models such as the Superlemma 
Hypothesis (Sprenger et al., 2006), in which idioms are represented as both multi-word represen-
tations (superlemmas) and simple lemmas of single constituents on a lexical level. The hybrid 
nature of idioms may allow the linguistic system to rely on single constituent and multi-word 
representations in parallel (Arnon & Christiansen, 2017; Tremblay & Baayen, 2010). We hypoth-
esize that the meanings of simple lemmas within idioms are available for only a short time after 
their activation.
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Notes

1. Since we planned to test children with the same material and paradigm in the future, we only selected 
highly familiar short idioms that German children would already be expected to know.

2. Since we planned to test children with the same material and paradigm in the future, we had to adapt 
the paradigm. Therefore, we chose this long preview window of the four printed words so that there 
was enough time to read all four words before the onset of the auditory stimuli. Since the specific idiom 
knowledge of children is very different, we only wanted to include idioms that are known to the indi-
vidual children. Therefore, we chose an overt task where participants had to find the correct idiomatic 
completion.

3. As in Experiment 1, we chose an overt idiom recognition task because we wanted to conduct the same 
experiment with children. In order to account for differing idiom knowledge between children, we 
wanted to include only idioms that participants recognized correctly. A similar idiom recognition task 
was used in Qualls et al. (2003).
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