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A B S T R A C T

Rationale and objectives: To develop a Natural Language Processing (NLP) method based on Bidirectional
Encoder Representations from Transformers (BERT) adapted to French CT reports and to evaluate its perfor-
mance to calculate the diagnostic yield of CT in patients with clinical suspicion of pulmonary embolism (PE).
Materials and methods: All the CT reports performed in our institution in 2019 (99,510 reports, training and
validation dataset) and 2018 (94,559 reports, testing dataset) were included after anonymization. Two BERT-
based NLP sentence classifiers were trained on 27.700, manually labeled, sentences from the training dataset.
The first one aimed to classify the reports’ sentences into three classes (“Non chest”, “Healthy chest”, and
"Pathological chest" related sentences), the second one to classify the last class into eleven sub classes pathol-
ogies including "pulmonary embolism". F1-score was reported on the validation dataset. These NLP classi-
fiers were then applied to requested CT reports for pulmonary embolism from the testing dataset.
Sensitivity, specificity, and accuracy for detection of the presence of a pulmonary embolism were reported in
comparison to human analysis of the reports.
Results: The F1-score for the 3-Classes and 11-SubClasses classifiers was 0.984 and 0.985, respectively. 4,042
examinations from the testing dataset were requested for pulmonary embolism of which 641 (15.8%) were
positively evaluated by radiologists. The sensitivity, specificity, and accuracy of the NLP network for identify-
ing pulmonary embolism in these reports were 98.2%, 99.3% and 99.1%, respectively.
Conclusion: BERT-based NLP sentences classifier enables the analysis of large databases of radiological reports
to accurately determine the diagnostic yield of CT screening.
© 2023 The Author(s). Published by Elsevier Masson SAS on behalf of Société française de radiologie. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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1. Introduction

In the era of personalized medicine, appropriateness and the
adequacy of radiological requests is a major concern, particularly for
ionizing examinations such as CT. In this context, professionals regu-
larly publish recommendations for the proper use of CT examinations
[1−3]. Likewise, many academic teams and private companies are
focusing on developing automated decision support systems in order
to reduce unnecessary imaging requests [4,5]. Measuring the effec-
tiveness of these methods and recommendations is often difficult in
practice. Indeed, it requires not only evaluating variations in the
number of examinations requested but also their positive yield rate.
The latter is complicated to acquire insofar as it requires an in-depth
analysis of the examination reports. The use of structured reports or
their indexing by pathology would make it possible [6], but these
methods are seldom used in clinical practice, particularly in emer-
gency settings.

A wide range of Natural Language Processing (NLP) methods have
been used for years to automatically analyze unstructured CT reports
and detect reported pathological findings [7−12]. This includes rule-
based, machine learning-based, and hybrid algorithms. More
recently, Bidirectional Encoder Representations from Transformers
(BERT) [13], a new language representation model, has been intro-
duced, which has state of the art performances for biomedical text
mining [14,15]. Furthermore, BERT allows unsupervised domain

http://crossmark.crossref.org/dialog/?doi=10.1016/j.redii.2023.100027&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:emilien.jupin-delevaux@chu-lyon.fr
https://doi.org/10.1016/j.redii.2023.100027
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.redii.2023.100027
http://www.ScienceDirect.com
http://https://www.journals.elsevier.com/redii


�E. Jupin-Delevaux, A. Djahnine, F. Talbot et al. Research in Diagnostic and Interventional Imaging 6 (2023) 100027
adaptation through language model fine-tuning which makes it both
particularly suitable for specific language domains such as clinical or
radiological and adaptable to foreign languages [16,17].

In this study, we sought to develop and validate a BERT-based NLP
method to extract the most common pathological features from chest
CT reports and to evaluate its performance for pulmonary embolism
(PE) detection in order to calculate diagnostic yield of CT in large aca-
demic hospitals in France.

2. Materials and methods

2.1. Population and database

All reports of CT examinations carried out at our institution
between January 1, 2018 and December 31, 2019, were acquired
from our radiological information system. CT reports from 2019
(99,510 reports, defined as training dataset) were used for the train-
ing and validation of the NLP model. Reports from 2018 (94,559
reports, defined as test dataset) were used for the PE detection and
positive yield rate calculation part of our study. These reports were
written by a very large and diverse panel of general and specialist
radiologists in the Hospices Civils de Lyon, second teaching hospital
in France with 13 public and they were structured according to the
recommendations of the European Society of Radiology [6] in four
parts: “Clinical referral”, “Technique”, “Findings” and “Conclusion”.
Data usage policy of the Hospices Civils de Lyon in terms of confi-
dentiality, anonymization and security was applied for each report
and an IRB approval was obtained from the national ethical commit-
tee. Patients’ informed consent was waived by the ethical committee.

2.2. Training and validation of the classifiers

The training/validation process included two stages: 3-Classes
and 11-SubClasses classification (described below). To train our two
Fig. 1. Sankey Diagram of the 27731 labels u
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multiclass models, we first extracted all the sentences from the
“Findings’’ section of each CT report from the 2019 training dataset.
A random shuffle and a split were performed to create the training
and the validating dataset with respectively 95% and 5% of the data-
set. It resulted in 1,007,000 independent sentences where their entire
manual labeling is virtually impossible. Among these sentences,
27,731 were randomly selected and labeled by two radiologists (EJD,
LB) according to their semantic meaning. In case of disagreement
between the two radiologists on a label, a review was performed in
consensus.

Instead of performing pathology-specific whole-sentence classifi-
cation, the first step of our proposed pipeline performs 3-Classes sen-
tence classification, distinguishing only between "Non chest”
(11277), "Healthy chest“(3808) and "Pathological chest" (12646)
related sentences rather than particular pathologies. The second step
used the “Pathological chest” labeled sentences to perform 11-Sub-
Classes sentence classification indicating pathology type in a chest
CT : “Pulmonary embolism” (560), “Non-embolic pulmonary artery
pathology” (656), “Aortic pathology” (545), “Heart abnormality”
(1215), “Mediastinal lymphadenopathy” (1161), “Lung consolidation”
(1686), “Lung nodule or mass” (2201), “Bronchial disorders” (621),
“Interstitial syndrome” (1322), “Pleural abnormality” (1216) and
“Chest wall abnormality’’ (1463). A Sankey diagram of these labels is
provided in Figure 1.

A NLP model based on Transformers was trained and evaluated in
two stages. The first stage consisted in an unsupervised fine-tuning
of the CamemBERT French pretrained model (‘camembert-large’) of
BERT using a Masked Language Modeling [18]. Typically, to achieve
this task, tokenization is the very first step in most NLP tasks, the pro-
cess of grouping and segmenting text into meaningful chunks in
words or sub-words level. A token serves as an atomic unit that
embeds the sentence’s contextual information. In practice, during
fine-tuning, each sentence of the training dataset was tokenized
sed to train and validate the classifiers.



Table 1
French/English translated list of proposed words and their probability from the pre-
trained CamemBERT model (left column) and its fine-tuned version (right column)
for the following masked sentence: “Absence de <mot masqu�e> du m�ediastin” /
“No <masked word> of the mediastinum”. One can note the strong improvement in
relevance and certainty of the proposed word with the fine-tuned version of the pre-
trained CamemBERT model.

Before fine tuning After fine tuning

Words Probability Words Probability
Traitement / Treatment 1.49 % D�eviation / Deviation 75.79%
Troubles / Trouble 1.18 % L�esion / Lesion 7.49%
Maladie / Disease 1.17 % Masse / Mass 3.33 %
Cancer / Cancer 0.87 % Collection / Collection 4.45%

Table 2
Results of the 3-category and the 11-category classifiers trained on
a dataset of 27.731 sentences, for 5 hours using a NVIDIA Titan
RTX, and validated on a dataset of »1400 sentences.

Classifier Accuracy Precision Recall F1-score

3-category 0.988 0.979 0.989 0.984
11-category 0.984 0.986 0.985 0.985
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using the ‘camembert-large’ version of the Camembert tokenizer
without taking labels into account. The original BERT [19] model uses
a 15% probability of masking each token during model pre-training;
we used a simplified version of this and assigned the same probabil-
ity of each word being masked. At the second stage, we trained two
classifiers in a supervised way based on the fine-tuned language
model in the first stage using CamemBERTSequenceClassifier. The
first, was trained on the 3-Classes sentences dataset. Then, the second
classifier was trained on the 11 SubClasses sentences. Both classifiers
were trained for 40 epochs with the same hyperparameters as above
and reached convergence after 16 and 21 epochs respectively.

Both CamemBert Masked-Language-Model and CamemBert For
Sequence Classification were implemented in PyTorch 1.7.0 and
trained with a batch size of 32, 16 respectively and embedding size of
100 on a single NVIDIA Titan RTX GPU with 24 GiB of memory. We
used an AdamW optimizer with learning rate 10�5 , betas (0.9,
0.999), and weight decay 10�2. The network was trained with a stan-
dard cross-entropy (CE) loss.

For each of the two classifiers, accuracy, precision, recall and F1-
score are reported. The standard metrics for evaluating sentence clas-
sification algorithms today, Precision and Recall. Precision and Recall
can be formally defined as follows (where TP, FP, FN are the number
of true positives, false positives, false negatives, respectively):

Precision ¼ TP
TP þ FP

; Recall ¼ TP
TP þ FN

Informally, Precision is the fraction of all detected anomalies that
are real anomalies, whereas, Recall is the fraction of all real anomalies
that are successfully detected. In this sense, Precision and Recall are
complementary, and this characterization proves useful when they
are combined (e.g., using Fb-Score, where b represents the relative
importance of Recall to Precision).

2.3. Pulmonary embolism

Evaluation of the performance of the NLP model built in the previ-
ous section for PE detection was performed on the test dataset. We
first identified all the chest CT examinations using a keyword analysis
on the “Technical” part of the reports with the following keywords:
"thor", "card", "coeur", "corps", "body", "pulm", "pneum", "TAVI",
"RVAP", "tap", "coroscanner", "coro scanner", "coro-scanner". These
stemmed keywords were chosen based on their representativeness
in the technical sections of the examination covering the thoracic
region. In order to select the examinations requested for pulmonary
embolism detection, we then used a second keyword analysis on the
“Clinical referral” part of the reports with the following stemmed
keywords: “embo”, “dimer”, “’phlebi”, “effet shunt” and “thromb vein
profond’. The keywords given above correspond to the stemmed
words for "thorax", "heart", "body", "thorax, abdomen and pelvis",
“transcatheter aortic valve replacement (TAVR)”, "coronary CT",
"embolism", "d-dimer”, “phlebitis", "shunt effect" and "thrombosis".
Finally, all the selected reports, ie reports containing at least one key-
word per set, were reviewed by two experienced radiologists who
rated the reports as “Requested for pulmonary embolism detection”
(yes or no) and “Positive for pulmonary embolism” (yes or no).

Following that, we performed our two stages classification work-
flow where we initially made a 3-Classes classifier on all the senten-
ces from the “Findings” section of each report rated above as
“Requested for pulmonary embolism detection”. Consequently, sen-
tences belonging to "Pathological chest" at first stage were then
passed to 11-subClasses classifier. Reports were labeled “NLP Positive
for pulmonary embolism” when one or more sentences within the
same report were classified as “Pulmonary embolism”.

Accuracy, sensitivity, specificity, positive predictive value (PPV),
negative predictive value (NPV) were estimated for the prediction of
the positivity of the report for pulmonary embolism detection in
3

comparison with the human analysis. A qualitative analysis of the
discrepancies between radiologists and the NLP method was also per-
formed.

3. Results

Unsupervised fine-tuning of CamemBERT Masked Language pre-
trained model on validation dataset (50,350 sentences) resulted in an
important improvement of the language model and drastic decrease
of perplexity (4539.01 for CamemBERT versus 1.39 after fine tuning).
An example of the results of the four most probable words proposed
by the CamemBERT pretrained model and its fine-tuned version for a
typical masked sentence is provided in Table 1.

The performance of classifiers is shown in Table 2. We report
for both the 3-Classes and 11-SubClasses classifiers an accuracy,
precision, recall and F1-score largely over 0.9. From the 94,559
scans from the test dataset, 4042 were requested for pulmonary
embolism detection by the radiologists (4.27%) for which 641
(15.8%) were rated as “Positive for pulmonary embolism”. Our
NLP model rated 654 cases as positive which led to an accuracy,
sensitivity, specificity, PPV and NPV of 99.13%, 98.28%, 99.29%,
96.33% and 99.68% respectively. Discrepancies between manual
and NLP model rating were found in 35 reports of which 14 were
related to an uncertainty on a PE, 7 to an unclear discord
between acute and chronic PE, 3 to a partial regression of previ-
ously diagnosed PE, 4 to different diagnostic involving pulmonary
arteries (e.g. tumor), 2 to the absence of PE evidence, which was
missing in the description section but present in the conclusion
and 5 to unaccountable errors.

4. Discussion

In this study, we trained a language-based model dedicated to CT
report in French on a large corpus with a satisfying final perplexity
score of 1.39. To put perplexity in context, we can in fact use two dif-
ferent approaches to evaluate language models: Extrinsic evaluation
which involves evaluating the models by employing them in an
actual task (such as sentence classification) and looking at their final
loss and/or accuracy but this can be computationally expensive and
slow as it requires training a full system. In contrast, Intrinsic evalua-
tion involves finding some metric to evaluate the language model
itself, not taking into account the specific tasks it’s going to be used
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for. Perplexity is an intrinsic evaluation metric for language models.
Based on this model, classifiers of thoracic-wise abnormalities and
normal sentences and sub-labelled pathological sentences reached
F1-scores of 0.98. This allowed reporting a positivity yield rate of CT
requested for PE detection of 16.2% with an accuracy of 99.1 % in
comparison with the human-based assessment of the reports. This
positivity rate is consistent with that recently published by Ben
Cheikh et al. who reported a positivity rate of 15.8% in a large French
cohort [20].

The use of NLP to analyze radiological reports is still relatively
poorly explored, particularly for languages other than English [21].
Nevertheless, two European studies adopted NLP methods to detect
pulmonary embolism from CT reports in French [10,21] using distinct
technical approaches. Pham et al. reported equivalent performances,
with a positive yield rate of 12.9 %, using a Maximum-Entropy classi-
fier. In German, Weikert et al. tested different approaches to detect
PE on CT reports and demonstrated a higher accuracy of CNN-based
model with Word2Vec in comparison to Support Vector Machine
(SVM) and Random Forest classification models applied on fre-
quency-inverse document frequency representations. This finding is
consistent with the results of other studies on NLP applied in differ-
ent fields, showing the superiority of methods using word embed-
dings and particularly of those including the surrounding context of
the words such as ULMFiT [22], OpenAI GPT [23], ELMo [24] and
BERT [19,25−28]. Therefore, we decided to go with a contextual
embeddings-based method in our study, and among the available
methods, we chose a BERT-based model. Indeed, BERT contextual
embeddings offer the biggest gains over non-contextual based meth-
ods in the area of capturing syntactic information and generally per-
form better when used in downstream learning tasks (e.g. sentence
classification) [14]. BERT was also been shown superior to ELMo [26],
Word2Vec [27] for emergency department chief complaints.

Another advantage of using a BERT-based approach is the
transposability of our methodology in other languages since
many pretrained models are available in open-source on several
platforms (e.g. Hugging Face, https://huggingface.co) and their
training is fully unsupervised. Over and above that, our language
model in French can be used as a basis for other learning tasks
and applications in France and other French speaking countries as
French is the 5th most spoken language in the world, with
276.6 million speakers [29]. One should as well note that per-
forming a two steps classification of the sentences with two clas-
sifiers to account for the imbalanced class problem related to the
large differences between the number of “non-thorax” and “path-
ological thorax” subcategories [30,31].

To demonstrate the accuracy of our general chest CT reports
classifier, we targeted the detection of PE given that it is a fre-
quent indication for chest CT scan (up to 4.3 % of all the CT
examinations performed in our institution). The relatively low
positivity yield rate we found (15.8%) must be put into perspec-
tive given the potential severity of this pathology and the difficul-
ties in its clinical detection. Nevertheless, it could also participate
in a more general analysis of the appropriateness of CT for PE
detection in low-risk clinical situations. Furthermore, a multi-
label approach could allow other studies on the prevalence of dif-
ferent chest pathologies described in our labels such as aortic
pathologies or interstitial lung diseases. We also point out that
since our fine-tuned model included all the CT examinations per-
formed at our institution, it can be employed to develop other
classifiers for neuro or abdominal CT reports for instance.

We demonstrated throughout the sections above the effectiveness
of the NLP model in classifying PE. However, two main challenges
must be underlined and remain unexplored by our study: reports
uncertainty and multi-label classification settings. The former, is a
serious issue in daily radiological practice leading to misunderstand-
ings and diagnostic errors [32−34]. Thus, the medical diagnoses often
4

appear to be very subjective to human readers (experienced radiolog-
ists). On that account, we investigated misclassified reports and
reported that 60 % of them are related to uncertainty (e.g: “doubt on
a small distal endovascular defect in the left anteromedial basal seg-
ment which might be related to cardiac motion”). Various attempts
have been made to try to quantify medical uncertainty in reports
with NLP [35] but still difficult to handle [36].

The latter, related to mono-label versus multi-label settings where
classification assigns to each sample a set of target labels. This can be
thought of as predicting properties of a data-point that are not mutu-
ally exclusive, such as different abnormalities that are relevant for a
CT report. A sentence might be about “Heart abnormality” and “Pleu-
ral abnormality” at the same time or none of these , e.g : “presence of
a pericardial and bilateral pleural effusion” would belong to both
“Heart abnormality” and “Pleural abnormality”. In spite of that, we
consider mono-label settings which increase the robustness of the
decision of the model for each label but may be misleading in case of
a sentence including several labels. Nevertheless, we believe that the
impact of this problem seems to be relatively low as we chose to
focus on the description part of the report where each finding is gen-
erally described separately.

Finally, a limitation of our study is that we did not compare our
transformer-based approach with other NLP methods, including sim-
pler methods such as the one based on NegEX or FastContext [37].
This comparison would be interesting but would require an imple-
mentation of many other NLP methods, which is out of the scope of
our study.

5. Conclusion

In conclusion, BERT-based NLP model allows achieving high
performances for sentence classification on French chest CT
reports. The methodology we developed to measure the positivity
yield rate of PE could be extended to other clinical situations and
participate in the evaluation of the appropriateness of CT in these
different settings.
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