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ABSTRACT
Objectives: To develop and validate a new algorithm
to identify patients with rheumatoid arthritis (RA) and
estimate disease prevalence using administrative health
databases (AHDs) of the Italian Lombardy region.
Design: Case–control and cohort diagnostic accuracy
study.
Methods: In a randomly selected sample of 827
patients drawn from a tertiary rheumatology centre
(training set), clinically validated diagnoses were linked
to administrative data including diagnostic codes and
drug prescriptions. An algorithm in steps of decreasing
specificity was developed and its accuracy assessed
calculating sensitivity/specificity, positive predictive
value (PPV)/negative predictive value, with
corresponding CIs. The algorithm was applied to two
validating sets: 106 patients from a secondary
rheumatology centre and 6087 participants from the
primary care. Alternative algorithms were developed to
increase PPV at population level. Crude and adjusted
prevalence estimates taking into account algorithm
misclassification rates were obtained for the Lombardy
region.
Results: The algorithms included: RA certification by
a rheumatologist, certification for other autoimmune
diseases by specialists, RA code in the hospital
discharge form, prescription of disease-modifying
antirheumatic drugs and oral glucocorticoids. In the
training set, a four-step algorithm identified clinically
diagnosed RA cases with a sensitivity of 96.3 (95% CI
93.6 to 98.2) and a specificity of 90.3 (87.4 to 92.7).
Both external validations showed highly consistent
results. More specific algorithms achieved >80% PPV
at the population level. The crude RA prevalence in
Lombardy was 0.52%, and estimates adjusted for

misclassification ranged from 0.31% (95% CI 0.14%
to 0.42%) to 0.37% (0.25% to 0.47%).
Conclusions: AHDs are valuable tools for the
identification of RA cases at the population level, and
allow estimation of disease prevalence and to select
retrospective cohorts.

INTRODUCTION
Rheumatoid arthritis (RA) is a chronic sys-
temic autoimmune disease that is associated
with development of disability, increased
mortality and significant costs to society.1

Population-based studies help to monitor

Strengths and limitations of this study

▪ This study provides a complete validation of
classification algorithms for the identification of
patients with rheumatoid arthritis (RA) at the
population level through healthcare administra-
tive databases.

▪ Two different approaches were applied in this
study to estimate RA prevalence accounting for
misclassification inherent to the classification
algorithm.

▪ Classification of disease according to algorithms
from administrative data is setting-specific and
not directly transferred to other systems.

▪ Proper classification algorithm validations are
useful to develop consistent instruments to
compare disease burden in different healthcare
systems.
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disease burden, to evaluate long-term consequences of
the disease and its treatments, and to assess quality of
care, for both research and governance purposes.2

The increasing diffusion and completeness of adminis-
trative health databases (AHDs)—which record health-
care services dispensed to all members of a specific
population—provide a straightforward way to perform
such population-based studies in RA.3–5 The validity of
AHD studies primarily relies on the diagnostic accuracy
of case definition. The huge methodological variability
of validation studies of AHD-based classification algo-
rithms in RA makes it difficult to evaluate the potential-
ities of AHD for population studies of RA.6–16

The majority of the studies in RA develop classification
algorithm sampling from populations with high preva-
lence of RA (eg, rheumatology clinics), focusing on the
positive predictive value (PPV)—the probability of being a
true case if classified as a potential one by AHD-based cri-
teria. Even if high PPV was achieved in this setting, it does
not reflect the performance achievable in the general
population, where the prevalence of RA is 30–50-fold
lower. Thus, in order to develop a valid instrument to
perform a population study, a validation study sampling
from the same population where it will be applied is
highly informative. Nevertheless, no study has currently
provided a full validation of algorithms developed for the
classification of RA by AHD at population level.15

The RECord linkage On Rheumatic Diseases
(RECORD) study—promoted by the Italian Society for
Rheumatology—aims to set up a national surveillance
system to monitor the health burden of rheumatic diseases
in Italy using data from AHD. The RECORD study of RA is
structured in three phases: the first phase aims to evaluate
the frequency of the disease; the second phase to evaluate
the impact of the disease and its treatment on hard disease
outcomes at population level and the third phase to evalu-
ate the quality of care delivered to patients with RA.
In order to reach the objectives of the first step of the

RECORD study, we report the methodological approach
and the results of the development and validation of dif-
ferent algorithms of classification for RA at different
levels of the healthcare system, including primary care.
We linked clinically validated diagnoses of randomly
selected samples of cases and controls with the AHD of
the Lombardy region (Italy). The prevalence of RA was
then derived both as crude estimate and adjusting for
inherent misclassification.

PATIENTS AND METHODS
Reporting of this study compiles with the guidelines for
diagnostic and validation studies of health administrative
data.17 18

Study design and samples
Training set
A random sample of visits of 900 outpatients (300 cases
with RA and 600 controls with rheumatic diseases other

than RA, on the basis of the diagnosis reported on the
electronic medical records) aged over 16 years and
assisted by a tertiary rheumatology clinic (Rheumatology
Unit, IRCCS Policlinico San Matteo Foundation, Pavia)
between 2007 and 2010 was extracted from the medical
record database of this centre according to a case–
control diagnostic design nested in the resident popula-
tion of Pavia.19

A sample size >700 participants with a proportion of
one-third of cases in the training set was defined to pre-
cisely estimate negative predictive value (NPV) >0.95 as
well as PPV >0.50, setting α at 0.05 and β at 0.8, as pro-
posed by Steinberg et al20 for case–control diagnostic
studies.

Validating sets
Two different samples were drawn for validation purposes:
one from a secondary rheumatology centre and one from
the primary care (general population sample) within the
same catchment area. In these validating samples, a
cohort diagnostic study design was applied.21 The first val-
idating set included a random sample of 138 patients from
the electronic medical records of the Rheumatology out-
patient clinic of the Clinical Institute Beato Matteo of
Vigevano, a secondary care rheumatology clinic. A second
validating set included all the 6087 participants extracted
from the primary care electronic medical records of a con-
venience sample of six primary care physicians of the
Local Health Authority (LHA) of Pavia.
Participants gave their consent to the processing of

their personal data.

Test methods
Reference standard
The clinical diagnosis from medical records was consid-
ered the reference standard. Diagnoses were clinically vali-
dated by an external investigator (GiCa), who was unaware
of the content and results of the algorithm. When the
diagnosis was unclear or varied over time, patients were
classified according to specific classification criteria,22

cumulatively applied until the date of the randomly
selected visit, based on a data collection form including
gender, age, disease duration, morning stiffness, joint
involvement, rheumatoid factor and X-ray abnormalities.

Administrative healthcare database variables
and record linkage
AHDs are automated systems of databases consisting of:
(1) an archive of all residents receiving National Health
Service (NHS) assistance (virtually the whole resident
population) reporting demographic and administrative
data; (2) an archive including all the certifications of
chronic diseases for the exemption from co-payment;
(3) an archive of all hospital discharge forms (HDFs)
from public or private hospitals, reporting all diagnoses
related to the hospitalisation; (4) an archive of all out-
patient drug prescriptions reimbursable by the NHS.
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The AHD variables useful for the identification of RA
cases were defined a priori through a consensus process,
informed by a literature review, held in February 2012 and
involving five clinicians, one epidemiologist, three data-
base owners and two statisticians. The literature was
searched via PubMed using a combination of free-text and
MeSH terms regarding ‘rheumatoid arthritis’ and ‘admin-
istrative database’. The relevant variables were selected
among a list of items extracted from the retrieved litera-
ture3 6–12 23 (see online supplementary appendix 1).
These variables represented the set of potential index
texts to be included in the classification algorithm: RA cer-
tification by a rheumatologist and certification for other
chronic autoimmune diseases (ankylosing spondylitis,
psoriatic arthritis and psoriasis, connective tissue diseases,
systemic vasculitis, inflammatory bowel diseases), the
International Classification of Diseases, Ninth Revision,
Clinical Modification (ICD9-CM) code 714.0 in the HDF,
prescription of disease-modifying antirheumatic drugs
(DMARDs) including biologics and oral glucocorticoids,
outpatient diagnostic procedures, outpatient visits, diag-
nostic procedures in the HDF, blood tests and instrumen-
tal tests (as radiographs).
The following items were selected to be included in

the algorithm: RA certification by rheumatologist,
absence of certification for other chronic autoimmune
diseases, ICD9-CM code 714.0 in the HDF, prescription
of DMARDs including biologics and oral glucocorticoids
(see online supplementary appendix 2).
Administrative data (selected items needed to create

the algorithm) relative to patients included in rheumato-
logical samples and general population sample were
extracted from the data warehouse of Pavia’s LHA within
an interval of ±1 year over the index date (ie, date of
clinical assessment ranging from 2006 to 2011) for
rheumatological samples, and ±1 year over 1 September
2011 for the primary care sample.
Clinically validated diagnoses and administrative data

from the LHA of Pavia were linked using deterministic
record linkage through an encrypted unique identifier
code (only participants successfully linked were retained
for the analyses). A parallel extraction from the regional
data warehouse from 1 January 2009 to 31 December
2010 only included the items needed for the classifica-
tion according to the developed algorithm, in order to
estimate the prevalence of RA.

Statistical methods
Development and validation of the algorithm
For each variable identified in the consensus-based phase,
sensitivity and specificity were evaluated in the training set.
Combining a priori knowledge and empirical estimates of
sensitivity and specificity of each variable, a first candidate
algorithm was developed, including in the first step vari-
ables with high specificity. The algorithm was then
changed by sequentially including other variables with
lower specificity but higher sensitivity. This process was

stopped when a high sensitivity was reached at the expense
of the least decrease in specificity.
For example, RA certification by rheumatologist,

ICD9-CM code 714 in HDF and some drugs, such as leflu-
nomide and abatacept, showed high specificity. Knowing
that other drugs, such as tocilizumab and gold salts also
have high specificity, we combined these items in the first
step. Later, items that are more sensitive and less specific,
such as methotrexate, antimalarial drugs and glucocorti-
coids, were combined in the successive steps.
Once the algorithm was fully defined, its overall accur-

acy was assessed by estimating sensitivity, specificity, PPV
and NPV—with exact 95% CIs.
The robustness of these estimates was tested in the

training set by bootstrap procedure, using 1000 samples
extracted with replacement.
Two automated statistical procedures were also applied:

a backward variable selection approach applied to a para-
metric penalised logistic regression model with multiple
interaction terms and non-parametric classification trees.
A sensitivity analysis was performed by considering alter-

native algorithms stratified by age (with a cut-off at 65 years)
and a narrower temporal range of ±6 months from the
index date for the extraction of the selected variables.
Two external fully independent validations21 were

carried out using data sets from different levels of health-
care: a secondary rheumatology centre and primary care.
The performance of the algorithm was tested estimating
sensitivity, specificity, PPV and NPV.

Estimation of disease prevalence
To estimate the prevalence of RA in Lombardy (an Italian
region of about nine million residents) in 2010, the final
algorithm was applied to the required variables extracted
from the AHD of Lombardy, which have the same struc-
ture of the AHD of the Pavia LHA (ie, an archive of: resi-
dents, certifications of exemption, hospital discharges and
of outpatient drug prescriptions). The target population
consisted of all residents aged 16 years or older.
The crude prevalence estimate was adjusted for the

impact of misclassification due to possible classification
errors of the algorithm, quantified during the validation
phase, by applying two different methods. The first
method—proposed by Gladen and Rogan—is based on
a direct relationship that expresses the adjusted value of
the prevalence as a function of the crude prevalence,
and the sensitivity and specificity of the algorithm (equa-
tion 1). Using the estimates of sensitivity and specificity
derived from the validation study in the general popula-
tion sample, the crude prevalence was corrected for the
impact of misclassification and 95% CI was calculated.24

Adjusted prevalence ¼ Crude prevalenceþ cSP� 100
cSEþ cSP� 100

ð1Þ
The second method—proposed by Joseph et al25—pro-
vides a more precise adjusted estimate by giving
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preference only to the most plausible range of values for
the parameters of interest (prevalence, and sensitivity
and specificity of the algorithm). Specifically, following
the Bayesian framework, an initial quantification of the
plausibility of each possible value of the parameters of
interest was summarised in a probability distribution
(prior distribution), based on estimates of sensitivity and
specificity obtained from the validation study in the
general population sample and on prevalence obtained
from previous population studies.26–29 The prior distri-
bution was then updated in light of the observed data
through their likelihood, leading to a posterior distribu-
tion, and the mean, and 2.5% and 97.5% centiles of the
posterior distribution, provide an estimate of the para-
meters and a corresponding credibility interval.
Data management and statistical analyses were con-

ducted using SAS software (V.9.2; SAS Institute, Cary,
North Carolina, USA), R Statistical Software (Foundation
for Statistical Computing, Vienna, Austria) and
WinBUGS software V.1.4.3.30

RESULTS
Study samples
In the first rheumatological sample (training sample),
in 862/900 participants (96%) record linkage between
the clinical data set and administrative data was success-
ful. Complete information for diagnosis validation (cri-
teria for classification in RA e non-RA) was available for
827/862 participants (96%; figure 1). Demographic,
disease and treatment characteristics are reported in
table 1.

Development of the algorithm
Combining the variables of progressively increasing sen-
sitivity (table 2), we developed a final four-step algo-
rithm that identifies clinically diagnosed RA cases with a
sensitivity of 96.35 (95% CI 93.56 to 98.16) and a specifi-
city of 90.30 (95% CI 87.45 to 92.70; table 3).
Bootstrap procedure confirmed the robustness of the

estimates in the training set (table 4).
More flexible methods tested in sensitivity analyses

confirmed similar accuracy: logistic penalised models
with multiple interaction terms showed a sensitivity of
94.35 (95% CI 91.36 to 96.68) and a specificity of 92.59
(95% CI 90.11 to 94.68); classification trees did not
identify alternative pathways capable of significantly
improving accuracy for the classification of cases.

Validation of the algorithm
The first external validation was performed in 106 out
of 138 patients, in which record linkage was successful
and sufficient clinical data available. This sample
included 32 cases (30.2%) with a median age of
62.5 years (IQR 53.5–73.5) and a male:female (M:F)
ratio of 1:2; 30 (93.8%) cases were treated with at least
one DMARD. In the sample of controls, the median age
was 57 years (IQR 51–74). The second validation set
included 6087 participants (40 cases of RA and 6047
controls), with a median age of 70.5 years (IQR 57–78)
with a M:F ratio of 1:3 in cases, and median age of
45 years (IQR 35–59) and M:F ratio of 1:1 in controls. In
total, 27/40 (67.5%) cases were treated with at least one
DMARD.

Figure 1 Flow chart of the

training set sample

(RA, rheumatoid arthritis).
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The first external validation showed highly consistent
results compared with the training set (table 4). Accuracy
measures in the general population sample showed a sub-
stantial increase in specificity (99.8; 95% CI 99.6 to 99.9)
and decrease in PPV (72.5; 95% CI 58.3 to 84.1).
PPVs over 80% were achievable both in rheumato-

logical samples (85.04 (80.81 to 88.66) and 81.08 (64.84
to 92.04) in training and first validating set, respectively)

and in general population restricting the algorithm to
DMARD users (PPV 85.7%; 95% CI 63.7% to 96.9%).

Estimation of disease prevalence
Applying the four-step algorithm to the population of
the Lombardy region, a crude prevalence of 0.52%
(0.30% for males and 0.73% for females) was obtained,
with a M:F ratio of 1:3 and a peak of prevalence between
72 and 75 years for females, and between 75 and
78 years for males.
Adjusting for the estimated misclassification, preva-

lence fell to 0.31% (95% CI 0.18% to 0.45%) using
Gladen and Rogan’s method (in equation 1: crude
prevalence=0.52%, sensibility=92.5%, specificity=99.77%)
and to 0.37% (95% CI 0.26% to 0.48%), using Joseph’s
method with a plausible range of values included
between 0.2% and 0.7%.

DISCUSSION
This study supports the overall validity of the administra-
tive databases of the Italian NHS of the Lombardy
region in the identification of patients with RA.
Previous studies showed the validity of AHD-based algo-

rithms to identify cases of RA, with sensitivity and specifi-
city ranging from 56% to 100% and from 55% to 97%.15

The accuracy achieved in our study is highly consistent
with those obtained by studies following similar method-
ology. In particular, Widdifield and colleagues recently
developed a set of classification algorithms for RA using

Table 1 Characteristics of the training sample

Characteristic

RA

(n=301)

Non-RA

(n=526)

Age (years), mean (SD) 66.8 (13.1) 57.7 (15.7)

Female gender, n (%) 218 (72.4) 405 (77)

Disease duration <2 years, n (%) 81* (27.6)

Rheumatoid factor positive, n (%) 151† (54.4)

NSAID or COX-2 inhibitor, n (%) 198 (65.8) 298 (56.7)

Glucocorticoids, n (%) 228 (75.8) 178 (33.8)

DMARDs

Methotrexate, n (%) 182 (60.5) 31 (5.9)

Antimalarials, n (%) 153 (50.8) 67 (12.7)

Sulfasalazine, n (%) 14 (4.7) 24 (4.6)

Leflunomide, n (%) 12 (4) 0 (0)

Other DMARDs, n (%) 5 (1.7) 7 (1.3)

Any DMARD, n (%) 271 (90) 114 (21.7)

Biologics 30 (10) 7 (1.3)

*Data available on 293 participants.
†Data available on 277 participants.
DMARD, disease-modifying antirheumatic drug; NSAID,
non-steroidal anti-inflammatory drug; RA, rheumatoid arthritis.

Table 2 Empirical values of sensitivity and specificity of candidate items to be included in the algorithm in the first

rheumatological sample

Variable

Cases

(N=301)

Controls

(N=526)

Sensitivity (95% CI) Specificity (95% CI)+ − + −

RA certification by rheumatologist 232 69 19 507 77.08 (71.91 to 81.70) 96.39 (94.42 to 97.81)

Absence of certification for other autoimmune

diseases*

294 7 449 77 97.67 (95.27 to 99.06) 14.64 (11.73 to 17.95)

ICD9-CM code 714 in HDF 57 244 2 524 18.94 (14.67 to 23.83) 99.62 (98.63 to 99.95)

Methotrexate 182 119 31 495 60.47 (54.69 to 66.03) 94.11 (91.74 to 95.96)

Antimalarials 153 148 67 459 50.83 (45.03 to 56.61) 87.26 (84.11 to 89.99)

Sulfasalazine 14 287 24 502 4.65 (2.57 to 7.68) 95.44 (93.29 to 97.06)

Leflunomide 12 289 0 526 3.99 (2.08 to 6.86) 100 (99.30 to 100)

Azathioprine 1 300 4 522 0.33 (0.01 to 1.84) 99.24 (98.06 to 99.79)

Cyclosporine 4 297 3 523 1.33 (0.36 to 3.37) 99.43 (98.34 to 99.88)

Antitumour necrosis factor α 29 272 5 521 9.63 (6.55 to 13.54) 99.05 (97.80 to 99.69)

Abatacept 4 297 0 526 1.33 (0.36 to 3.37) 100 (99.30 to 100)

Rituximab 0 301 2 524 0 99.62 (98.63 to 99.95)

RA certification by rheumatologist+ICD9

code 714 in HDF

41 260 1 525 13.62 (9.96 to 18.02) 99.81 (98.95 to 100)

RA certification by rheumatologist+any

DMARD

211 90 14 512 70.10 (64.58 to 75.22) 97.34 (95.57 to 98.54)

RA certification by rheumatologist+ICD9

code 714 in HDF+any DMARD

38 263 1 525 12.62 (9.09 to 16.91) 99.81 (98.95 to 100)

*Ankylosing spondylitis, psoriatic arthritis and psoriasis, connective tissue diseases, systemic vasculitis, inflammatory bowel diseases.
DMARD, disease-modifying antirheumatic drug; ICD9-CM, International Classification of Diseases, Ninth Revision, Clinical Modification; HDF,
hospital discharge form; RA, rheumatoid arthritis.
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AHD in Ontario, Canada. These algorithms—derived in
a randomly selected rheumatological sample with a 33%
prevalence of RA—showed optimal accuracy in identify-
ing clinical diagnoses of RA, with sensitivity/specificity up
to 97/85% and PPV/NPV up to 76/98%. Although we
used different items to construct our instruments in our
training rheumatological sample (34% prevalence of
RA), we obtained highly consistent accuracy (sensitivity/
specificity 96/90% and PPV/NPV 85/98%).
Despite several algorithms being available for different

AHDs in different settings, none of them have been fully
validated in the general population. This leads to high
PPV, of which generalisability is limited to high preva-
lence study samples—such as, for example, rheumato-
logical outpatient samples—where the prevalence of RA
may be higher than 50-fold.14 Once the algorithm in a
rheumatological sample was developed, we measured the
diagnostic performance of the algorithm in a general
population sample. As expected, PPV significantly
decreased to 72%, while NPV increased over 99%. Only
alternative algorithms restricted to DMARD users and to
rheumatology samples were associated with PPV higher
than 80%. Different algorithms with different operative
characteristics may be suitable for studies with different
purposes: high sensitivity for impact studies and high spe-
cificity for cohort studies.14

Beyond the usefulness of misclassification data to drive
decision on the criterion to apply in selecting cohort of
patients, sensitivity and specificity estimates are useful to
adjust occurrence measures at population level.31 This is
the first study taking into account empirical misclassifica-
tion in the adjustment of prevalence estimates of RA. In
order to obtain unbiased estimates of prevalence, we

applied a first method that arithmetically adjusts the
crude estimates, taking into account the false-positive
and false-negative rates.31 A more complex method that
incorporates both a priori available information about
the RA prevalence in Italy and empirical misclassifica-
tion was also tested in order to improve the estimation
based on the current knowledge.25 Regardless of the
method applied, prevalence estimates ranging from
0.31% to 0.37% are consistent with those expected on
the basis of the literature for Italy,26–29 providing further
validation to the developed tool. Using Joseph’s method
with a larger range of plausible values (0.2–1%), we
obtained an estimated prevalence of 0.36%.
In the design of this study we tried to limit major bias

of diagnostic studies and to ensure external validity of
the results.15 17 18

Study samples were randomly selected, in order to
limit selection bias and to represent the entire spectrum
of disease severity. To avoid observation bias due to dif-
ferential misclassification, an independent investigator—
who was unaware of the items included in the algorithm
and of the participant classification—validated clinical
diagnoses. AHD data suitable to be included in a diag-
nostic algorithm were identified through a literature-
informed consensus process. We included this first step
to avoid a completely data-driven algorithm, which
could have overestimated the accuracy in the develop-
ment sample. Only items from the domain of diagnostic
codes and drug utilisation were deemed to be relevant,
as assumed in most previous algorithms.
The robustness of our findings was also confirmed by

the bootstrap procedure and by the exploration of other
possible combinations of the candidate items using

Table 3 Accuracy of the algorithm in the training sample by step

Step Sensitivity (95% CI) Specificity (95% CI)

Step 1: RA certification by rheumatologist OR ICD9-CM code 714 in HDF

OR leflunomide OR tocilizumab OR abatacept OR gold salts

82.39 (77.61 to 86.52) 96.20 (94.19 to 97.66)

Step 2: Step 1 OR (methotrexate AND antimalarials AND no certification for

other autoimmune diseases)

85.38 (80.88 to 89.17) 95.63 (93.51 to 97.21)

Step 3: Step 2 OR (glucocorticoids ≥3 prescriptions AND antimalarials AND

no certification for other autoimmune diseases)

91.36 (87.60 to 94.28) 92.21 (89.57 to 94.35)

Step 4: Step 3 OR (methotrexate ≥3 prescriptions AND no certification for

other autoimmune diseases)*

96.35 (93.56 to 98.16) 90.30 (87.45 to 92.70)

*The final algorithm used in the analysis.
ICD9-CM, International Classification of Diseases, Ninth Revision, Clinical Modification; HDF, hospital discharge form; RA, rheumatoid arthritis.

Table 4 Accuracy of the algorithm in the validation samples

Training set—

Rheumatological sample*

Validating set—

Rheumatological sample

Validating set—

General population

Sensitivity (95% CI) 96.32 (96.25 to 96.38) 93.75 (79.19 to 99.23) 92.50 (79.61 to 98.43)

Specificity (95% CI) 90.33 (90.24 to 90.41) 90.54 (81.48 to 96.11) 99.77 (99.61 to 99.87)

PPV (95% CI) 85.04 (80.81 to 88.66) 81.08 (64.84 to 92.04) 72.55 (58.26 to 84.11)

NPV (95% CI) 97.74 (95.99 to 98.86) 97.10 (89.92 to 99.65) 99.95 (99.85 to 99.99)

*Bootstrap estimates.
NPV, negative predictive value; PPV, positive predictive value.
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different statistical methods. These alternative methods
achieved similar accuracy, though never significantly
better than the multistep algorithm, confirming the
internal validity of the results.
The generalisability of the results was evaluated by differ-

ent external validations, carried out using different health-
care levels, investigators, temporal ranges and study
designs.21

This study has several limitations. Cross-sectional diag-
nostic ‘case–control’ studies tend to overestimate diagnos-
tic accuracy.19 However, accuracy was still satisfactory even
when a cross-sectional diagnostic ‘cohort’ design was
applied in a similar prevalence sample. Beyond the
higher prevalence of RA in the training and the first val-
idation set, patients drawn from rheumatology samples
may include patients with more severe disease and differ-
ent sociodemographic characteristics. However, the algo-
rithm still performed well with a similar sensitivity in the
general population, where the entire spectrum of the
disease is represented. Furthermore, drug prescriptions
of elderly patients who are hospitalised in retirement
homes are not tracked by the AHD, leading to a substan-
tial underestimation of the prevalence of the disease.
Another possible source of bias is linked to the choice of
the reference standard. Despite the majority of studies
applying this type of case definition, clinical diagnosis is
less reliable than classification criteria. However, classifi-
cation criteria are developed to increase specificity in
order to include patients in clinical trials and not for epi-
demiological purposes.32 We only adopted classification
criteria22 to validate unclear diagnoses. This might have
introduced a verification bias in our study, slightly increas-
ing the specificity of the algorithms. Differential misclassi-
fication may take place based on disease duration, since
the probability to have diagnostic codes and DMARD pre-
scription may increase with disease duration, leading to
under-representation of incident RA.
In conclusion, this study shows the accuracy of adminis-

trative data algorithms for identifying patients with RA in
rheumatology clinics and also in the general population
in Italy. This study also supports the usefulness of mis-
classification data to adjust estimates and to drive the
decision of the appropriate algorithm to adopt based on
the study objectives. Beyond the content of the applied
classification criterion, validation data are useful to select
homogeneous cohorts of patients with RA across coun-
tries and healthcare systems, making feasible the imple-
mentation of surveillance systems aiming to improve care
of patients with RA.
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