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Abstract
Building an electrocardiogram (ECG) heartbeat classification model is essential for early arrhythmia detection. This research
aims to build a reliable model that can classify heartbeats into five heartbeat types: normal beat (N), supraventricular ectopic
beat (SVEB), ventricular ectopic beat (VEB), fusion beat (F), and unknown beat (Q), with a focus on enhancing the predictions
of the uncommon Q and F heartbeats. The base dataset used is the MIT-BIH SupraVentricular Database, which was used to
train and compare the performance of five machine learning models: logistic regression, Random Forest (RF), K-nearest
neighbor, linear support vector machine, and linear discriminant analysis. In addition to using the synthetic minority over-
sampling technique, data extracted from multiple databases for the F and Q classes were combined with the original base
dataset. These methods resulted in significant improvement in the recall for the rare F and Q classes when compared to the
literature. The RF algorithm produced the best performance with an accuracy of 97% and recall values equal to 97%, 93%,
95%, 95%, and 30% for N, SVEB, VEB, F, and Q, respectively.
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Introduction
According to data from the World Health Organization
(WHO), the leading causes of death globally in the past
few years have been cardiovascular diseases, including
coronary artery disease, stroke, and heart failure.1

Arrhythmia, or abnormal heart rhythms, can be a
symptom of cardiovascular disease or a risk factor for
developing one. For example, arrhythmia can result
from damage to the heart muscle due to a heart attack
or other forms of heart damage.

According to Mayo Clinic, arrhythmia can be defined as
irregular heartbeats when the electrical signals that coordin-
ate the heart’s beats do not function properly.2,3 Early
arrhythmia detection is essential because it can help to iden-
tify and treat abnormal heart rhythms at an early stage,
which can help to prevent or manage serious complications.
When arrhythmia is not detected and treated early, it can
cause various symptoms, including palpitations, dizziness,
shortness of breath, and fainting. It can also increase the
risk of stroke and other serious complications. For

example, myocardial infarction (MI), also known as a
heart attack, is a silent and fatal cardiovascular disease
that can cause sudden death without warning. Thus an
accurate and automated ECG classification is critical in
the diagnosis and treatment of heart diseases, as reported
by Rai and Chatterjee4 in addition to being effective in
the detection of cardiac arrhythmias, as they also reported
in Rai and Chatterjee.5,6

Several methods can be used to classify heartbeats,
including manual analysis of electrocardiogram (ECG) tra-
cings by trained healthcare providers or automated analysis
employing machine learning algorithms. Both methods
identify heartbeat features, such as the shape and duration
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of the various waves and complexes present in ECG
tracing. Then, use these features to classify heartbeats into
different categories as defined by the Association for the
Advancement of Medical Instrumentation EC57 standard,7

shown in Table 1. Classifiers aim to build reliable models
that can classify heartbeats into the five heartbeat super-
classes: normal beat (N), supraventricular ectopic beat

(SVEB), ventricular ectopic beat (VEB), fusion beat (F),
and unknown beat (Q).

Figure 1 shows a diagram of a typical ECG signal. The
signal consists of three major parts: The P wave, the QRS
complex, and the T wave. The diagram shows critical para-
meters like the PQ, ST, QRS, and QT intervals. These para-
meters constitute a key part of the features that will be used
later in constructing the ECG classification model.

While numerous studies in ECG classification have used
machine learning techniques, most of them targeted achiev-
ing higher overall accuracy. Something that can be easily
biased if you have an unbalanced distribution of classes.
Overall accuracy can be easily manipulated by increasing
the number of samples of an easy-to-detect class. This is
the case for ECG datasets, as most contain a large percent-
age of the normal (N) class, which has a very high recall
rate. In such cases, considering the per-class recall
numbers would be a more accurate measure of the classi-
fier’s performance than the overall accuracy. The fact that
the F and Q classes had the fewest instances in these data-
sets contributed to the poor performance of classification
models in correctly identifying these classes. When a
class has very few instances, it is more difficult for the
model to learn its distinctive features and patterns. As a
result, the model may not be able to generalize well and
may struggle to classify new instances of that class
correctly.

This work adds value to the existing literature on ECG
classification using machine learning by explicitly focusing
on improving the recall of the Q and F classes, which are
often associated with severe cardiac conditions and often
have the fewest number of instances in the datasets. This
is a significant contribution, as many previous studies did
not address the issue of the performance of these specific
classes. Tackling the problem of uncommon heartbeats is
done using two approaches. The first is deploying the syn-
thetic minority oversampling technique (SMOTE), which

Table 1. Heartbeat categories according to AAMI.

Heartbeat superclass Heartbeat annotation

N (Normal) N (Normal)
L (Left bundle branch block beat)
R (Right bundle branch block

beat)
e (Atrial escape beat)
j (Nodal (junctional) escape beat)

SVEB (Supraventricular
ectopic beat)

A (Atrial premature beat)
a (Aberrated atrial premature

beat)
J (Nodal (junctional) premature

beat)
S (Supraventricular premature

beat)

VEB (Ventricular ectopic
beat)

V (Premature ventricular
contraction)

E (Ventricular escape beat)

F (Fusion beat) F (Fusion of ventricular and
normal beats)

Q (Unknown beat) Q (Unclassifiable beat)/
(Paced beat)

f (Fusion of paced and normal
beat)

Figure 1. ECG diagram.
ECG: electrocardiogram.
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oversamples the minority classes to create additional synthetic
data. While the second relies on combining data for the minor-
ity classes from multiple datasets. Using these approaches
together has shown tremendous improvement in the recall of
the Q and F heartbeats. It is worth noting that the base
dataset used in this work is the MIT-BIH Supraventricular
Arrhythmia Database created by Greenwald.8

The remaining parts of the paper are organized as
follows: the Related Work section presents the related
literature regarding ECG heartbeat classification. The
Dataset and Experimental Setup section will detail
the primary datasets used and the experimental setup.
The Machine Learning Algorithms section describes the
machine algorithms used in this article. Meanwhile,
the Results and Analysis section presents the results of
the three cases: the original dataset, after using SMOTE,
and when combining multiple datasets. Finally, the conclu-
sion presents a summary of findings and future research
direction.

Related work
Machine learning has been proven to be helpful in the medi-
cinal field. For example, in the prediction of multiple dis-
eases like diabetes,9 heart disease,10,11 and strokes.12 As
for ECG heartbeat classification, several approaches have
been taken regarding signal preprocessing and various
models and implementations. Wang et al.13 have used the
Easy Ensemble technique and global heartbeat information
for an imbalanced heartbeat classification on the MIT-BIH
arrhythmia dataset.14 The MIT-BIH arrhythmia dataset is
similar to the MIT-BIH supraventricular arrhythmia
dataset used in this research as it comes from the same
holster records and thus has the same features but fewer
instances. Wang et al. tested their database using the inter-
patient scheme. Their experimental results showed that the
global heartbeat information is helpful for heartbeat classi-
fication and achieved an average accuracy of 95.6% and a
recall of 91.7%, 89.9%, 87.8%, and 55.4% for types N,
SVEB, VEB, and F, respectively.

Zhang et al.15 proposed a method that selects effective
feature subsets for distinguishing a class from classes by
performing a One-versus-One comparison on a support
vector machine (SVM) binary classifier on the MIT-BIH
Arrhythmia Database.14 Zhang et al. achieved recall
values of 88.94%, 79.06%, 85.48%, and 93.81% for
classes N, SVEB, VEB, and F.

Meanwhile, Diker used a different dataset and compared
the results of three different models that used artificial
neural networks, SVM, and k-nearest neighbor (KNN)
and used a 10-fold crossvalidation method for better per-
formance.16 They achieved the best results with the SVM
model, achieving an accuracy of 85.1%.

Alarsan and Younes17 combined the MIT-BIH
Supraventricular Arrhythmia Database8 and the MIT-BIH

Arrhythmia Database14 to get a total of 205,146 instances.
In addition, it was implemented using three models,
Decision Trees, Random Forest (RF), and Gradient-Boosted
Trees, and achieved the highest accuracy of 98.03% with
RF for multiclassification.

Bhattacharyya et al.18 studied the effect of extracting 61
features using the time-series feature extraction library
(TSFEL) and then applying a weighted majority ensemble
of RF and SVM on the MIT-BIH arrhythmia dataset. The
purpose of incorporating the TSFEL during feature extrac-
tion and the SMOTE is to create a more balanced dataset.
The paper achieved an accuracy of 98.21% and recall
values of 99.5%, 74.2%, 94.22%, 73.21%, and 0% for N,
SVEB, VEB, F, and Q classes, respectively.

In addition, L. Wang19 proposed a new approach for
arrhythmia classification using a three-heartbeat multi-lead
(THML) ECG data, in which each fragment contained three
complete heartbeat processes of multiple ECG leads. The
THML ECG data preprocessing method is formulated,
and four arrhythmia classification models are constructed
using 1D-CNN and a priority model with an integrated
voting method. The classification of the dual ECG lead
with THML data achieved a recall of 96.37%, 96.99%,
80.47%, 22.75%, and 8.33% for N, VEB, SVEB, F, and
Q classes. Table 2 shows a summary of the four key
research papers, showing the pros and cons of each one
of them.

Dataset and experimental setup
The work presented in this article creates a heartbeat classi-
fication model and studies the impact of adding multiple
datasets on enhancing its performance in predicting the Q
and F classes. The primary dataset used is the MIT-BIH
supra-ventricular dataset,8 which will be referred to as the
base dataset throughout the text. The other supplementary
datasets used are:

• The MIT-BIH arrhythmia dataset.14

• The IN-CART 12-lead Arrhythmia Database.20

• The Sudden Cardiac Death Holter Database.21

All these datasets are available in the public domain and
share similar features. Thus, data from these datasets
can be merged simply by appending their records. The
data merge process is focused on adding the Q and F
classes to the primary dataset, whereas other instances
are dropped.

Datasets

The MIT-BIH supraventricular dataset is a dataset that consists
of 78 ECG recordings, each lasting about 30 minutes. The
recordings were obtained from patients with various clinical
conditions, including healthy individuals and those with struc-
tural heart disease, and were collected using the standard
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12-lead ECG equipment. A 12-lead ECG is named as such
because it records the heart’s electrical activity from 12 different
viewpoints or leads. The test uses ten electrodes, one attached to
each of the four limbs and six to the chest. The four attached to
the limbs create six views of the heart in the vertical plane (I, II,
III, VL, VF, and VR). Meanwhile, the remaining six electrodes
are attached to the chest and are responsible for the six viewsV1
to V6 that record the activity in the horizontal plane. Thus, the
12-lead ECG as a diagnostic test provides a complete picture of
the heart’s electrical activity, recording information from six
limb leads and six chest leads.22 In the referenced dataset,
only leads II and V5 were used.

The dataset consists of 184,428 instances, where each
instance is a single ECG signal representing a single heart-
beat. The dataset consists of 34 features, including one for
the patient record and another for the heartbeat classifica-
tion type (Label). The remaining 32 features are divided
into 16 features representing the signals of lead II and 16
features representing the features of lead V5. The features
of both leads are identical. The only difference is the place-
ment of the electrodes on the body. Table 3 describes the
features list.

Data attribute information

Figure 2 reveals the distribution of values for some features
provided within the dataset. Figure 2(a) shows the sPeak distri-
bution, where it can be seen that the number of instances grows

increasingly from−4 mv toward zero, followed by a sharp drop
in the number of instances toward the positive values. This indi-
cates the normal range of “sPeak” varies within negative milli-
volts. Moreover, all intervallic features measured by
millisecond are distributed between positive 1 ms up to
150 ms. For example, Figure 2(b) refers to qt-interval, where
most instances are centered around 13 ms, while the pq-interval,
shown in Figure 2(c), has the most instances at 2 ms.

It is important to note that the normal range for the
pre-RR and post-RR intervals can vary depending on
many factors, including a person’s age, gender, and under-
lying health conditions. That is why they have a more
widespread normal distribution, as shown in Figure 2(d)
and (e). However, other attributes like the tPeak seem
more concentrated within a smaller range, as shown in
Figure 2(f).

Figure 3 illustrates the distribution of each class within the
base dataset. It can be seen that the classes of the dataset are
imbalanced. For example, the F and Q classes constitute
0.012% and 0.043% of the data, respectively. This is signifi-
cantly lower than the number of instances from other classes,
such as the N class, contributing to around 87.913% of the
dataset. Such imbalance can lead to poor performance in the
less frequently occurring classes since themodelmay have dif-
ficulty learning the characteristics of these minority classes.
Moreover, the model’s accuracy could be misleading when
applied to an imbalanced dataset because it does not consider
the recall of rare classes.

Table 2. Summary of the main related literature.

Literature Pros Cons

Z. Zhang et al. (2014) • Proposed automatic heartbeat classification
using a disease-specific feature selection
approach.

• Two independent training procedures are
executed for the data acquired from each lead
for evaluation.

• Training data was not balanced.
• Class Q was discarded.

S. Bhattacharyya
et al. (2021)

• Implemented an Ensemble of RF and SVM
using a weighted majority algorithm (WMA).

• Performed 10-fold crossvalidation on the
training set.

• Although high accuracy was achieved, the recall for the
minority classes was relatively low, mapping to 74.2%,
73.21%, and 0% for SVEB, F, and Q, respectively.

T. Wang et al. (2022) • Adopt multiple features from the heartbeat
(three types of local and global features).

• Used Easy Ensemble balancing technique and
compared against other balancing methods
like SMOTE.

• The adopted features have different distributions, and
direct concatenation may affect classification
performance.

• Class Q was discarded.

L. Wang et al. (2022) • Proposed a novel method that uses a
three-heartbeat multi-lead (THML).

• The majority voting method was used on four
models.

• The THML ECG data relies on the accuracy of the QRS
wave detection algorithm.
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Data pipeline

Figure 4 shows the data pipeline for this work. Once the
data is cleaned, it is split into training and testing sets,
and each is scaled separately. Since the dataset is unba-
lanced, the SMOTE balancing technique is used to compen-
sate for the minority classes in the dataset. Afterward, the
model is trained and undergoes a series of iterations for
hyperparameters turning. Once the model training and opti-
mization are complete, its performance is evaluated on the
test dataset. Such a process is a standard practice in any
machine learning project.

Data preprocessing is essential in data analysis because
rows are often incomplete, noisy, or inconsistent and may
need to be cleaned and transformed before they can be
used effectively. For example, the feature “record” was
dropped since it only refers to the patient number and
does not help predict the type of ECG signal, so it was
discarded.

The base dataset is free from noisy rows. However, the
values must be scaled for better performance, efficiency,
and accuracy. The normalization technique which results
in the most significant improvement is the standardization

scaling technique. Standardization is often used to scale
variables to a common scale because it preserves the
shape of the distribution of the data. It can be helpful if
the data is not normally distributed and is less sensitive to
outliers. The standardization equation is referred to in
Equation (1).

XStand = x− mean(x)
Standard Deviation (x)

(1)

Machine learning algorithms
Thisworkwill examine severalmachine learning algorithms to
evaluate their performance in the ECG classification problem.
As shown in Figure 5, the machine learning models are RF,
logistic regression (LR), KNN, linear SVM (LSVM), and
linear discriminant analysis (LDA). Any of these models will
have hyperparameters that need to be tuned. However, all of
them will have the same input features, which are 16 inputs
per lead. These are the (p, q, r, s, t) peaks, (pq, qt, st, qrs) inter-
vals, the Pre-RR and post-RR, and the five qrs morphologies.
The model will classify any input ECG into one of the five
classes N, SVEB, VEB, Q, and F.

Table 3. Feature description.

Attribute Description
Feature
type

Record A number assigned to the patient Numeric

Type Classification of heartbeat Object

pre-RR The period between the end of one R-R interval and the beginning of the next. Numeric

post-RR The period following the R-R interval. Numeric

pPeak The peak of the P wave. Numeric

tPeak The peak of the T wave. Numeric

rPeak The peak of the R wave. Numeric

sPeak The peak of the S wave. Numeric

qPeak Small, positive deflection in the QRS complex. Numeric

qrs interval Duration of the QRS complex. Numeric

pq interval The time between the P wave’s start and the QRS complex’s start. Numeric

qt interval The time between the start of the QRS complex, and the end of the T wave. Numeric

st interval The time between the S wave’s end and the T wave’s start. Numeric

qrs
morphologies

For the morphology features, five samples are taken in the QRS complex (between the on-set and
off-set points of the QRS complex23)

Numeric

Al-mousa et al. 5



Logistic regression

LR is a type of statistical model that is used for classifica-
tion tasks. It is called “logistic regression” because it uses
a logistic function to predict the probability of an event
occurring. It predicts the probability that an ECG signal
belongs to a particular class.24

Random Forest

RF is one of the machine learning algorithms used for clas-
sification. The basic concept of this algorithm is that it is
made of many individual decision trees that work together
to make predictions. Each decision tree in an RF is trained
on a random subset of the data and makes predictions based

Figure 2. Features distribution (a) histogram of the peak of the S wave (b) histogram of the QT interval (c) histogram of the PQ interval (d)
histogram of the post-RR (e) histogram of the pre-RR (f) histogram of the peak of the T wave.
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on the features of that tree. The predictions from the indi-
vidual decision trees are then combined to make the final
prediction of the RF.25

K-nearest neighbor

The KNN algorithm applies proximity to classify or predict
how a single data point will be grouped. It is a nonparamet-
ric, supervised learning classifier. It operates under the
concept that related points can be discovered close to one
another. A class label is chosen by a majority vote,
meaning that it chooses the one that is most frequently
used in the region of a particular data point.26,27

Linear support vector machine

LSVMworks by finding a hyperplane in a high-dimensional
space that maximally separates classes, where the hyper-
plane is a line that separates the data. Finding a line that per-
fectly separates linearly separable classes is possible. For
nonlinear classes, finding a good separation line is possible
by adding additional dimensions and then projecting the
data into a higher dimensional space.28

Linear discriminant analysis

LDA is a dimensionality reduction technique. It finds the
linear combination of features that maximizes the separ-
ation between the different classes. This is done by
finding the projection of the data onto a lower-dimensional
space. LDA is a supervised method that considers class
labels when finding the data projection.29

Results and analysis
This section presents the results on the MIT-BIH supraven-
tricular dataset (the base dataset), then shows the SMOTE
technique’s impact on enhancing the results. Then shows
how combining data from multiple sources enhances the
results. Finally, the best results are compared against the
latest in the literature.Figure 3. Distribution of classes.

Figure 4. Data pipeline.
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Base dataset results

To compare the performance of different models, recall, pre-
cision, andF1-scoreswere used alongside accuracy. Precision
is defined as the model’s ability to correctly predict the posi-
tive class, whereas recall is the ability of the model to identify
all positive instances correctly. The primary performance
measure used in the comparison in this work is the recall.
One would want to detect all types of classes and not miss
any. Equations for the precision, recall, F1-score, and specifi-
city are presented in Equations (2)–(5).

Precision = TP

TP+ FP
(2)

Recall = TP

TP+ FN
(3)

f 1-Score = 2 ∗ Precision ∗ Recall
Precision+ Recall

(4)

Specificity = TN

TN + FP
(5)

Logistic regression. Figure 6(a) shows the confusion matrix
of the LR model. No instances are detected as Q or F based
on the values provided. Although the test data includes 24
instances labeled as Q and seven instances labeled as F,
the model predicts them as N, SVEB, Q, and VEB
instead. This shows the model’s weakness in detecting Q
and F classes, causing the recall to be zero. The accuracy
given by this model equals 93%. However, accuracy is
not enough indicator of performance for classification
models since it does not consider data imbalance. Table 4
shows the overall results of LR.

Random Forest. RF yields a total accuracy of 98%. As
shown in the confusion matrix in Figure 6(b) and

Figure 5. Detailed classification model diagram.
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Table 5, the model performs better for the F class since it
detects two out of seven instances as F, and the recall is
equal to 29%. However, the Q class does not improve,
with its recall still equal to zero.

K-nearest neighbor. KNN provides an accuracy of 97%.
Table 6 provides the recall, precision, F1 score, and speci-
ficity of both F and Q classes, which shows better readings
than previous algorithms. Moreover, Figure 6(c) shows that

two out of seven instances are correctly predicted as F, and
only one is detected correctly as Q.

Linear support vector machine. The measured accuracy is
92%. Like LR and as shown in Figure 6(d), not a single
instance of Q or F is detected. LR produces slightly better
results than Linear SVM in terms of accuracy, F1-score,
recall, precision, and specificity, as shown in Table 7.

Figure 6. Confusion matrix of all algorithms (a) confusion matrix for LR (b) confusion matrix for RF (c) confusion matrix for KNN (d)
confusion matrix for LSVM (e) confusion matrix for LDA.
LR: logistic regression; RF: Random Forest; KNN: K-nearest neighbor; LSVM: linear support vector machine; LDA: linear discriminant
analysis.

Al-mousa et al. 9



Linear discriminant analysis. The LDAmeasured accuracy is
92%. As shown in Figure 6(e), all instances of F are pre-
dicted as either N or VEB. As for Q, only four instances
are correctly predicted. Table 8 illustrates the precision,
recall, F1-score, and specificity values.

Results using SMOTE technique

The charts in Figure 7 compare the recall of the different
models before and after applying data augmentation using
SMOTE. Figure 7(a) shows the impact of applying
SMOTE on the LR model. While the Q and F classes
experienced huge growth, the recall of the N class
dropped to 74%. As for the SVEB and VEB, an increase
in recall values is detected.

Figure 7(b) refers to the RF model. After applying
SMOTE, there are upward trends in recall in all classes
except the N class, which dropped only by 1%, and the F
class, which did not change. Overall, the performance of
SVEB and VEB is outstanding. However, F and Q did
not mark any considerable improvements. The analysis of
the KNN model is illustrated in Figure 7(c), where
SMOTE clearly shows enhancement in the F class, which
increases to 71%, whereas Q increases to 21%. Also,
SVEB and VEB classes slightly rise in recall values, yet
N decreases by 3% after implementing SMOTE.

Figure 7(d) compares the Linear SVM model. SMOTE
causes F and Q classes to rise to 71%. However, this causes

Table 5. Analysis of RF classifier on original data.

Type Precision Recall F1-score Specificity

N 98% 99% 99% 87.8%

SVEB 91% 80% 85% 99.4%

VEB 95% 92% 93% 99.7%

F 50% 29% 36% 99.9%

Q 0% 0% 0% 100%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; RF:
Random Forest.

Table 6. Analysis of KNN classifier on original data.

Type Precision Recall F1-score Specificity

N 98% 99% 99% 87.3%

SVEB 87% 80% 83% 99.1%

VEB 95% 91% 93% 99.7%

F 67% 29% 40% 99.9%

Q 50% 4% 8% 99.9%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; KNN:
K-nearest neighbor.

Table 8. Analysis of LDA classifier on original data.

Type Precision Recall F1-score Specificity

N 95% 98% 96% 58.3%

SVEB 60% 39% 47% 98.1%

VEB 74% 62% 67% 98.8%

F 0% 0% 0% 99.9%

Q 4% 17% 6% 99.8%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; LDA:
linear discriminant analysis.

Table 4. Analysis of LR classifier on original data.

Type Precision Recall F1-score Specificity

N 95% 98% 97% 59.6%

SVEB 65% 42% 51% 98.4%

VEB 77% 63% 70% 99%

F 0% 0% 0% 100%

Q 0% 0% 0% 100%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; LR:
logistic regression.

Table 7. Analysis of LSVM classifier on original data.

Type Precision Recall F1-score Specificity

N 94% 99% 96% 51%

SVEB 63% 30% 41% 98.7%

VEB 77% 60% 68% 99%

F 0% 0% 0% 100%

Q 0% 0% 0% 100%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; LSVM:
linear support vector machine.
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a significant fall in the results for the N class, dropping from
99% to 69%. This model is considered weak since all
classes have a low recall compared to the previous algorithms.
Finally, Figure 7(e) shows information about the LDAmodel

results. Q and F recall increases to more than 70% after
SMOTE. Similarly, the SVEB and VEB recall increases
slightly to 63% and 66%, respectively. However, the recall
of the N class becomes worse than its value before SMOTE.

Figure 7. Recall values before and after SMOTE (a) LR (b) RF (c) KNN (d) LSVM (e) LDA.
SMOTE: synthetic minority oversampling technique; LR: logistic regression; RF: Random Forest; KNN: K-nearest neighbor; LSVM: linear
support vector machine; LDA: linear discriminant analysis.

Figure 8. Number of instances of types F and Q before and after
adding multiple datasets. Figure 9. Percentage of instances after adding multiple datasets.
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In summary, SMOTE efficiently improves the recall of the
F and Q classes in LR, LSVM, and LDA models. However,
the overall performance of all classes is not at its best, as the
accuracy drops to 72%, 69%, and 66%, respectively.

Results of using the combined dataset

More F and Q instances are added from different datasets
and merged into the base dataset to improve the results

further. The new data is cleaned and prepared before
merging with the base dataset. This guarantees accurate
analysis to compare the results and benchmark the improve-
ments fairly.

Starting with The Sudden Cardiac Death Holter
Database,21 many instances have features of lead V2
only and instances with features of lead V5 only. For
data consistency, instances with missing values from
either lead are dropped. The cleaned data is then merged

Figure 10. Recall values of base dataset versus combined dataset both after SMOTE (a) LR (b) RF (c) KNN (d) LSVM (e) LDA.
SMOTE: synthetic minority oversampling technique; LR: logistic regression; RF: Random Forest; KNN: K-nearest neighbor; LSVM: linear
support vector machine; LDA: linear discriminant analysis.
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Figure 11. Confusion matrices of all algorithms using the combined dataset and SMOTE (a) confusion matrix for LR (b) confusion matrix for
RF (c) confusion matrix for KNN (d) confusion matrix for LSVM (e) confusion matrix for LDA.
SMOTE: synthetic minority oversampling technique; LR: logistic regression; RF: Random Forest; KNN: K-nearest neighbor; LSVM: linear
support vector machine; LDA: linear discriminant analysis.

Al-mousa et al. 13



with the clean version of the MIT-BIH arrhythmia
dataset14 and the IN-CART 12-lead Arrhythmia
Database.20 However, since the main target is increasing
the unique instances for both Q and F classes, instances
with class N, VEB, and SVEB are dropped from the
merged dataset to diminish the unbalancing that would
arise. Finally, the merged dataset is added to the base
MIT-BIH supraventricular dataset.

Figure 8 shows the number of the Q and F classes before
and after adding the instances from the supplementary data-
sets. The final distribution of the classes after adding the
new instances are added is shown in Figure 9. Then, this
new combined dataset is processed using the data pipeline

presented earlier, shown in Figure 4, including data split-
ting, scaling, balancing, and modeling.

Figure 10 compares the recall values between those gen-
erated using the base dataset and those generated using the
combined dataset. It is worth noting that both cases utilized
the SMOTE technique to oversample minority classes.
Figure 10(a) compares the results for the LR model; it
clearly shows that the F class gained the most benefit
after merging the datasets as its recall increased to 92%.
In contrast, the Q class performed worse after the merge,
dropping from 75% to 48%. As for the remaining classes,
N and VEB classes showed slight enhancement, while
SVEB remained unchanged.

Figure 10(b) shows a similar comparison for the RF
model. The F class shows massive growth, increasing
from 29% to 94%. Also, the Q class has improved from
4% to 19%. Moreover, this model did not affect the remain-
ing classes significantly, as they performed well after
merging the datasets. Similar results in Figure 10(c) show
the comparison for the KNN model, where it shows that
recall of F and Q increased to 95% and 26%, respectively,
without negatively affecting the remaining classes.

As for Linear SVM, its results are presented in
Figure 10(d). Adding more instances for F and Q classes
positively affected the recall of the F class. However, Q
class recall dropped from 71% to 37%. Generally, this
model did not achieve good results for both the base and
the merged datasets.

Finally, Figure 10(e) illustrates the results for LDA
before and after combining the multiple datasets. Merging
the datasets resulted in worse results for all classes except
for the N class.

To further analyze the details of these algorithms, the
confusion matrices for these algorithms are shown in
Figure 11. Among these algorithms, RF and KNN
proved to be the most efficient models capable of predict-
ing all classes with the most negligible errors, as shown in
Figure 11(b) and (c). They achieved the best recall values
for all classes and improved the predictions of the Q and F
classes. RF achieved an accuracy of 97%, making it the
most reliable classifier that optimized the predictions of
the F and Q classes and raised their recall values to
94.4% and 18.5%, respectively. Meanwhile, LSVM, LR,
and LDA provided good recall values for the Q and F
classes; however, they were excluded from further consid-
eration due to the apparent drop in results for the other
classes, as shown in Figure 11(a), (d) and (e). KNN pro-
vided good recall values, but after comparing it with RF,
it can be seen that RF provides better recall values for
N, SVEB, and VEB.

These results demonstrate that the dataset preprocessing
using SMOTE and the data-merging techniques have sig-
nificantly improved the classification models’ performance.
And that the RF can provide better classification accuracy
for the given dataset.

Table 9. Analysis of the RF classifier after parameter optimization.

Type Precision Recall F1-score Specificity

N 100% 97% 98% 96.7%

SVEB 71% 93% 80% 97.3%

VEB 92% 95% 93% 99.5%

F 98% 95% 96% 100%

Q 19% 30% 23% 100%

Accuracy 97%

SVEB: supraventricular ectopic beat; VEB: ventricular ectopic beat; RF:
Random Forest.

Figure 12. Confusion matrix of RF model after parameter
optimization.
RF: Random Forest.
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Finally, the RF model was fine-tuned by altering two
hyper-parameters, “n estimators” and “min samples
leaf.”30 Figure 12 shows the normalized confusion
matrix of the RF classifier, which exceeds the previously
reported KNN classifier performance for the Q and F
classes. The final performance metrics of the fine-tuned
RF model across all classes are provided in Table 9 and
Figure 13.

In conclusion, considering all results, the most efficient
models that proved their capability of predicting all

classes with the least errors were RF and KNN after apply-
ing SMOTE on the merged dataset since they achieved the
best recall values for all classes and improved the predic-
tions of Q and F classes. Looking for the best accuracy,
RF achieved an accuracy equal to 97%. However, KNN
recorded 96%. Thus, RF is considered the most reliable
classifier, which optimized the predictions of F and Q
classes and raised their recall values to 95% and 30%,
respectively. Thus, it will be selected for comparison
against other works in the literature.

Figure 13. Analysis of the RF classifier after fine-tuning.
RF: Random Forest.

Table 10. Comparison of recall and accuracy with other papers.

Type This work Zhang et al.15* Bhattacharyya et al.18 T. Wang et al.13* L. Wang et al.19

N 97% 88.9% 99.5% 91.7% 96.37%

SVEB 93% 79% 74.2% 89.9% 80.47%

VEB 95% 85.4% 94.2% 87.8% 96.99%

F 95% 93.8% 73.2% 55.4% 22.75%

Q 30% 0% 0% 0% 8.33%

Accuracy 97% 86.6% 98.2% 95.6% 94.4%

Al-mousa et al. 15



Results comparison with literature

To compare the obtained results with previous related work,
Table 10 shows the recall values of the five classes for this
work and four leading research papers. Considering the
recall of the F class, it can be seen that in this work, it is
95% exceeding the 93.8% reported by Zhang et al.15

Moreover, the Q class has the highest percentage at 30% in
this work, while others reported 0% in this category, and19 has
the highest percentage among the four individuals at 8.33%.
Notably, works denoted with (*) chose to drop all Q instances
from their datasets. But in this work, adding multiple datasets
and implementing data augmentation could improve the recall
to 30%, as shown in Figure 14, without affecting the remain-
ing classes. Besides that, better results were achieved even for
SVEB class. While it is true that the performance of work19

outperformed our results by around 2% in the specific VEB
category, it is essential to note that the performance of the
remaining classes was worse than what this work achieved.
Taking accuracy into consideration, work in Bhattacharyya
et al.18 achieved better accuracy. However, accuracy was
sacrificed to enhance the predictions of F and Q that were
neglected in most papers.

Conclusion
In summary, this article aimed to build an ECG heartbeat
classification model with an enhancement to the Recall
values of types F and Q without affecting the recall of the

other types. After comparing five different supervised
machine-learning algorithms on the base dataset,
SMOTE technique was implemented on the five models,
and their results were compared. It was noticeable that
for most models, the recall for types N, SVEB, and VEB
was much higher than for types F and Q. As such,
instances of types F and Q from three other datasets
were combined with the base dataset. SMOTE was then
implemented to balance the data as a further enhancement,
and the results were reevaluated. It was concluded that the
RF model after SMOTE was implemented had the best
overall results considering that the accuracy remained
high and the recall for all types increased. This final
model provided an accuracy of 97% and a recall of 97%,
93%, 95%, 95%, and 30% for types N, SVEB, VEB, F,
and Q, respectively.

The clinical application of such a model would be
having physicians in remote areas analyze the ECGs
quickly without needing a cardiologist for every ECG ana-
lysis. A practical deployment of this machine-learning
model can be done by adding a processing layer to
capture a single heartbeat, extracting the required para-
meters from the heartbeat, then feeding them into the
machine-learning model for classification. The model can
be installed on IoT devices and provide preliminary classi-
fication (diagnosis), saving time and lives. While the scope
of this work focused on the machine learning part, building
a fully functional prototype could be considered in future
work.

Figure 14. Comparison of recall values with other papers.

16 DIGITAL HEALTH



Acknowledgements: Not Applicable.

Contributorship: Amjed Al-Mousa provided a continuous review
of the means and methods used, revised the manuscript several
times, and prepared the final version, which was approved by all
authors. Joud Baniissa, Tala Hashem, and Tala Ibraheem
contributed to conceptualization, conducted the literature review,
and contributed to data preparation and code implementation.

Declaration of conflicting interests: The author(s) declared no
potential conflicts of interest with respect to the research,
authorship, and/or publication of this article.

Funding: The author(s) received no financial support for the
research, authorship, and/or publication of this article.

Ethical approval: This work did not involve any human or animal
trials. The datasets used in this work are anonymous and available
in the public domain.

Consent statement: Patient consent is not applicable in this
research, as there has been no human or animal testing involved.

Guarantor: Amjed Al-Mousa.

ORCID iD: Amjed Al-mousa https://orcid.org/0000-0002-
6427-1008

References
1. WHO. WHO reveals leading causes of death and disability

worldwide: 2000–2019. 12 2020. [Online], https://www.
who.int/news/item/09-12-2020-who-reveals-leading-causes-of-
death-and-disability-worldwide-2000-2019.

2. Mayo Clinic. Heart arrhythmia. 2023. [Online], https://www.
mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-
causes/syc-20350668.

3. Mayo Clinic. Cardiac Abalation. 2023. [Online], https://www.
mayoclinic.org/tests-procedures/cardiac-ablation/about/pac-
20384993.

4. Rai HM and Chatterjee K. Hybrid CNN-LSTM deep learning
model and ensemble technique for automatic detection of
myocardial infarction using big ECG data. Appl Intell 2022;
52: 5366–5384.

5. Rai HM and Chatterjee K. A unique feature extraction using
MRDWT for automatic classification of abnormal heartbeat
from ECG big data with multilayered probabilistic neural
network classifier. Appl Soft Comput 2018; 72: 596–608.

6. Rai HM and Chatterjee K. A novel adaptive feature extraction
for detection of cardiac arrhythmias using hybrid technique
MRDWT & MPNN classifier from ECG big data. Big Data
Research 2018; 12: 13–22.

7. American National Standard. Testing and reporting perform-
ance results of cardiac rhythm and ST segment measurement
algorithms. Association for the Advancement of Medical
Instrumentation. 2013.

8. Greenwald SD. Improved detection and classification of
arrhythmias in noise-corrupted electrocardiograms using
contextual information. Massachusetts, USA: Harvard
University–MIT Division of Health Sciences and
Technology, 1990

9. Abdulhadi N and Al-Mousa A. Diabetes detection using
machine learning classification methods. In: 2021 international
conference on information technology (ICIT), Amman, 2021.

10. Atallah R and Al-Mousa A. Heart disease detection using
machine learning majority voting ensemble method. In:
2019 2nd international conference on new trends in comput-
ing sciences (ictcs), 2019.

11. Jahed R, Aseer O and Al-Mousa A. Using personal key indica-
tors and machine learning-based classifiers for the prediction of
heart disease. In: international conference on smart computing
and application (ICSCA), Hail, Saudi Arabia, 2023.

12. Al-Zubaidi H, Dweik M and Al-Mousa A. Stroke prediction
using machine learning classification methods. In: inter-
national arab conference on information technology (ACIT),
Abu Dhabi, UAE, 2022.

13. Wang T, Lu C, JuW, et al. Imbalanced heartbeat classification
using EasyEnsemble technique and global heartbeat informa-
tion. Biomed Signal Process Control 2022; 71: 1.

14. Moody GB and Mark RG. The impact of the MIT-BIH
arrhythmia database. IEEE Eng Med Biol Mag 2001; 20:
45–50.

15. Zhang Z, Dong J, Luo X, et al. Heartbeat classification using
disease-specific feature selection. Comput Biol Med 2014; 46:
79–89.

16. Dıker A, Avci E, Cömert Z, et al. Classification of ECG signal
by using machine learning methods. In: 2018 26th signal pro-
cessing and communications applications conference (SIU),
2018.

17. Alarsan FI and Younes M. Analysis and classification of heart
diseases using heartbeat features and machine learning algo-
rithms. J Big Data 2019; 6: 1–15.

18. Bhattacharyya S, Majumder S, Debnath P, et al. Arrhythmic
heartbeat classification using ensemble of random forest and
support vector machine algorithm. IEEE Trans Artificial
Intell 2021; 2: 260–268.

19. Wang L-H, Yu Y-T, Liu W, et al. Three-Heartbeat multilead
ECG recognition method for arrhythmia classification. IEEE
Access 2022; 10: 44046–44061.

20. Yakushenko E. St Petersburg INCART 12-lead arrhythmia
database. 2008.

21. Greenwald SD. The development and analysis of a ventricular
fibrillation detector. Massachusetts, USA: Massachusetts
Institute of Technology, 1986

22. Hampton J and Hampton J. The ECG made easy. Amsterdam,
Netherlands: Elsevier, 2019.

23. Ahmed M and Haskell-Dowland P. Secure edge computing:
applications, techniques and challenges. Florida, USA:
CRC Press, 2021.

24. Sammut C and Webb G (eds). Logistic regression.
Encyclopedia of machine learning. Boston, MA: Springer,
2010, pp.631–631.

25. Breiman L. Random forests. Mach Learn 2001; 45: 5–32.
26. Zhang Z. Introduction to machine learning: k-nearest neigh-

bors. Ann Transl Med 2016; 4: 2–3.

Al-mousa et al. 17

https://orcid.org/0000-0002-6427-1008
https://orcid.org/0000-0002-6427-1008
https://orcid.org/0000-0002-6427-1008
https://www.who.int/news/item/09-12-2020-who-reveals-leading-causes-of-death-and-disability-worldwide-2000-2019
https://www.who.int/news/item/09-12-2020-who-reveals-leading-causes-of-death-and-disability-worldwide-2000-2019
https://www.who.int/news/item/09-12-2020-who-reveals-leading-causes-of-death-and-disability-worldwide-2000-2019
https://www.who.int/news/item/09-12-2020-who-reveals-leading-causes-of-death-and-disability-worldwide-2000-2019
https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-20350668
https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-20350668
https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-20350668
https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-20350668
https://www.mayoclinic.org/tests-procedures/cardiac-ablation/about/pac-20384993
https://www.mayoclinic.org/tests-procedures/cardiac-ablation/about/pac-20384993
https://www.mayoclinic.org/tests-procedures/cardiac-ablation/about/pac-20384993
https://www.mayoclinic.org/tests-procedures/cardiac-ablation/about/pac-20384993


27. Harrison O. Machine learning basics with the k-nearest neigh-
bors algorithm. 2018. [Online], https://towardsdatascience.
com/machine-learning-basics-with-the-k-nearest-neighbors-
algorithm-6a6e71d01761.

28. Zhang X. Support vector machines. In: Sammut C and Webb
G (eds) Encyclopedia of machine learning, Boston, MA:
Springer US, 2010, pp.941–946.

29. Izenman A. Linear discriminant analysis. In: Allen G, De
Veaux R and Nugent R (eds) Modern multivariate statistical
techniques: regression, classification, and manifold learning.
New York, NY: Springer New York, 2008, pp.237–280.

30. Arya N. Tuning Random Forest Hyperparameters. 8 2022.
[Online], https://www.kdnuggets.com/2022/08/tuning-random-
forest-hyperparameters.html (accessed 13 May 2023).

18 DIGITAL HEALTH

https://towardsdatascience.com/machine-learning-basics-with-the-k-nearest-neighbors-algorithm-6a6e71d01761
https://towardsdatascience.com/machine-learning-basics-with-the-k-nearest-neighbors-algorithm-6a6e71d01761
https://towardsdatascience.com/machine-learning-basics-with-the-k-nearest-neighbors-algorithm-6a6e71d01761
https://towardsdatascience.com/machine-learning-basics-with-the-k-nearest-neighbors-algorithm-6a6e71d01761
https://www.kdnuggets.com/2022/08/tuning-random-forest-hyperparameters.html
https://www.kdnuggets.com/2022/08/tuning-random-forest-hyperparameters.html
https://www.kdnuggets.com/2022/08/tuning-random-forest-hyperparameters.html

	 Introduction
	 Related work
	 Dataset and experimental setup
	 Datasets
	 Data attribute information
	 Data pipeline

	 Machine learning algorithms
	 Logistic regression
	 Random Forest
	 K-nearest neighbor
	 Linear support vector machine
	 Linear discriminant analysis

	 Results and analysis
	 Base dataset results
	 Logistic regression
	 Random Forest
	 K-nearest neighbor
	 Linear support vector machine
	 Linear discriminant analysis

	 Results using SMOTE technique
	 Results of using the combined dataset
	 Results comparison with literature

	 Conclusion
	 Acknowledgements
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


