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Background. Diabetic kidney disease (DKD), one of the complications of diabetes in patients, leads to progressive loss of kidney
function. Timely intervention is known to improve outcomes. &erefore, screening patients to identify high-risk populations is
important. Machine learning classification techniques can be applied to patient datasets to identify high-risk patients by building a
predictive model.Objective.&is study aims to identify a suitable classification technique for predicting DKD by applying different
classification techniques to a DKD dataset and comparing their performance using WEKA machine learning software.Methods.
&e performance of nine different classification techniques was analyzed on a DKD dataset with 410 instances and 18 attributes.
Data preprocessing was carried out using the PartitionMembershipFilter. A 10-fold cross validation was performed on the dataset.
&e performance was assessed on the basis of the execution time, accuracy, correctly and incorrectly classified instances, kappa
statistics (K), mean absolute error, root mean squared error, and true values of the confusion matrix. Results. With an accuracy of
93.6585% and a higher K value (0.8731), IBK and random tree classification techniques were found to be the best performing
techniques. Moreover, they also exhibited the lowest root mean squared error rate (0.2496). &ere were 15 false-positive instances
and 11 false-negative instances with these predictionmodels. Conclusions.&is study identified IBK and random tree classification
techniques as the best performing classifiers and accurate prediction methods for DKD.

1. Introduction

Advancements in information technology have led to the
creation of enormous volumes of data. Besides, the devel-
opments in healthcare database management systems have
resulted in a vast number of medical databases. Managing
large volumes of heterogeneous data and creating useful
knowledge from them has become an important field of
research known as data mining. It is a way of discovering
innovative, valuable, valid, and reasonable patterns in data
[1]. &ere are two data mining techniques, namely, unsu-
pervised and supervised learning techniques. Unsupervised
learning techniques identify novel patterns with minimum
human supervision. It works with unlabeled data and looks
for a hidden pattern in the data. It builds a model based on
the results obtained. A commonly used unsupervised
technique is clustering [2]. Supervised learning techniques

require labeled training data. It analyzes the training ex-
ample data to deduce a pattern that can be applied to new
example data. Classification, statistical regression, and as-
sociation rules are commonly used supervised learning
techniques in medical and clinical research [3]. Classifica-
tion methods are used to classify, detect, and analyze disease
datasets to build a prediction model [4].

Machine learning is an integral part of artificial intel-
ligence (AI) that allows the systems to perform a specific task
without using explicit programming. It works by creating
patterns and inferences by building a model based on a
training dataset. Machine learning involves developing
computer programs that can use data to learn for themselves
[5]. Waikato environment for knowledge analysis (WEKA)
is a data mining software that contains algorithms for data
analysis and predictive modeling. It consists of all the major
learning techniques for classification and regression, such as
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Bayesian classifiers, decision trees, rule sets, support vector
machines, logistic and multilayer perceptrons, linear re-
gression, and nearest-neighbor methods. It also has “meta-
learners” such as bagging, stacking, boosting, and schemes
that perform automatic parameter tuning using cross-vali-
dation, cost-sensitive classification, etc. [6]. A comparison of
the advantages and disadvantages of these classifiers in
presented in Supplementary table 1.

Learning algorithms need to be validated as the dataset
may not be truly representing the population. Cross-vali-
dation hold-out set or resubstitution are some of the vali-
dation techniques. &ere are standard quantitative
performance parameters such as accuracy and root mean
squared error available in WEKA software. It also provides
graphical performance indicators such as receiver operating
characteristic curves and precision-recall curves. &e visu-
alization tools available in WEKA allow the identification of
outliers [7].

Diabetic kidney disease (DKD) is one of the most
common complications of diabetes that causes increased
mortality and morbidity in patients [8]. It occurs in 20–40%
of people with diabetes. DKD is the single largest cause of
end-stage renal disease (ESRD) worldwide and has become
an enormous burden on healthcare systems [9]. Patients in
the early stage of diabetic nephropathy are characterized as
microalbuminuria (albumin-to-creatinine ratio (ACR) of
30–299mg/g). In many patients, it usually progresses to
macroalbuminuria (albumin-to-creatinine ratio (ACR) of
≥300mg/g) followed by ESRD. However, screening patients
early for diabetic nephropathy will help delay the onset of
microalbuminuria and may prevent the progression of
micro to macroalbuminuria and ESRD [10]. Standard
methods to detect renal impairment involve specialized
blood and urine tests. However, data mining techniques can
be applied to the available datasets to establish a prediction
model that can be used for detecting DKD cases.

AI technique was used to build a predictive model that
detected DKD aggravation with 71% accuracy [11]. Machine
learning methods were used to predict the initiation of renal
replacement therapy in chronic kidney disease patients.
Only the comorbidity data were used to build the prediction
model. &e area under the receiver operating characteristic
curve for predicting the initiation of renal replacement
therapy within a year from CKD diagnosis was found to be
0.773 [12]. An AI-based recursive rule extraction technique
was used to derive lower urinary albumin to creatinine ratio
cut-offs for the early detection of DKD. &is technique
identified two cutoff values with an accuracy of 77.56% [13].
Ravizza et al. developed a model from real-world data of
people with type 2 diabetes for detecting chronic kidney
disease. &e area under the receiver operating characteristic
curve of the model was 0.7937 [14].

2. Recent Works

Early detection of diabetic retinopathy was developed using
deep learning techniques. &e dataset was preprocessed
before the classification. A standard scalar technique was
used to normalize the date, and principal component

analysis was used to extract the data. Dimensionality re-
duction was carried out using the firefly algorithm. &e
accuracy of the deep neural network model was found to be
97% and it outperformed other classification techniques
such as support vector machines, KNN, decision tree, NB,
and XGBoost-based models [15]. Chowdhury et al. analyzed
the data from the epidemiology of diabetes interventions and
complications clinical trials to develop a prediction model
based on different machine learning algorithms. It included
1375 patients with type 1 diabetes and 19 attributes. &e
random forest model was found to be best (96%), followed
by a light gradient-boosted machine (95%) [16]. XGBoost
and random forest algorithms were used to develop a model
to predict the 5-year risk of CKD. &e dataset included
88,973 individuals. &e AUC was 0.75 for predicting any
stage of CKD and 0.82 for severe endpoints. &e models
outperformed the Centers for Disease Control and Pre-
vention (CDC) risk score [17].

&e currently available techniques use specific methods
for building the DKD prediction models. A comparative
analysis is needed to identify an accurate method for the
prediction of DKD. In this study, we aimed to identify an
accurate classification technique for predicting DKD by
comparing different classification techniques applied to a
DKD dataset using WEKA machine learning software. Here
we report the use of a machine learning technique to detect
patients with DKD using known cases of DKD as a training
dataset.

3. Materials and Methods

Clinical and biochemical data of patients who had DKD
were gathered for this study. Figure 1 shows the risk factors
affecting diabetic kidney disease.

&e data collected were transformed to data types ARFF
file. ARFF is an acronym that stands for attribute-relation
file format. It is an extension of the CSV file format where a
header is used.&is header provides metadata about the data
types in the columns. &e data was saved with an extension
of CSV from Microsoft Excel and then opened in WEKA
using the “ArffViewer” under the “Tools” option to save it
with an ARFF extension. &is conversion has to be done in
order for the data to be used in WEKA. A 10-fold cross-
validation was performed on the dataset, and then the data
was analyzed using WEKA. Different machine learning
classification techniques were applied, and the outcomes
were compared (Figure 2). &e best performing technique
was identified based on findings to predict DKD (Figure 3).

3.1. Dataset. &e diabetic kidney disease dataset was gath-
ered from our previous DKD cohort [18]. &ere are 410
instances and 18 attributes (14 numeric and 4 nominal) that
were used in the analysis of the prediction of DKD. &e
dataset attributes are age (years), gender (male/female),
serum albumin (mg/dL), sodium (mmol/L), potassium
(mmol/L), urea (mg/dL), glucose (mg/dL), creatinine (mg/
dL), HbA1c (%) Hb (g/dL), white blood cell counts (WBCs)
(109/L), red blood cell counts (RBCs) (1012/L) Hb (%),
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platelets counts (109/L) (M/µl), systolic BP sitting condition
(mmHg), diastolic BP sitting condition (mmHg), hyper-
tension (yes/no), and retinopathy (yes/no). &e attribute
nephropathy was classified into two classes as DKD and not
DKD. 410 patients with diabetes were classified according to
their urinary albumin excretion creatinine ratio (ACR) using
American Diabetes Association (ADA) criteria for diabetic
nephropathy stage cutoff and eGFR values.

3.2. Preprocessing. Preprocessing is a data mining technique
that involves transforming raw data into an understandable
format. WEKA now also has a PartitionMembershipFilter
that can apply any PartitionGenerator to a given dataset to
obtain these vectors for all instances. For preprocessing, a
partition membership filter is used.

&ere are four interfaces to WEKA which can be started
from the main GUI Chooser window. Figure 4 shows the
DKD dataset after loading in the explorer window of the
WEKA tool.&e visualization section with blue and red code
indicates the data in the form of a graph. In WEKA, results
are partitioned into several subitems for easier analysis,
evaluation, and simulation. It begins with partitioning
correctly and incorrectly classified instances in numeric and
percentage values, followed by the computation of Kappa
statistics, mean absolute error, and root mean squared error
in numeric values.

3.3. Classification. Classification is a data mining algorithm
to find out the output of a new data instance. In this study,
different classifiers were applied on the DKD dataset for
comparing their accuracy, correctly classified instances,
incorrectly classified instances, error rate, and execution
time to evaluate overall performance and identify the best
classifier for DKD prediction. &e nine different classifica-
tion techniques that were used in the study are as follows:
random forest, J48, Näıve Bayes, REP tree, random tree,

multilayer perceptron, AdaBoostM1, Hoeffding Tree, and
IBK.

&e 10-fold cross-validation is the standard method of
evaluation for different machine learning techniques. &e
dataset was divided into ten equal subsets, with one subset
used for testing and one for training. &is was continued
until all the subsets had been used for testing.We applied the
10-fold cross-validation test for evaluating the performance
of different classifiers, as shown in Figures 5–8. &e pre-
dictions for each test instance are then listed in the “Clas-
sifier Output” pane in WEKA.

WEKA machine learning software was used for learning
different models, preprocessing, and feature selection
schemes to identify the best classification method by
comparison.

4. Results and Discussion

Table 1 shows the comparative results from the10-fold cross-
validation testing of different classifiers.

Results show that IBK and multilayer perceptron are the
fastest and slowest classifiers, respectively. &e accuracy of
the classifiers is comparable to each other. However, the IBK
and random tree methods are the most accurate (93.6585%).
&e number of correctly classified instances in the IBK
method is the highest, followed by the random tree and
random forest methods. In the case of incorrectly classified
instances, the IBK and random tree methods have the lowest
instances. AdaBoostM1 was found to be the lowest in ac-
curacy and correctly classified instances and has the highest
incorrectly classified instances among all the classifiers. Both
IBK and random tree techniques are found to be superior to
other classifiers in terms of execution time, accuracy, cor-
rectly classified instances, and incorrectly classified
instances.

Table 2 shows the results of Kappa statistics (K), mean
absolute error (MAE), and root mean squared error (RMSE)
for the different classification methods.

A Kappa statistics (K) value greater than 0 means the
classifier is doing better than the chance of agreement. IBK
and random tree have shown greater K values than the other
classifiers in this study. Mean absolute error (MAE) values
indicate how close the prediction result is to the actual
values. &e results show that the random tree classifier has
the lowest MAE. &erefore, the prediction result of the
random tree classifier is very close to the true cases of DKD.
Root mean squared error (RMSE) rates are used to identify
the best classification technique when their MAE values are
found to be similar. &e IBK classifier achieved the lowest
RMSE rate when compared to other classifiers. With the
lower K value and higher MAE and RMSE rates, the pre-
diction values of AdaBoostM1 are considered to be the least
significant. On the other hand, both the IBK and random
tree techniques are found to achieve better prediction re-
sults, and the other classifiers’ prediction results are average.

Table 3 shows the confusion matrix of the classification
methods.

&e confusion matrix table describes the performance of
different classification models on the DKD test dataset for

Family
history

Obesity

Heart
problem

or
Stroke

High
blood

pressure

DiabetesAge

Smoking

Figure 1: Risk factors affecting diabetic kidney disease.
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which the actual DKD cases are known. &e IBK classifier
correctly identified 93.0% of patients as not having DKD and
94.42% of patients as having DKD. &ere were 7.46% of
false-positive cases and 5.26% of false-negative cases. It has
the best prediction performance among all the classifiers
investigated. Our results are comparable to the previously
reported prediction models for DKD (Table 4). A maximum
accuracy level was achieved when a recursive feature
elimination technique was used to choose the attributes [19].

Many studies have reported different classifiers for the
prediction of DKD. A probabilistic neural network method
was found to provide better classification and prediction
performance in determining the stages of DKD [23].
BayesNet and REP tree algorithms showed accurate per-
formance in the prediction of chronic kidney disease [24].

However, in another study, J48 was found to be suitable for
screening DKD [20]. &e gradient boosting classifier was the
accurate method in the detection of DKD with the least
number of predictors [25]. C4.5 classifier efficiently pre-
dicted chronic kidney disease from a high-dimensional
dataset [26]. A review found that many researchers have
used KNN, ANN, Näıve Bays, SVM, and decision tree (J48,
C4.5) for a prediction of chronic kidney disease from the
given dataset. &e highly accurate classifier was SVM
(98.5%), and the least accurate was the Bayes network
(57.5%) [27].

&e AdaBoost classifier algorithm was found to be highly
accurate (0.917) for the prediction of diabetic nephropathy
in a dataset of 884 patients and 70 attributes. When the
attributes were decreased to the top 5 only, the performance
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Figure 5: Classifier IBK result.

Journal of Healthcare Engineering 5



Figure 6: Classifier random tree result.

Figure 7: Classifier random forest result.

Figure 8: Classifier AdaBoostM1 result.
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was not affected [28]. Our results show that IBK and random
tree classifiers with a dataset of 410 patients and 18 attributes
achieved an accuracy of 93.6585%. A systematic review on
machine learning methods for prediction of diabetes
complications found that random forest algorithm is the
overall best prediction performing classifier [29]. We found
that the IBK algorithm is the best prediction performing
classifier, in general, IBKmeans KNN algorithm is one of the
best classifiers.

Random forest and simple logistic regression methods
were shown to have better performance in the prediction of
nephropathy in type 2 diabetes from the ACCORD trial
dataset [30]. Pasadana et al. also found the random forest
classifier to be the best technique for DKD prediction [31].
Random forest regression was used to build a model with
data from real-world electronic medical records to predict
future kidney functions accurately and provide clinical
decision support [32]. In the present study, based on the

Table 1: Comparison of different classifiers applied on the DKD dataset.

Classifier Execution time (seconds) Accuracy (%) Correctly classified instances Incorrectly classified instances
IBK 0 93.6585 384 26
Random tree 0.01 93.6585 384 26
Random forest 0.28 93.4146 383 27
Multilayer perceptron 8.3 93.1707 382 28
J48 0.13 89.7561 368 42
Hoeffding tree 0.04 86.0976 353 57
REP tree 0.08 85.122 349 61
Naı̈ve bayes 0.01 80.9756 332 78
AdaBoostM1 0.11 79.0244 324 86

Table 2: Classification results from WEKA.

Classifier Kappa statistics (K) Mean absolute error (MAE) Root mean squared error (RMSE)
IBK 0.8731 0.1096 0.2496
Random tree 0.8731 0.1093 0.2497
Random forest 0.8681 0.1267 0.2542
Multilayer perceptron 0.8633 0.1117 0.2513
J48 0.7947 0.1595 0.3074
Hoeffding tree 0.7223 0.1389 0.3696
REP tree 0.7025 0.2194 0.3565
Naı̈ve bayes 0.6199 0.1899 0.4261
AdaBoostM1 0.5827 0.3246 0.4009

Table 3: Confusion matrix of different classifiers.

Classifiers
Prediction

Actual state (clinical definition) (197 DKD and 213 not DKD)
DKD Not DKD

IBK 186 11 DKD
15 198 NOT DKD

Random tree 186 11 DKD
15 198 NOT DKD

Random forest 184 13 DKD
14 199 NOT DKD

Multilayer perceptron 184 13 DKD
15 198 NOT DKD

J48 174 23 DKD
19 194 NOT DKD

Hoeffding tree 36 177 DKD
81 116 NOT DKD

REP tree 171 26 DKD
35 178 NOT DKD

Naı̈ve bayes 165 32 DKD
46 167 NOT DKD

AdaBoostM1 172 25 DKD
61 152 NOT DKD

Journal of Healthcare Engineering 7



performance evaluation of classifiers on the DKD dataset, we
found that the IBK and random tree classifiers exhibited the
best performance compared to the other classifiers like J48,
Näıve Bayes, REP tree, AdaBoostM1, Hoeffding Tree, ran-
dom forest, and multilayer perceptron.

&e predictive models can be used in real-life situations
when extensive invasive tests are not possible. High-risk
patients may be identified using the available dataset. Our
predictive model was developed using easily available rou-
tine laboratory parameters. &erefore, screening patients to
identify those who are vulnerable for developing kidney
disease is possible in primary clinics. It will help the clini-
cians to decide on starting intensive preventive therapy for
the high-risk patients.

5. Conclusions

In this paper, we have applied different classification
techniques to a DKD dataset for the prediction of DKD.
IBK and random tree classification techniques are identi-
fied as the best performing classifiers and accurate pre-
diction methods for DKD.&ese techniques may be used to
detect DKD patients with easily available basic lab pa-
rameters. Using data mining techniques for predictive
analytics, especially in the medical field, can save time and
money. Our study compared nine different types of clas-
sification algorithms using the WEKA data mining tool to
identify the best classifier that is suitable for the DKD
dataset. &ese models will be useful in the early prediction
of chronic kidney disease to take proactive interventions
and reduce the mortality and morbidity associated with the
disease. &e prediction models may be developed further
for predicting the progression of DKD in vulnerable
patients.
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