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Abstract: We apply the integrated syntactic graph feature extraction methodology to the task of
automatic authorship detection. This graph-based representation allows integrating different levels
of language description into a single structure. We extract textual patterns based on features obtained
from shortest path walks over integrated syntactic graphs and apply them to determine the authors
of documents. On average, our method outperforms the state of the art approaches and gives
consistently high results across different corpora, unlike existing methods. Our results show that our
textual patterns are useful for the task of authorship attribution.
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1. Introduction

A huge amount of information produced on a daily basis is found in various forms of written
texts, such as books, journals, technical reports and others. The explosive growth of the number of such
documents calls for the development of effective text processing and text mining tools. Better feature
extraction techniques for documents is a primary need for many text analysis tasks. Better textual
features lead to better performance in tasks, such as document classification, information retrieval, etc.

In traditional approaches, documents are represented with words or n-grams using a simple
feature vector in the framework of the vector space model (VSM). In this model, the similarity
between two documents is estimated using the cosine similarity between the corresponding vectors.
This traditional document similarity depends mainly on the similarity of the vocabulary used in the
texts. In this way, the semantics and syntax of the documents are ignored when representing the text
as a bag of words.

For many problems in natural language processing (NLP), a graph structure is an intuitive,
natural and direct way to represent the data. A graph structure is composed of a set of nodes (vertices)
and edges (arcs). The edges are pairs of vertices, and depending on the nature of the graphs, these
edges can be ordered for directed graphs or unordered for undirected graphs. A graph structure can
associate labels or weights to nodes and edges. In computer science, graph structures are often used to
model real-world objects. In natural language processing, graphs are used to represent texts during
preprocessing steps in tasks, such as textual entailment, word sense disambiguation, etc. [1].

In this paper, we present a generalization of a method for the extraction of text patterns obtained
by shortest path traversal over integrated syntactic graphs (ISG) [2]. This method uses a model for
representing texts by means of a graph (the ISG) and then extracts features for similarity calculation.
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The ISG is built using linguistic features of various levels of language description, which provides
important information about the texts. We generalize this method with the aim to apply it to various
NLP problems.

In particular, we show that patterns discovered with our method can be used in various tasks of
the document analysis, such as authorship attribution, authorship verification and question answering,
among others. In our previous work, we have evaluated this methodology for question answering
(QA) [2]. In this work, we include the results of the experiments carried out for automatic authorship
detection (authorship attribution and authorship verification).

Sidorov et al. [3] have shown that syntactic n-grams extracted from parsed trees of single sentences
are important features for automatic authorship attribution and authorship verification. We show
that the same syntactic features, but extracted from integrated sentences (in the ISG) improve the
classification of documents in both authorship attribution and authorship verification. A common
approach for such problems is to build a classifier using supervised learning. This leads to the need of
a large set of documents from each author to be used as training data.

In practice, it is not always possible to obtain a large amount of documents written by the same
author. Our methodology, however, is based on a similarity measure calculated with the features
extracted from the ISG. It requires as few as one known document per author in order to determine
whether an unknown document has been written by the same author.

We show with new experiments that this methodology, which does not require supervised
machine learning, obtains good performance for authorship attribution and authorship verification.
We also show that our results are promising in comparison with state of the art and baseline supervised
methodologies. We analyze the obtained experimental results and discuss the findings.

The paper is organized as follows. Section 2 presents a survey of different text representation
schemes proposed in the literature. Section 3 explains in detail our graph-based text representation
model. The diverse features included in this representation are discussed and illustrated by examples.
Section 4 describes our method for calculating graph similarities based on patterns extracted with
shortest path traversal of the graph representation of texts. Section 5 presents the application
methodology and the evaluation of the performance of our graph-based similarity for authorship
attribution and authorship verification. Finally, Section 6 concludes the paper.

2. State of the Art

The vector space model [4] is employed in many text processing problems, such as information
retrieval [5], text categorization, authorship attribution, recognizing textual entailment [6-8], sentiment
analysis [9], etc.

For the construction of a vector space for text representation, one should select the corresponding
features and their values. Typical features used for text representation are words, in the bag of words
(BoW) model [10], or character n-grams [11-13]. The values of these features can be Boolean [14], tf-idf
(term frequency-inverse document frequency) weights or values based on probabilistic models [15].

These text representations work relatively well for many cases, but since they are based on words
that appear at the surface level of texts, they do not reflect the details of meaning implied, or even
explicitly expressed, in documents. This sometimes results in failure to detect the similarity of some
text passages, which can be due to the variation of words used in the passages. On the other hand,
these methods can report non-similar text passages as similar, because of the resemblance of the
words used.

An idea to improve the representation of meaning is to represent syntactic relations of words
in a text using syntactic n-grams [3,16]. Such n-grams differ from traditional n-grams in that their
construction is based on syntactic trees of the sentences. Thus, they consider as neighboring elements
to the words or Part-of-Speech (POS) tags that are adjacent in the syntactic tree and not in the linear
text sequence. Syntactic n-grams can be applied in all NLP problems where traditional n-grams are
used, say, as features in a vector space model [17,18]. We use a similar idea, to follow the syntactic
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paths, for the construction of the graph that corresponds to a text. Concept based methods [19,20] have
also gained popularity in recent days for text classification.

A graph structure is a natural way to represent texts employed in many research works.
A comprehensive study of the use of graph-based algorithms for natural language processing and
information retrieval can be found in [1], which describes approaches and algorithmic formulations
for: (a) synonymy detection and automatic construction of semantic classes using measures of graph
connectivity on graphs built from either raw text or user-contributed resources; (b) calculation of
semantic distance in semantic networks, including simple path-length algorithms and more complex
random-walk methods; (c) textual entailment judgment using graph-matching algorithms on syntactic
or semantic graphs; (d) word sense disambiguation and name disambiguation, including random walk
algorithms and semi-supervised methods using label propagation on graphs; and (e) sentiment
classification using semi-supervised graph-based learning or prior subjectivity detection with
min-cut/max-flow algorithms. Relevant works not mentioned in [1] include the application of graphs
in automatic summarization [21], coreference resolution [22], word sense disambiguation [23-25],
word clustering [26,27] and document clustering [28].

Jin and Srihari [29], proposed a graph-based text representation capable of capturing term order,
term frequency, term co-occurrence and term context in documents. This approach tries to discover
non-obvious associations between two and more concepts. The authors do not use any linguistic
features to construct the graph, in contrast to our approach, which relies on a dependency parser to
build the graph representation.

Another graph-based text representation model was proposed by [30] using the word semantic
space. The authors also proposed a method of computing text similarity. They did not apply their
method to any particular problem of natural language processing; instead, they presented only a
theoretical model.

Unfortunately, the majority of the works that use graph-based representations propose ad hoc
graph structures that only work with the particular problem with which they deal. In this paper, we
propose a general approach that can be used in different NLP problems with minimal changes.

There are few attempts of using deep learning for the authorship attribution task. In [31], the
authors propose a framework for learning distributed representations of attributes. The attributes
correspond to a wide variety of concepts, such as document indicators (to learn sentence vectors),
language indicators (to learn distributed language representations), metadata and additional
information about authors (to learn author profile, such as the age, gender and occupation).
The framework is evaluated over several tasks: sentiment classification, cross-lingual document
classification and blog authorship attribution. For the authorship attribution task, the methodology is
evaluated over a corpus of blogs, and the attributes are based only on the author metadata and not on
the texts themselves. On the contrary, for our work, we use only the textual information in order to
automatically extract a significant representation of documents.

A novel neural network architecture, namely convolutional neural networks (CNN), over word
embeddings was presented in [32]. It was evaluated over two datasets, a baseline developed by the
author and the dataset of the international workshop on plagiarism detection, author identification
and author profiling (PAN) 2012 [33] . For the representation of documents, the author used the set
of Google News word vectors trained via the skip-gram method and negative sampling presented
in [34,35]. The author used the standard approach for convolutional models (simple concatenation
operation) to encode sequences rather than words. The classification is performed via logistic regression
and the results show high accuracy over the baseline dataset, but the CNN architecture did not
outperform the best method presented at PAN 2012.

There is also related work from the linguistics field. In [36], the authors employed the
complex-network approaches for language classification (linguistic typology). They found that
complex network parameters can obtain precise language classification, equivalent to contemporary
word order typology. In [37], the authors also explore the language classification task. They proposed
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the substitution of syntactic dependency networks for co-occurrence networks based on parallel
text in complex network-based classification. A cluster analysis was performed with appropriate
combinations of major parameters of complex networks and correctly-separated Slavic languages from
non-Slavic languages, grouping the Slavic languages into their respective sub-branches.

In recent years, complex networks have started to be applied for modeling and analyzing human
language [36]. There is already an important amount of research in this area. In [38], the author
presents a survey on the complex-network approaches, in three lines of linguistic research. First, the
paper explores the characterization of human language as a multi-level system with complex network
analysis. Second, the paper presents the application of linguistic networks and their quantitative
measures. Third, relationships between the system-level complexity of human language and the
microscopic linguistic features are given. The paper concludes with directions for future research on
the complex network approach.

Finally, an empirical categorization of Modern Chinese as a multi-level system is presented in [39].
The authors modeled four levels as language sub-systems along the meaning-form dimension based
on the same body of corpus data. They performed a topological analysis of the four linguistic networks
describing the organizational patterns of the four language sub-systems. The patterns are compared
quantitatively, and the interpretation of the results is done from an interdisciplinary perspective.

In previous work [2], we use this representation for question answering, where we try to
understand the meaning of a text to be able to answer questions about it. In this work, we propose to
extend the ISG representation for a very different problem, automatic authorship detection, where we
try to capture only the writing style, and the meaning of the texts should be ignored.

3. Representation of Texts Using Integrated Syntactic Graphs

The ISG textual representation model was proposed by [2] with the aim of integrating into a
single data structure multiple linguistic levels of natural language description of a given document.
This model is able to capture most of the features available in the document, from the morphological
to the semantic and discursive levels. By including lexical, syntactic, morphological and semantic
relations in the representation, the model is capable of integrating in the ISG various text units, such as
words, phrases, clauses, sentences, etc.

In this paper, we consider also the lexical level, in addition to the traditional levels of analysis,
like morphological, syntactic and semantic levels. We made this decision for convenience when we are
treating the words without the context. Note that in linguistics, there are several levels of language
analysis, like phonology, morphology, syntax, semantics, pragmatics and discourse. They represent
approximations for language analysis, and there are no strict boundaries between these levels; they are
more like the points of view of a researcher for the purposes of analysis; say, semantics (meaning) is
also present in morphology or syntax; or say, there is also morphonology, which is somewhere between
phonology and morphology.

A detailed description of this representation model can be found in [2]. However, we summarize
here some of its characteristics for the sake of completeness. The ISG is built of the following language
description levels:

o Lexical level: ISG is able to represent lexical items, such as words, without reference to the
sentence in which they occur.

e  Morphological level: At the morphological level, ISG deals with the identification, analysis and
description of the structure of the given language’s morphemes, besides other linguistic units,
such as roots, stems, affixes and parts-of-speech (POS) tags.

e Syntactic level: At the syntactic level, ISG stores rules and principles that govern the sentence
structure. Though there exists different syntactic formalisms, [2] suggests to use dependency
formalism. This formalism is also used by other authors for extracting syntactic n-grams [3,16].
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e Semantic level: At the semantic level, ISG introduces the meaning of a sentence or a text into
the graph. There exists a large body of literature on linguistic semantics. We are particularly
interested in paradigmatic semantic relations. A number of paradigmatic semantic relations
were identified in different disciplines, such as linguistics, logic and cognitive psychology [40].
The most widely-used paradigmatic semantic relations are antonymy, synonymy, class inclusion,
part-whole and case [41].

Note that we included POS tags in the morphological category, because labels usually codify
grammatical categories, such as number and gender. For example, the EAGLES (Expert Advisory
Group on Language Engineering Standards) POS tag sets (https:/ /talp-upc.gitbooks.io/freeling-user-
manual/content/tagsets.html) “consist of variable-length labels where each character corresponds
to a morphological feature”. Additionally, Pierre M. Nugues, in his book on natural language
processing [42] in Chapter 5 entitled “Words, Parts of Speech, and Morphology” states that “we
can divide the lexicon into POS, that is, classes whose words share common grammatical properties”.
It is logical that POS are properties of words; they express grammar classes, like noun, verb, etc., and
grammatical categories, like tense, time, number, etc. They do not express relations of a word with
other words, which is the principal focus of syntax.

Construction of the Integrated Syntactic Graph

Construction of the ISG involves analyzing all sentences of the text. We apply the Stanford
dependency parser [43] in order to obtain the parse trees of the sentences. The nodes of all trees
with the same label, such as the nodes corresponding to different occurrences of the same word type
(lemma and POS tags) are then identified, so that by each word type, there is only one node in the ISG.
Since the syntactic tree of each sentence contains the root node and all root nodes are collapsed into
one node of the ISG, the resulting graph is connected. In our implementation, we construct the ISG in
an incremental way. After analyzing each sentence, we add to the ISG the corresponding new nodes or
new arcs between nodes if they did not exist in it before.

In Figure 1, the dependency trees of three sentences are shown; each node of the tree is
augmented with other information, such as the combination of lemma (or word form) and the POS tag.
The collapsed graph of the three sentences is shown in Figure 2. Each edge of this graph contains
the dependency tag together with a number that indicates the frequency of that dependency tag plus
the frequency of the pair of nodes, both calculated by using the occurrences of the dependency trees
associated to each sentence.

(a) My, my, I was forgetting all about the children and the mysterious fern seed.

Figure 1. Dependency trees of three sentences of the target text using word_POS combination for the
nodes and dependency labels for the edges.
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discourse-:

nsubj-6

wonder_VBP

advcl-2

Figure 2. The integrated syntactic graph for the three sentences shown in Figure 1.

In our experiments, words in the ISG differ only by their POS tag, i.e., if the word is used as a noun,
a verb, an adjective, etc. Words with the same POS tags, but different meanings are collapsed into one
node in the graph. However, the ISG formalism allows for separating words by their senses. For this,
at the preprocessing stage, a word sense disambiguation step is to be added before collapsing of the
nodes. For question answering, we previously conducted anaphora resolution on the texts. However,
in the case of author attribution, we believe that there is no need to introduce this preprocessing, since
syntactic features should be more important for this problem than lexical and semantic ones [3,44].

In order to extract semantic relations between words in a text, we used the WordNet taxonomy [45].
Figure 3 illustrates the manner in which we integrated synonyms into the graph-based representation.
Other semantic relations also can be included in the graph. For instance, the node come_VBP is
expanded with a synonym, arrive_VBP. The new added node arrive_VBP inherits the relations of the
original nodes, with the same direction and labels on the arcs.

discourse

Figure 3. Syntactic tree with the synonym expansion of a sentence: “Yes, here they come”.

The inclusion of the semantic expansion process is optional, and it can be helpful for some tasks.
For this paper, we did not perform semantic expansion, but it is part of our future work. Below, we
describe how the textual patterns are extracted to be used in language understanding problems. In this
paper, we show this on the example of automatic authorship attribution and verification.

4. Extraction of Textual Patterns from ISG

In this section, we present a textual feature extraction technique based on the graph representation
of a given text. Recall that the graph can represent a sentence, a paragraph, a document or even a
collection of documents. We assume that the graph uses the representations discussed in the previous
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section. Our technique allows finding patterns in the graph by counting text elements (lemmas,
POS tags, dependency tags), while shortest paths are traversed in the graph.

Consider the ISG shown in Figure 2. There are two paths connecting the node ROOT-0 with the
node children_ NNS. We take the shortest path that has the following features at different language
description levels:

e Lexical level: ROOT-0, forgetting, all, about, children;
e  Morphological level: VBG, DT, IN, NNS;
e  Syntactic level: root, dobj, prep, pobj.

These textual patterns can further be used as features in a particular NLP problems. Thus, a text
represented by a graph provides a set of features for each of the shortest paths found in this graph,
which can later be used, for example, for constructing a vector space model representation of the
document. Actually, given two or more graph-based representations of texts, we can compare these
graphs, and consequently the documents, using the textual patterns extracted with our technique.

In Table 1, we present an example of the features extracted using the shortest paths in the graph.
Each row represents one path. The labels VBG, DT and PRP correspond to POS tags identifying verbs,
determinants and pronouns respectively. The labels dobj, nsubj and pobj correspond to dependency
tags identifying relationships between pair of words, specifically, the relationships are: direct object,
nominal subject and object of a preposition, respectively. The paths are extracted from the ISG shown
in Figure 2, considering the pairs: (ROOT-0, children_NNS), (ROOT-0, I_PRP) and (ROOT-0, them_PRP).
For example, Row 2 indicates the path to reach the node I_ PRP from ROOT-0. In Column 2 of Row 2,
there is a number 1 indicating the presence of the word forgetting in the path. Row 3 also indicates the
path to reach the node I_PRP from ROOT-0, but this is another path. In Column 2 of Row 3, there is a
number 0 indicating the absence of the word forgetting. Please refer to Figure 2 to observe these two
paths. In general, the number of pairs considered as the initial and final node can vary. For instance,
considering all combinations for the 7 nodes in the graph, the time complexity is O(n?). If we fix the
initial or the final node, the time complexity is O(n). Different strategies can be applied depending
on the particular text processing problem. In our case, we fix the initial node of the ISG, i.e., the
ROOT node.

Table 1. Representation of a text using the feature extraction technique.

Initial Node to Lexical Morphological Syntactic
Final Node Features Features Features

&0

-5

s ) Al = T =

o N = S =

& % ~|5 7 S RCI g
ROOT-0to children_NNS | 1 1 01 1 0|1 0 1
ROOT-0to I_PRP 1 0 111 0 110 1 0
ROOT-0 to I_PRP 0 0 110 0 110 1 0
ROOT-0 to them_PRP o o ... o0/0O O - 1|1 0 --- 0

The procedure starts by selecting the root node of the graph as the initial node for the path
traversal, whereas the final nodes correspond to the remaining nodes of the graph reachable from the
initial node. When comparing two graphs with this technique, the final nodes represent the words
from the smallest graph. We used the Dijkstra’s algorithm [46] for finding the shortest path between
the initial and the final nodes. While traversing the paths, we count the occurrences of all multi-level
linguistic features considered in the text representation.

For example, given the pair (ROOT-0, children_NNS), there are two ways to reach the node
children_NNS from ROOT-0, but the shortest one is ROOT-0, forgetting VBG, all_DT, about_IN,
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children_NNS. We gather the linguistic information from that path, storing it in a feature-value structure.
The obtained textual features are the complete linguistic information available in the graph, i.e., words
(or lemmas), POS tags, dependency tags, etc.

The decision of using only shortest paths for the graph traversal is based on our previous work [47],
where we observed that the use of the shortest path for traversing the graph not only results in a
very fast approach for comparing features in a graph representation, but also yields good results.
In [47], we considered the possibility of the existence of more than one shortest path between two
nodes. Therefore, experiments were conducted using all shortest paths instead of only one. When
we use all shortest paths for question answering, our method answers 42% of the questions correctly
for one test dataset, the QA4MRE (Question Answering for Machine Reading Evaluation) 2011 data
set and, 27% for the other test dataset, the QA4MRE 2012. The same result is obtained for the
QA4MRE 2011 data set when using only one path, obtained with the Dijkstra’s shortest path algorithm,
and a slightly lower result of 24% for the QA4MRE 2012 dataset.

We observed that one shortest path was enough for identifying the important features and was
less time consuming. Therefore, instead of considering all of the shortest paths between two given
nodes in this work, we decided to employ only one short path, namely Dijkstra’s algorithm.

The textual patterns extracted from ISGs can be used for different applications. One of the most
common uses is to calculate the similarity between two different texts; this will be discussed in the
next section. Another use for these features is to construct syntactic n-grams [48] while traversing
the paths and to use them as features in a VSM for a classification algorithm. When we traverse the
different paths in the graph, we transform each path into a syntactic n-gram [48] that represents the
path. Each syntactic n-gram is treated as a single feature in the VSM, and it can be represented with
different weighting schemes (frequency, Boolean, etc.)

4.1. Use of ISG Textual Patterns for Calculating Text Similarity

In order to compute text similarity, we first build the ISG for two compared docgnents and then
obtain the textual patterns for each document, which gives a set of m feature vectors f; ; for each text t.

The idea is to search for occurrences of the features of a test document (i.e., a document of
unknown authorship) in a much larger graph (a graph of documents of known authorship). In a
graph corresponding to one author, we collapse all documents written by the author, and therefore, it
contains all of the characteristics of this specific author.

— — —
Thus, the unknown author’s graph D; is represented by m feature vectors D1 = {fp11, fp12,** » fD1m}

and the known author’s graph D; by feature vectors Dy = {fp21, fp22,- -, fp2m }- Here, m is the
number of different paths that can be traversed in both graphs, using the ROOT-0 node as the initial
node, and each word appearing in the unknown author’s graph as the final node.

Once we obtain the vector representation of each path in a pair of graphs, we adapt the cosine
measure for determining the similarity between the unknown document D; and the known document
D,, using cosine similarities between paths:

i=1
— —
. i fDl,i sz,l
- —>
i=1||fp,, ||sz,

ﬁ E‘V| (fD1z Xszz )
i=1 \/Z‘Vl Dlz \/Z‘V‘ D21

where V is the total number of linguistic features.
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5. ISG Textual Patterns for Automatic Authorship Detection

In this section, we present the application of the textual patterns extraction based on ISG for two
problems associated with automatic authorship detection: authorship verification and authorship
attribution.

We evaluated two approaches for solving both problems using our methodology. Both approaches
are explained below:

e Profile-based approach: Construct one ISG that includes all training documents for each author
in the training set. In this case, each graph represents one author. All of the linguistic textual
patterns proposed in the previous section are generated as described above. As a result of this
process, each author is represented by an ISG. The test documents are represented with the ISG,
as well, but each document has a corresponding graph.

o Instance-based approach: Construct one ISG for each document in the training set for all authors.
In this case, each graph represents one document. All of the linguistic textual patterns proposed in
the previous section are generated as described above. As a result of this process, each document
of all authors is represented by an ISG. In the same way, each test document is represented with a
corresponding graph.

5.1. Authorship Verification

Authorship verification is a problem related to automatic authorship detection and can be
described as follows. Given a set of documents written by a single author and a document in question,
the goal is to determine if this document were written by this particular author or not [49]. Itis a
variant of the general authorship attribution problem with the binary classification of the authors: yes
or no.

For authorship verification, we performed the evaluation over the corpus presented in the
international workshop on plagiarism detection, author identification and author profiling (PAN"13 and
PAN’14) [50,51]. The evaluation corpus for English language in PAN"13 comprises 30 problems, and
the English corpus in PAN"14 is divided in essays and novels with 200 problems each. Each problem
contains a set of documents of known authorship (the same author) and one document of questioned
authorship. The task consists of determining, for each problem, whether or not the test document is
written by the given author.

This task is more complex than authorship attribution, because the training set is small in the
evaluation corpus (PAN’13), and it can be composed of only one document. Therefore, it is difficult to
solve it as a supervised classification problem where usually a larger training set is needed. Authorship
verification methods can be divided in two categories, intrinsic or extrinsic. Intrinsic methods only
use the known texts and the unknown text of each problem to decide whether they are written by the
same author or not. Intrinsic methods do not need any other texts by other authors. On the other side,
extrinsic methods need additional documents by other authors found in external resources and use
them as negative samples for each problem. The majority of the methods presented in PAN"14 falls into
the intrinsic category. However, the winner system of PAN’13 belongs to the extrinsic category [50].

We propose two methods for the authorship verification problem, one for each of the above
categories, knowing that each problem has 10 documents or less (possibly as few as one document)
by one “known-author” and a “questioned” document (also named “unknown-author” document).
Both methods are explained below:

e  Extrinsic approach: For each problem, we concatenate the “known-author” documents and
represent them with an ISG as described in the previous section. After this, the “unknown-author”
document of each problem is individually represented with an ISG using the same features. In
this way, we obtained one ISG for each “unknown-author” document. In order to identify if an
“unknown-author” document corresponds to the author of the problem in question, we calculate
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the similarity of that “unknown-author” document (graph) with each “known-author” document
(graph) of all problems. If the “questioned” graph is more similar to the graph of the problem
to which it belongs, then the answer is “yes”, i.e., it belongs to this author. However, if the
“unknown-author” document is more similar to a document of another problem, then the answer
is “no” (it does not belong to this author).

e Intrinsic approach: For each problem, we concatenate the “known-author” documents and
represent them with an ISG as described in the previous section. After this, the “unknown-author”
document of each problem is individually represented with an ISG using the same features.
In this way, we obtained one ISG for each “unknown-author” document. In order to identify if an
“unknown-author” document corresponds to the author of the problem in question, we calculate
the similarity of that “unknown-author” document (graph) with the “known-author” document
(graph) of that problem. If the similarity is greater than a predefined threshold, then the answer
is “yes”, i.e., it belongs to this author. However, if the similarity is lower than the predefined
threshold, then the answer is “no” (it does not belong to this author). The threshold is currently
obtained from the training set by averaging the similarities scores of all problems. The threshold
is fixed for the complete test corpus.

It is important to remember that this methodology does not use supervised machine learning, and
it does not need to use the training corpus. Thus, we use only the documents of known and unknown
authorship of the test set for the evaluation. We only use the training set for tuning the threshold of
the intrinsic approach. The evaluation results are given in Section 5.5.

5.2. Authorship Attribution

Authorship attribution aims at identifying the author of a given text. It is a classification problem:
given a set of documents for various authors and a set of documents with unknown authors, it is
necessary to detect their authors, i.e., to choose the class that corresponds to the authors of each
unknown document. To accomplish this task, it is necessary to identify characteristics (features) or
profiles that correspond to the target authors. This is a difficult task because writing styles between
authors are often similar. Various techniques were developed for solving this problem. Stamatatos
presents an interesting survey about this topic in [44]. In [52], the authors present a reproducibility
study on author identification research. They selected fifteen of the most influential papers for author
identification and reimplemented them. They evaluated each methodology in three corpora and
showed that only four out of fifteen (4/15) approaches are stable across corpora. Moreover, the
approaches that employ character features seem to be the most effective ones for this problem.

For the authorship attribution problem, we used the corpus C10 presented in [53,54]. This corpus
is a subset of the Reuters Corpus Volume 1 (RCV1) [55]. It has documents written by 10 authors, and
there are 50 documents for each author for training and testing.

Our method is based on the idea of representing both the training and the test sets with the ISG
and, then extracting the textual features directly from the graph representation. For this task, we
only follow the profile-based approach. In order to identify the author of a given test document, we
calculated the similarity between the ISG that represents the test document and each one of the ISGs
representing the ten authors. Recall that in the profile-based approach, we build one graph per author.

Finally, the training graph that obtains the higher degree of similarity with the test document
corresponds to the author of the test document. The evaluation results are given in Section 5.4.

5.3. Experimental Setup for Authorship Attribution and Verification

We executed experiments with different feature sets. Table 2 shows the features extracted from
the ISG and remarks about those features that were used for each configuration. The same feature
sets were used over three evaluation corpora: C10 (for authorship attribution), PAN’13 and PAN"14
(for authorship verification).



Sensors 2016, 16, 1374 11 of 19

Table 2. Setup used in the experiments.
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There are two concepts to be considered in Table 2, the features extracted from the ISG and the
features included in the ISG representation. Table 2 shows the different set of features that we extracted
from the ISG for these experiments. In the following paragraph, the structure of the graph is explained.
There are differences when we include the words in the nodes and when we use lemmas instead of
words. When using lemmas, the graph is smaller than when using the word form as appearing in
the texts.

TheMorSyn feature set includes the extraction of POS tags of the nodes of the graph, as well as
dependency tags, which represent the relations between each pair of nodes (vertices). Note that in
this feature set, we do not use lemmas in graph nodes and do not consider frequencies for the vertices.
The LemFreq feature set also includes the extraction of POS tags of the nodes of the graph, as well as
dependency tags. We replace the words by their lemmas and add the frequency count of the vertices
(initial node to final node + dependency tags) in the same way as is explained in Section 3. The rest of
the feature sets are named in a similar way according to the features they extract.

Following previous research [56], we also added counts of vowels (Voc) and counts of word
suffixes (Suf) for the LemFreqLexMorVocSuf feature set. While traversing the path, we verify in every
node the vowels and suffixes of the word or lemma represented in this node and use their counts
as additional features. For example, in a given path containing the following words, introduction,
relationship and facility, the vowels in these words are iouio, eaioi and aiiy, whereas the suffixes are
-tion, -ship and -ity.

5.4. Results for Authorship Attribution

For the evaluation procedure, we mainly used the accuracy measure. However, we also report
precision, recall and F1-score in Table 3. Figure 4 depicts the results obtained for each one of the ten
authors of the C10 Corpus using the different feature sets.

Table 3. Results for authorship attribution using the C10 corpus. The best performing feature set is in bold.

Feature Set Accuracy Precision Recall Fl-score
MorSyn 43.0 63.0 36.4 46.1
LemFreq 55.0 65.2 51.2 57.4
LemFreqLexMor 67.0 71.2 66.8 68.9
LemFreqLexMorVocSuf 68.0 721 68.0 70.0

CosineBaseline 65.0 65.2 65.6 65.4
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Figure 4. Accuracy for each of the ten authors.

As one can see, there are authors that were benefited by the use of additional components in
the ISG, for example lemmatization and POS tags. However, there are also authors who did not.
We consider that this behavior is due to how specific or how consistent the writing style of some
authors is. This assumption will be verified in future work. Some authors have a writing style that is
much easier to be identified and modeled, for example, Alan Crosby. In these cases, the inclusion of
new characteristics did not contribute to better attribution.

In Table 3, we present the summary of the results obtained using each feature set in the C10 corpora
using the profile-based approach. Table 4 presents the results of the best methods reported in the
literature for this corpus [53,57]. The LemFreqLexMorVocSuf feature set obtained the best performance
for our methodology, achieving an accuracy of 68.0%.

The results obtained by [53,57] for the C10 corpus are better than ours, but we must take
into account that they use a supervised approach and we do not use supervised machine learning.
In [53], the authors use an SVM algorithm to perform the classification using the 2,500 most common
three-grams used across the training documents and report an accuracy of 80.8%. In [57], the authors
report an accuracy of 78.2% and 75.0% using the BOW representation scheme calculated over words
and character n-grams, respectively, with the SVM algorithm to perform the classification process.
In the same work, Escalante and Solorio outperform the best reported result for this dataset, achieving
an accuracy of 86.4% with the local histograms of character n-grams representation. However, in the
reimplementation work of [52], the best approach achieved only 76.6% accuracy on the C10 corpus.
As it can be seen, our results are lower than the state of the art for this corpus. However, it must be
taken into consideration the fact that our methodology does not use any classification algorithm, and
it only relies on a similarity measure. We consider that our approach achieves good results (not the
best), and it is easy to apply in practice, given that it does not need a large set of labeled data.

Table 4. Results for authorship attribution with supervised-based methods, using the C10 corpus.
The best performing supervised approach is in bold.

Supervised Methods  Accuracy
BOW (words) 78.2
BOW (characters) 75.0
Char trigrams 80.8
LH Char 3-grams [57] 86.4

Even if other authors have obtained very good performances in authorship attribution (using the
C10 collection) by employing simple models, such as most frequent character n-grams or histograms
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of character n-grams, our model is still interesting, because it accepts other types of features different
from the sequence of characters for representing the texts. We consider that in some problems, for
example authorship attribution, a sequence of character n-grams is a simpler and effective way of
representing the target text for discovering the writing style of an author. However, this representation
requires a machine learning algorithm, therefore, a large set of labeled instances is needed.

5.5. Results for Authorship Verification

In Table 5, we present the summary of the results obtained using each feature set in PAN"13 English
corpus using the profile and instance-based approaches. The LemFreqLexMorVocSuf feature set using
the profile-based approach obtained the best performance. The results obtained by the instance-based
approach are lower than the profile-based; therefore, we believe that when we concatenate all of
the documents for an author, the features are potentiated. When the documents are separated into
individual graphs, important information is lost.

Table 5. Results for authorship verification using the extrinsic and intrinsic approaches for the PAN’13
English corpus. The best performing feature sets are in bold.

Instance Based Profile Based

Feature Set .. .. ..
Extrinsic Extrinsic  Intrinsic

LemFreq 53.3 73.3 76.6
LemFreqLexMor 66.6 83.3 76.6
LemFreqLexMorVocSuf 66.6 83.3 76.6
Random Baseline - — 50.0
Best PAN’13 System 80.0 — —

In the PAN’13 competition, 18 teams submitted their software for author verification [50].
The random baseline system proposed by the task organizers achieved an accuracy of 50.0%. The best
ranked system developed by Seidman [58] achieved an accuracy of 80.0% for the English dataset; they
use the impostor’s method [59] for comparing the similarity between the target document (unknown
document) with respect to both a known document and a set of external (impostor) documents,
randomly selecting a number of features from a feature pool. This process is repeated a parameterizable
number of times. If they find that the unknown document is more similar to the impostors than the
known document, then it does not belong to the author of the given problem. The result obtained
by [58] was outperformed by our methodology, which obtains an accuracy of 83.3% over the same set.

We computed a statistical significance test to measure the difference of performance between our
methodology and the best performing systems of PAN’13 and PAN’14. The organizers of PAN provided
us the output of the participating systems. We used the approximate randomization testing [60]
implemented by Vincent Van Asch (http:/ /www.clips.uantwerpen.be/scripts/art). We did a pairwise
comparison of the accuracies of our results against the best results of PAN for the corresponding
datasets. The system is considered to be significantly different with p < 0.05. The results of the
significance test against Seidman’s work [58] gave p = 1.0, which indicates that there is no difference
between the performance of the systems.

In Table 6, we present the summary of the results obtained using each feature set in the PAN’14
English corpus following an intrinsic approach. The LemFregqLexMorVocSuf feature set using the
profile-based approach obtained the best performance; for this corpus, we did not evaluate the
instance-based approach. In the PAN’14 competition, 13 teams submitted their software for author
verification [51]. The baseline system proposed by the task organizers achieved a score of 53.0% for
English essays and 44.5% for English novels. The best ranked system for English essays achieved a
score of 71.0% [61] and for English novels a score of 71.5% [62]. In Table 6.
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Table 6. Results for authorship verification using the instance-based and profile-based approaches
with extrinsic and intrinsic methods for the PAN"14 English corpus. The best performing approach for
each corpus is in bold, while our best results are underlined

Profile Based
English Essays English Novels
Intrinsic  Extrinsic Intrinsic  Extrinsic
LemFreq 48.8 51.5 66.5 60.0
LemFreqLexMor 48.5 52.0 66.5 61.0
LemFregLexMorVocSuf 48.0 49.5 62.5 54.87
Instance Based
LemFreq 52.7 57.0 — —
LemFreqLexMor 52.2 60.0 - -
LemFreqLexMorVocSuf 51.2 53.0 — —
Baseline System 53.0 44.5
1st. PAN"14 System 71.0 71.5
2nd. PAN’14 System 65.5 65.0

The methodology presented in [62] obtained 71.5% precision for the English novel corpus. It was
the only system that outperformed our methodology, which obtained a precision of 66.5% over the
same set. For the English essays, our methodology obtained a score of 60.0%, which is a low result, but
it overcame the baseline score in PAN’14 for this corpus. From these results, we can conclude that, for
the author verification task, our methodology works better when the input texts are longer. In this
case, the English novel corpus had longer texts than the English essays.

We took the best configurations (LemFreq for English novels and LemFregLexMor for English essays)
in order to evaluate if the difference of performance between both of them is statistically significant
from the best systems in PAN’14. The results of the significance test against Frery’s work [61] for the
essays dataset gave p = 0.1, which indicates that there is no difference between the performance of
the systems. The results of the significance test against Modaresi’s work [62] for the novels dataset
gave p = 0.3, which also indicates that there is no difference between the performance of the systems.
In both cases, our model obtained lower results than the best systems of PAN"14, but the significance
test indicates that these differences are not significant.

From the results presented in this section, we can draw several conclusions. First, our
methodology works better with a profile-based approach rather than an instance-based approach for
corpora with large documents (e.g., English novels). This assumption is obtained from the PAN"14
experiments, where we obtained the best results when concatenating all of the documents of the same
author in only one graph that contains all known features of such an author. Second, our methodology
works better with a corpus with large documents (in terms of accuracy), although this is much more
time consuming. For PAN"14, we performed a “filtered” extrinsic approach, due not only to the
extension of the document, but the quantity of the problems. Both English essays and novel corpora
were composed of 200 problems. This means that if we wanted to compare each of the “unknown
problems” against the graphs of the “known authors”, there would will be 40,000 comparisons.
This issue was solved by randomly selecting a sample of 20 authors for the comparison. For the
English novel corpus of PAN’14, we did not perform the instance-based approach, because there is
only one known document per problem in the entire corpus. Therefore, for the English novel corpus,
the instance-based approach is equivalent to the profile-based approach.

6. Conclusions

In this paper, we extended the textual pattern extraction process over ISGs and their use for
automatic authorship detection, namely authorship attribution and authorship verification. We defined
a manner of representing lexical, morphological, syntactic and semantic relations as textual features of a
document during its conversion into a single graph of the entire document (the ISG). The graph-based
representation can contain words, lemmas, POS tags, syntactic tags and paradigmatic semantic
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relations, such as synonymy, hypernymy or antonymy. The capability of integrating multiple levels of
natural language description in a single structure makes it a richer and more expressive representation
than others reported in the literature.

We obtained textual patterns by traversing shortest paths in the ISG, determining the
aforementioned linguistic features. Further, we applied the cosine measure, calculated over shortest
paths using these textual patterns for a pair of graphs, for determining the similarity between every
pair of documents analyzed in the experimental results.

Although we could consider other kinds of paths, i.e., different than the shortest ones, we already
evaluated their use in previous experiments for question answering [47]. For that reason, we conclude
that the shortest paths contain the most representative contextual information for the words represented
in the initial and final nodes.

The feature vectors extracted from the ISG can be used in several ways, for instance, for building
rich syntactic n-grams, by introducing them into machine learning methods, or as representative
vectors of a document collection. In this particular research work, we employed them for graph
similarity calculation.

In order to determine the performance of the proposed textual patterns, we conducted experiments
for automatic authorship attribution and authorship verification. We showed that these patterns, used
as features, allow finding the correct author of a document (authorship attribution) with a precision
of 68.0% for the C10 corpus, which is higher than a cosine baseline approach. We also performed
experiments for the PAN’13 corpus (authorship verification), obtaining higher precision (83.3%) than
the best method reported in the competition working notes (80.0%) [50], for the English language.
From the results obtained with the PAN"14 corpus, we can observe that they are comparable with the
state of the art. Although our results only outperform other approaches in some cases, our methodology
is consistent across different corpora. In [52], it was shown that only four out of 15 methodologies for
authorship attribution were stable across corpora; the methodologies that achieve the best performance
in one corpus failed on the others.

From the obtained results, we can draw several conclusions and answers for some research
questions about ISGs. First, we observed that for automatic authorship detection, the best results are
achieved while more features are added to the graph. In all of our experiments, we started with a
basic graph composed of only POS tags and dependency tag features. Thereafter, we included the
frequency count, and it improved the results because the shortest path algorithm gives preference to
the lowest frequency paths, i.e., it prefers the edges with lowest weight. For this reason, we believe
that the shortest paths represent better the writing style of an author.

Semantic features are proven to be helpful when they are used in combination with other kinds of
features, such as syntactic and morphological ones [44]. Therefore, for future work, we are planning to
evaluate the semantic relationships expansion in the ISG for the automatic authorship detection.

In general, the textual patterns obtained from the ISGs can be applied in different problems of
NLP, as was shown in this paper. An important advantage of our methodology is that it does not need
a large training set in order to build a model. Finally, to employ this approach to various NLP problems,
it is important to: (1) evaluate if the task can be solved with a similarity-based approach and if it is
necessary to reformulate the task, as we did with the authorship attribution task; (2) analyze which
kinds of features are traditionally more effective in that task in order to add this features to the ISG;
and (3) identify which document will become the query document (in our case, the unknown-author
documents) and which one the base document (in our case, the known-author documents).

As future work, we will evaluate the usefulness of the textual patterns in other NLP problems, such
as textual entailment, textual semantic similarity, automatic classification of tweets, etc. We will also
evaluate different configurations of parsing tools for the construction of the graph-based representation
of the texts. Furthermore, we will propose a manner of integrating other types of text tagging (including
named entity recognition, polarity detection, among others) into the ISG. Finally, we consider it
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important to evaluate our methodology for automatic authorship detection in other corpora, such as
C50 [53], Raghavan et al. [63] and PAN"15 [64].

Acknowledgments: This work was done under partial support of the Mexican Government (CONACYT
project 240844, SNI, COFAA-IPN, SIP-IPN 20151406, 20161947, 20161958, 20151589, 20162204, 20162064) and
FP7-PEOPLE-2010-IRSES: “Web Information Quality-Evaluation Initiative (WIQ-EI)” European Commission
Project 269180.

Author Contributions: Helena Gémez Adorno and Darnes Vilarifio developed the authorship detection systems
and performed the experimental evaluation. Grigori Sidorov, David Pinto and Alexander Gelbukh together with
the other authors developed the methodology and analyzed the obtained results.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Mihalcea, R.; Radev, D. Graph-Based Natural Language Processing and Information Retrieval; MIT Press:
Cambridge, NY, USA, 2011.

2. Pinto, D.; Gémez-Adorno, H.; Vilarifio, D.; Singh, VK. A graph-based multi-level linguistic representation
for document understanding. Pattern Recognit. Lett. 2014, 41, 93-102.

3. Sidorov, G.; Velasquez, F; Stamatatos, E.; Gelbukh, A.; Chanona-Herndndez, L. Syntactic N-grams as
machine learning features for natural language processing. Expert Syst. Appl. 2013, 41, 853-860.

4.  Salton, G. (Ed.) Automatic Text Processing; Addison-Wesley Longman Publishing Co., Inc.: Boston, MA, USA, 1988.

5. Ruiz Costa-jussa, M. Segmentation strategies to face morphology challenges in Brazilian-Portuguese/English
statistical machine translation and its integration in cross-language information retrieval. Comput. Sist. 2015,
19, 357-370.

6.  Pakray, P; Poria, S.; Bandyopadhyay, S.; Gelbukh, A. Semantic textual entailment recognition using UNL.
Polibits 2011, 43, 23-27.

7. Vilarino, D.; Pinto, D.; Ledn, S.; Aleman, Y.; Gémez-Adorno, H. BUAP: N-gram based Feature Evaluation for
the Cross-Lingual Textual Entailment Task. In Proceedings of the 7th International Workshop on Semantic
Evaluation, Atlanta, GA, USA, 14-15 June 2013.

8. Pakray, P; Pal, S.; Poria, S.; Bandyopadhyay, S.; Gelbukh, A. A textual entailment system using anaphora
resolution. In Proceedings of the Text Analysis Conference on Recognizing Textual Entailment Track,
Gaithersburg, MD, USA, 14-15 November 2011.

9. Poria S.; Cambria E.; Gelbukh A.; Bisio F. Hussain A. Sentiment data flow analysis by means of dynamic
linguistic patterns. IEEE Comput. Intell. Mag. 2015, 10, 26-36.

10. Mladenic, D.; Grobelnik, M. Word sequences as features in text-learning. In Proceedings of the 17th
Electrotechnical and Computer Science Conference, Ljubljana, Slovenia, 24-26 September 1998; pp. 145-148.

11. Stamatatos, E.; Fakotakis, N.; Kokkinakis, G. Computer-based authorship attribution without lexical
measures. Comput. Hum. 2001, 35, 193-214.

12.  Keselj, V.; Peng, F; Cercone, N.; Thomas, C. N-gram-based author profiles for authorship attribution.
In Proceedings of the Conference Pacific Association for Computational Linguistics, Halifax, NS, Canada,
22-25 August 2003; pp. 255-264.

13.  Markov, I.; Gémez-Adorno, H.; Sidorov, G.; Gelbukh, A. Adapting cross-genre author profiling to language
and corpus. In Proceedings of the CLEF 2016 Evaluation Labs, Evora, Portugal, 5-8 September 2016;
pp- 947-955.

14. Mauldin, M.L. Retrieval performance in ferret a conceptual information retrieval system. In Proceedings
of the 14th Annual International ACM SIGIR Conference on Research and Development in Information
Retrieval, Chicago, IL, USA, 13-16 October 1991; pp. 347-355.

15.  Croft, W.B.; Turtle, H.R.; Lewis, D.D. The use of phrases and structured queries in information retrieval.
In Proceedings of the 14th Annual International ACM SIGIR Conference on Research and Development in
Information Retrieval, Chicago, IL, USA, 13-16 October 1991; pp. 32-45.

16. Sidorov, G. Syntactic dependency based n-grams in rule based automatic English as second language
grammar correction. Int. J. Computer Appl. 2013, 4, pp. 169-180.



Sensors 2016, 16, 1374 17 of 19

17.

18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Posadas-Durén, J.P; Markov, I, Goémez-Adorno, H.; Sidorov, G.; Batyrshin, I; Gelbukh, A
Pichardo-Lagunas, O. Syntactic n-grams as features for the author profiling task. In Proceedings of
the CLEF 2015 Evaluation Labs, Toulouse, France, 8-11 September 2015.

Sidorov, G.; Gémez-Adorno, H.; Markov, I; Pinto, D.; Loya, N. Syntactic n-grams as features for the
author profiling task. In Proceedings of the Annual Conference of the North American Fuzzy Information
processing Society and 5th World Conference on Soft Computing, Redmond, WA, USA, 17-19 August 2015;
pp- 1-4.

Cambria, E.; Poria, S.; Gelbukh, A.; Kwok, K. A common-sense based api for concept-level sentiment
analysis. In Proceedings of the 4th Workshop on Making Sense of Microposts, Seoul, Korea, 7-11 April 2014;
pp- 19-24.

Poria, S.; Gelbukh, A; Das, D.; Bandyopadhyay, S. Fuzzy clustering for semi-supervised learning—Case
study: Construction of an emotion lexicon. In Proceedings of the Mexican International Conference on
Artificial Intelligence, San Luis Potosi, Mexico, 27 October—4 November 2012; pp. 73-86.

Zha, H. Generic summarization and keyphrase extraction using mutual reinforcement principle and
sentence clustering. In Proceedings of the 25th Annual International ACM SIGIR Conference on Research
and Development in Information Retrieval, Tampere, Finland, 11-15 August 2002; pp. 113-120.

Nicolae, C.; Nicolae, G. BestCut: A graph algorithm for coreference resolution. In Proceedings of the
2006 Conference on Empirical Methods in Natural Language Processing, Association for Computational
Linguistics, Sydney, Australia, 22-23 July 2006; pp. 275-283.

Dorow, B.; Widdows, D. Discovering corpus-specific word senses. In Proceedings of the 10th Conference on
European Chapter of the Association for Computational Linguistics, Budapest, Hungary, 12-17 April 2003;
pp- 79-82.

Véronis, ]. HyperLex: Lexical cartography for information retrieval. Comput. Speech Lang. 2004, 18, 223-252.
Agirre, E.; Martinez, D.; de Lacalle, O.L.; Soroa, A. Two graph-based algorithms for state-of-the-art WSD.
In Proceedings of the 2006 Conference on Empirical Methods in Natural Language Processing, Sydney,
Australia, 22-23 July 2006; pp. 585-593.

Matsuo, Y.; Sakaki, T.; Uchiyama, K.; Ishizuka, M. Graph-based word clustering using a web search engine.
In Proceedings of the 2006 Conference on Empirical Methods in Natural Language Processing, Sydney,
Australia, 22-23 July 2006; pp. 542-550.

Biemann, C. Chinese Whispers: An efficient graph clustering algorithm and its application to natural
language processing problems. In Proceedings of the First Workshop on Graph Based Methods for Natural
Language Processing, New York, NY, USA, 9 June 2006; pp. 73-80.

Zhong, S. Generative model-based document clustering: A comparative study. Knowl. Inf. Syst. 2005,
8,374-384.

Jin, W,; Srihari, R K. Graph-based text representation and knowledge discovery. In Proceedings of the 2007
ACM Symposium on Applied Computing, Seoul, Korea, 11-15 March 2007; pp. 807-811.

Zhou, F; Zhang, E; Yang, B. Graph-based text representation model and its realization. In Proceedings of
the 2010 International Conference on Natural Language Processing and Knowledge Engineering, Beijing,
China, 21-23 August 2010; pp. 1-8.

Kiros, R.; Zemel, R.S.; Salakhutdinov, R.R. A multiplicative model for learning distributed text-based
attribute representations. In Proceedings of the Advances in Neural Information Processing Systems:
Annual Conference on Neural Information Processing Systems, Montreal, QC, Canada, 8-13 December 2014;
pp- 2348-2356.

Rhodes, D. Author Attribution with CNNs. Avaiable online: https://www.semanticscholar.org/paper/
Author-Attribution-with-Cnn-s-Rhodes /0a904f9d6b47dfc574{681f4d3b41bd840871b6f/ pdf (accessed on
22 August 2016).

Juola, P. An overview of the traditional authorship attribution subtask. In Proceedings of the CLEF 2012
Evaluation Labs and Workshop—Working Notes Papers, Rome, Italy, 17-20 September 2012.

Mikolov, T.; Chen, K.; Corrado, G.; Dean, J. Efficient Estimation of Word Representations in Vector Space.
CoRR 2013. Avaiable online: http://arxiv.org/abs/1301.3781 (accessed on 25 August 2016).


 https://www.semanticscholar.org/paper/Author-Attribution-with-Cnn-s-Rhodes/0a904f9d6b47dfc574f681f4d3b41bd840871b6f/pdf
 https://www.semanticscholar.org/paper/Author-Attribution-with-Cnn-s-Rhodes/0a904f9d6b47dfc574f681f4d3b41bd840871b6f/pdf
http://arxiv.org/abs/1301.3781

Sensors 2016, 16, 1374 18 of 19

35.

36.

37.

38.
39.

40.
41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

Mikolov, T.; Sutskever, I.; Chen, K.; Corrado, G.S.; Dean, J. Distributed representations of words and phrases
and their pompositionality. In Proceedings of the Advances in Neural Information Processing Systems: 27th
Annual Conference on Neural Information Processing Systems, Lake Tahoe, NV, USA, 5-8 December 2013;
pp. 3111-3119.

Liu, H.; Xu, C. Can syntactic networks indicate morphological complexity of a language? Europhys. Lett.
2011, 93, doi:10.1209/0295-5075 /93 /28005.

Liu, H.; Cong, J. Language clustering with word co-occurrence networks based on parallel texts. Chin. Sci.
Bull. 2013, 58, 1139-1144.

Cong, J.; Liu, H. Approaching human language with complex networks. Phys. Life Rev. 2014, 11, 598-618.
Liu, H.; Cong, J. Empirical characterization of modern chinese as a multi-level system from the complex
network approach. . Chin. Linguist. 2014, 1, 1-38.

Storey, V.C. Understanding semantic relationships. VLDB J. 1993, 2, 455-488.

Bejar, I.; Chaffin, R.; Embretson, S. Cognitive and Psychometric Analysis of Analogical Problem Solving; Springer
Science and Business Media: New York, NY, USA, 1991.

Nugues, PM. An Introduction to Language Processing with Perl and Prolog: An Putline of Theories, Implementation,
and Application with Special Consideration of English, French, and German; Springer-Verlag Berlin Heidelberg:
Berlin, Germany, 2006.

Socher, R.; Bauer, J.; Manning, C.D.; Ng, A.Y. Parsing with compositional vector grammars. In Proceedings
of ACL Conference 2013, 4-9 August 2013, Sofia, Bulgaria; pp. 455-465.

Stamatatos, E. A survey of modern authorship attribution methods. J. Am. Soc. Inf. Sci. Technol. 2009, 60,
538-556.

Miller, G.A. WordNet: A lexical database for english. Commun. ACM 1995, 38, 39-41.

Dijkstra, E.W. A note on two problems in connexion with graphs. Numerische Math. 1959, 1, 269-271.
Goémez-Adorno, HM. Una Metodologia Para el Desarrollo de Sistemas de btisqueda de Respuestas
Orientados a Pruebas de Lectura Comprensiva. Master’s Thesis, Benemérita Universidad Auténoma
de Puebla, Puebla, Mexico, October 2013.

Sidorov, G.; Gelbukh, A.F.; Gémez-Adorno, H.; Pinto, D. Soft similarity and soft cosine measure: Similarity
of features in vector space model. Comput. Sist. 2014, 18, 491-504.

Koppel, M.; Schler, J.; Bonchek-Dokow, E. Measuring differentiability: Unmasking pseudonymous authors.
J. Mach. Learn. Res. 2007, 8, 1261-1276.

Joula, P.; Stamatatos, E. Overview of the Author Identification Task at PAN 2013. Avaiable online:
http:/ /ceur-ws.org/Vol-1179 /CLEF2013wn-PAN-JuolaEt2013.pdf (accessed on 22 August 2016).
Stamatatos, E.; Daelemans, W.; Verhoeven, B.; Potthast, M.; Stein, B.; Juola, P, Sanchez-Perez, M.A.;
Barrén-Cedefio, A. Overview of the author identification task at PAN 2014. In Proceedings of the Working
Notes for CLEF 2014 Conference, Sheffield, UK, 15-18 September 2014; pp. 877-897.

Potthast, M.; Braun, S.; Buz, T.; Duffhauss, F,; Friedrich, E; Giilzow, ].M.; Kohler, J.; Lotzsch, W.; Miiller, E,;
Miiller, M.E; et al. Who wrote the web? Revisiting influential author identification research applicable to
information retrieval. In Proceedings of the Advances in Information Retrieval: 38th European Conference
on IR Research, Padua, Italy, 21-23 March 2016; pp. 393—407.

Plakias, S.; Stamatatos, E. Tensor space models for authorship identification. In Proceedings of the Hellenic
Conference on Artificial Intelligence, Syros, Greece, 2-4 October 2008; pp. 239-249.

Plakias, S.; Stamatatos, E. Author identification using a tensor space representation. In Proceedings of the
18th European Conference on Artificial Intelligence, Patras, Greece, 21-25 August 2008; pp. 833-834.
Lewis, D.D.; Yang, Y.; Rose, T.G.; Li, E. RCV1: A new benchmark collection for text categorization research.
J. Mach. Learn. Res. 2004, 5, 361-397.

Vilarifio, D.; Pinto, D.; Gémez, H.; Leén, S.; Castillo, E. Lexical-Syntactic and Graph-Based Features for
Authorship Verification. Avaiable online: https://www.semanticscholar.org/paper/Lexical-Syntactic-and-
Graph-Based-Features-for- Ayala-Pinto/cd49fb977509fc256bc03d2e1d2443d64d41cb7c/pdf (accessed on
22 August 2016).

Escalante, H.J.; Solorio, T.; Montes-y Gémez, M. Local histograms of character n-grams for authorship
attribution. In Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics:
Human Language Technologies, Portland, OR, USA, 19-24 June 2011; pp. 288-298.


http://ceur-ws.org/Vol-1179/CLEF2013wn-PAN-JuolaEt2013.pdf
https://www.semanticscholar.org/paper/Lexical-Syntactic-and-Graph-Based-Features-for-Ayala-Pinto/cd49fb977509fc256bc03d2e1d2443d64d41cb7c/pdf
https://www.semanticscholar.org/paper/Lexical-Syntactic-and-Graph-Based-Features-for-Ayala-Pinto/cd49fb977509fc256bc03d2e1d2443d64d41cb7c/pdf

Sensors 2016, 16, 1374 19 of 19

58.

59.

60.

61.

62.

63.

64.

Seidman, S. Authorship Verification Using the Impostors Method. Avaiable online: http://citeseerx.ist.psu.
edu/viewdoc/download?doi=10.1.1.667.4579&rep=repl&type=pdf (accessed on 22 August 2016).

Koppel, M.; Schler, J.; Argamon, S. Computational methods in authorship attribution. J. Am. Soc. Inf.
Sci. Technol. 2009, 60, 9-26.

Noreen, E.-W. Computer Intensive Methods for Testing Hypotheses: An introduction; Wiley-Interscience: New York,
NY, USA, 1989.

Largeron, C.; Frery, J.; Juganaru Mathieu, M. UJM at CLEF in author verification based on optimized
classification trees. Notebook for PAN at CLEF 2014. In Proceedings of the Conference and Labs of the
Evaluation Forum Information Access Evaluation meets Multilinguality, Multimodality, and Interaction,
Sheffield, UK, 15-18 September 2014.

Modaresi, P; Gross, P. A language independent author verifier using fuzzy C-Means clustering.
In Proceedings of the Working Notes for CLEF 2014 Conference, Sheffield, UK, 15-18 September 2014;
pp- 1084-1091.

Raghavan, S.; Kovashka, A.; Mooney, R. Authorship attribution using probabilistic context-free grammars.
In Proceedings of the ACL 2010 Conference Short Papers, Uppsala, Sweden, 11-16 July 2010; pp. 38—42.
Stamatatos, E.; Daelemans, W.; Verhoeven, B.; Juola, P.; Lopez-Lopez, A.; Potthast, M.; Stein, B. Overview of
the author identification task at PAN 2015. In Proceedings of the 2015 Conference and Labs of the Evaluation
Forum, Toulouse, France, 8-11 September 2015.

@ (© 2016 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC-BY) license (http:/ /creativecommons.org/licenses/by/4.0/).


http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.667.4579&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.667.4579&rep=rep1&type=pdf
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/

	Introduction
	State of the Art
	Representation of Texts Using Integrated Syntactic Graphs
	Extraction of Textual Patterns from ISG
	Use of ISG Textual Patterns for Calculating Text Similarity

	ISG Textual Patterns for Automatic Authorship Detection
	Authorship Verification
	Authorship Attribution
	Experimental Setup for Authorship Attribution and Verification
	Results for Authorship Attribution
	Results for Authorship Verification

	Conclusions

