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This study utilizes the Breast Ultrasound Image (BUSI) dataset to present a deep learning technique 
for breast tumor segmentation based on a modified UNet architecture. To improve segmentation 
accuracy, the model integrates attention mechanisms, such as the Convolutional Block Attention 
Module (CBAM) and Non-Local Attention, with advanced encoder architectures, including ResNet, 
DenseNet, and EfficientNet. These attention mechanisms enable the model to focus more effectively 
on relevant tumor areas, resulting in significant performance improvements. Models incorporating 
attention mechanisms outperformed those without, as reflected in superior evaluation metrics. 
The effects of Dice Loss and Binary Cross-Entropy (BCE) Loss on the model’s performance were also 
analyzed. Dice Loss maximized the overlap between predicted and actual segmentation masks, 
leading to more precise boundary delineation, while BCE Loss achieved higher recall, improving the 
detection of tumor areas. Grad-CAM visualizations further demonstrated that attention-based models 
enhanced interpretability by accurately highlighting tumor areas. The findings denote that combining 
advanced encoder architectures, attention mechanisms, and the UNet framework can yield more 
reliable and accurate breast tumor segmentation. Future research will explore the use of multi-modal 
imaging, real-time deployment for clinical applications, and more advanced attention mechanisms to 
further improve segmentation performance.
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As one of the main causes of cancer-related mortality among women, breast cancer remains a serious 
worldwide health concern1–4. Increasing the rate of survival and improving treatment results are dependent 
on early and precise diagnosis of breast cancers. Because imaging techniques like ultrasonography are non-
invasive, reasonably priced, and capable of differentiating between solid and cystic tumors, they are frequently 
utilized in breast cancer screening programs. However, because of the low contrast, noise, and irregular forms 
of the tumors, one of the main issues in ultrasound imaging is the difficulty of effectively segmenting breast 
cancers. Radiologists’ manual segmentation is labor-intensive, time-consuming, and sensitive to subjectivity, 
notwithstanding its effectiveness5–8.

Intending to produce dependable, consistent, and effective segmentation findings, automated breast 
tumor segmentation algorithms have become an essential tool to overcome these constraints. Deep learning-
based methods, in particular Convolutional Neural Networks (CNNs), have shown great potential among 
the various techniques investigated for this goal9–11. CNNs have proven to perform better in tasks related to 
image categorization, detection, and segmentation12–14. The CNN-based UNet design, which is renowned for 
its symmetric encoder-decoder architecture, is a frequently utilized structure in medical image segmentation. 
The decoder reconstructs the segmentation mask, which maps the tumor regions in the input image, while the 
encoder is made to capture high-level information. Despite its effectiveness, accurately capturing intricate tumor 
features in breast ultrasound images remains challenging due to the significant variability in tumor size, shape, 
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and texture. These complexities highlight the need for enhanced architectural modifications and additional 
mechanisms to address these limitations effectively15–19.

A two-step deep learning framework was suggested by Li et al.20 to segment breast tumors in breast ultrasound 
(BUS) images with a minimal amount of manual labeling. Breast anatomy decomposition is accomplished in 
the first step using a semi-supervised semantic segmentation method. The input BUS image is divided into 
four anatomical features in this step: layers of fat, muscle, mammary gland, and thorax. The layers of fat and 
mammary glands are employed as a restricted zone to reduce the search space for tumor segmentation. In a 
weakly supervised learning scenario, when only image-level labels are provided, the second phase addresses 
breast tumor segmentation. A classification network first detects tumors, and then the suggested class activation 
mapping and deep level set (CAM-DLS) technique is used to segment the tumors. This novel method efficiently 
increases segmentation precision while reducing the need for laborious manual labeling.

In order to create new images from the input mammogram, Ranjbarzadeh et al.21 suggested a breast cancer 
recognition system that uses multiple encoding techniques. Each encoded image emphasizes distinct features 
essential for accurate texture detection, enabling the system to capture a broader range of relevant information 
for precise analysis. The pectoral muscle is then removed using these encoded images, which solves a common 
problem in mammography analysis. For pixel-wise classification, the technique applies 11 different encoded 
images to a shallow cascade CNN. For classification, this CNN concatenates the extracted features into a 
vertical vector by processing local patches from the encoded images. The vertical vector is then fed into fully 
connected layers. The suggested architecture improves the system’s capability to evaluate textures effectively by 
utilizing several mammography representations without depending on a deep CNN model. Comprehensive 
tests conducted on two publicly available datasets show that this strategy delivers competitive performance in 
comparison to many baseline approaches.

An enhanced selective kernel convolution method for breast tumor segmentation was presented by Chen et 
al.22. This technique combines many feature map region representations and dynamically modifies their weights 
in both the channel and spatial dimensions. The model may now minimize the impact of less significant areas 
while emphasizing high-value regions owing to this recalibration. With the integration of the improved selective 
kernel convolution into a deep supervision U-Net architecture, tumor feature representation becomes adaptive. 
Experiments on three publicly available datasets of breast ultrasounds showed that the method works well, 
outperforming a number of the most advanced segmentation methods.

Wang et al.23 introduced a Progressive Dual Priori Network (PDPNet) for the purpose of segmenting breast 
lesions from dynamic contrast-enhanced magnetic resonance images (DCE-MRI) acquired from multiple 
centers. Using a coarse-segmentation module, PDPNet first locates tumor locations. It then gradually improves 
the tumor mask by adding weak semantic priors and cross-scale correlation knowledge. This multi-stage method 
increases shape recognition for irregular tumors and sharpens the model’s attention on tumors, particularly 
small or low-contrast ones. Experimental comparisons against state-of-the-art techniques revealed notable gains: 
across multi-center datasets, PDPNet achieved at least 5.13% and 7.58% better DSC and HD95, respectively. 
Further ablation investigations shown that the dual priors optimize segmentation accuracy by fine-tuning tumor 
focus and shape awareness, while the localization module efficiently eliminates interference from normal tissues, 
improving model generalization.

Advanced approaches, including attention mechanisms, have been incorporated into the UNet architecture to 
significantly enhance tumor segmentation performance. By strengthening the network’s capacity to concentrate 
on the most pertinent regions of the image, attention modules are intended to increase the precision of feature 
extraction and segmentation24–26. This study investigates the integration of two types of attention mechanisms 
within the UNet framework: the Convolutional Block Attention Module (CBAM) and Non-Local Attention, 
to meet the issues of variable tumor sizes and fuzzy borders. CBAM employs both spatial and channel-wise 
attention to refine feature maps, enabling the model to focus on significant characteristics in both dimensions 
effectively. In contrast, Non-Local Attention captures long-range dependencies and contextual relationships 
within the image, allowing the model to consider global information. This capability is predominantly essential 
for accurately segmenting complex and irregular tumor boundaries, where local features alone may not provide 
sufficient context.

When training segmentation models, choosing an applicable loss function is as critical as incorporating 
attention mechanisms, as different loss functions emphasize distinct aspects of segmentation tasks. In this 
study, we compared the performance of models trained with two widely utilized loss functions in medical 
image segmentation: Binary Cross-Entropy (BCE) Loss and Dice Loss. BCE Loss, traditionally employed for 
binary classification tasks, effectively guides the network in distinguishing between tumor and non-tumor 
regions. However, medical segmentation tasks often face a significant class imbalance, as tumor areas typically 
occupy only a small fraction of the image. Dice Loss addresses this issue by directly optimizing the overlap 
between ground-truth masks and predicted segmentation masks, making it particularly suitable for improving 
segmentation accuracy in imbalanced datasets.

In the medical field, the interpretability of models is becoming more and more important, going beyond 
conventional performance indicators like Precision, Recall, F1 Score, Intersection over Union (IoU), and 
Dice Coefficient1,9,27,28. To ensure clinical applicability and win over the medical community, it is imperative 
to comprehend how models make judgments. To provide more insight into the behavior of the models, this 
work uses two interpretability techniques: Gradient-weighted Class Activation Mapping (Grad-CAM) and 
Receiver Operating Characteristic (ROC) analysis. A more sophisticated understanding of model performance 
is provided by ROC analysis, which assesses the trade-offs between true positive and false positive rates across 
various categorization levels. In contrast, Grad-CAM highlights the sections of the input image that most 
influenced the model’s conclusion, providing visual explanations and assisting in determining whether the 
model is concentrating on clinically significant regions of the image.
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This work advances the field of breast tumor segmentation by exploring the integration of state-of-the-art 
CNN encoders—ResNet-18, DenseNet-121, and EfficientNet-B0—with attention mechanisms and different loss 
functions to enhance segmentation performance. A comprehensive comparison of various model designs is 
presented, with an emphasis on both qualitative and quantitative outcomes to ensure interpretability. Through an 
in-depth analysis of segmentation performance and model interpretability, this study provides valuable insights 
into the application of deep learning (DL) methods for ultrasound image-based breast tumor segmentation, 
highlighting their potential for clinical relevance and enhanced diagnostic accuracy.

The rest of this essay is organized as follows: The dataset, the UNet-based model architecture, the use of 
Depthwise Separable Convolutions, and the incorporation of attention mechanisms, such as Non-Local Attention 
and the CBAM Module, are all covered in Section “Methodology” (Methodology). Additionally, it describes the 
loss functions used to maximize model performance. The training process, assessment measures, and in-depth 
analyses utilizing ROC curves and Grad-CAM for interpretability are covered in Section “Experiments setup”. 
The experiment results are presented and the performance of the different models is analyzed in Section “Results 
and discussion”. Lastly, a summary of the results and recommendations for further research are provided in 
Section “Conclusion and future works”.

Methodology
Dataset
The Breast Ultrasound Image (BUSI) dataset29, a commonly used publically available dataset for breast tumor 
segmentation tasks, was employed in this study. This dataset includes a diverse collection of breast ultrasound 
scans, accompanied by ground truth masks that precisely define tumor borders within the images. Additionally, 
each image is labeled as either benign or malignant, making the dataset appropriate for both segmentation and 
classification tasks. This dual-purpose labeling provides a comprehensive resource for developing and evaluating 
models aimed at tumor detection and characterization. Because of the inherent diversity in ultrasound imaging, 
which includes differences in tumor size, form, texture, and intensity in addition to noise, the BUSI dataset 
presents unique challenges.

The dataset was split into three sections for the sake of this study: a test set, a validation set, and a training 
set29:

• Training samples: The training set is made up of 624 resized images (224 × 224 pixels) and the segmentation 
masks that go with them. The DL model is trained on this set, which enables the algorithm to pick up on the 
intricate patterns and characteristics connected to breast tumor segmentation.

• Validations samples: The validation set consists of 78 scaled images (224 × 224 pixels) together with the masks 
that go with them. This collection allows hyperparameter adjustment and model selection by tracking the 
model’s performance throughout training. When making changes to the model without exposing it to test 
data, the validation set acts as a checkpoint.

• Test samples: The test set consists of 78 scaled images (224 × 224 pixels) together with the masks that go with 
them. This set is only used to assess how well the final model performs following training, giving an accurate 
indication of how well the model generalizes to fresh, untested data.

By dividing the dataset into three distinct components—training, validation, and test sets—this study minimizes 
the risk of overfitting and ensures a robust assessment of the model. This methodology enhances confidence in 
the model’s ability to generalize effectively to real-world ultrasound images, providing a reliable evaluation of 
its performance. In breast tumor segmentation tasks, well-balanced data distribution across training, validation, 
and testing sets contributes to robust and dependable outcomes. Some samples of the BUSI dataset are displayed 
in the Fig. 1.

Fig. 1. Some samples from the BUSI dataset.
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Model architecture
The UNet framework serves as the foundation for the model architecture used in this work, which is improved 
using several encoder networks and sophisticated attention mechanisms to better breast tumor segmentation30–32. 
The encoder section of the network makes use of the well-known rich, multi-scale feature extraction algorithms 
ResNet-1833,34, DenseNet-12135–37, and EfficientNet-B038,39. The CBAM and Non-Local Attention modules are 
included in the decoder to capture long-range dependencies and concentrate on pertinent spatial and channel-
wise information to refine the feature maps40–46. To lower the computational complexity of the model without 
sacrificing performance, Depthwise Separable Convolutions (DSC) are employed47–49. Both BCE and Dice Losses 
are used in the model’s training to account for class imbalance and guarantee precise segmentation50–53. High-
quality segmentation results are ensured via skip connections between the encoder and decoder, which assist 
preserve significant spatial features. Figure 2 exhibit the block diagram of the proposed model with different 
configurations.

Depthwise separable convolutions
In this study, DSC are essential for keeping the model’s robust feature extraction capabilities while lowering its 
computing cost. With this kind of convolution, the usual convolution operation is divided into two easier steps: 
pointwise convolution, which combines the output from the Depthwise step, and the Depthwise convolution, 
which applies a single filter to each input channel47–49.

• Depthwise Convolution: Compared to typical convolutions, which apply a convolutional filter to every input 
channel, this step applies a convolutional filter to each input channel independently, greatly lowering the 
number of computations.

• Pointwise Convolution: A 1 × 1 convolution (pointwise convolution) combines the feature maps from each of 
the input channels after Depthwise convolution, resulting in a final feature map that requires less computing 
power to rebuild.

Specifically, this architecture makes use of the ReLU6 activation function to increase the model’s efficiency and 
stability. ReLU6 is an activation function variation of the conventional ReLU that prevents possible problems 
with extremely large activations by capping its output at 6. This is especially helpful in situations when numerical 
stability is crucial, such as medical image segmentation, or when training deep models with high learning 
rates54–56. ReLU6 is used in conjunction with DSC to optimize the model’s efficiency and performance. This 
combination is especially useful for addressing the complicated nature of breast ultrasound images for tumor 
segmentation because it not only minimizes the number of parameters but also guarantees numerical stability 
during training.

Attention mechanisms
Attention mechanisms have become an essential component of DL models, specifically for complex image 
segmentation tasks. In medical image segmentation, these mechanisms allow models to filter out noisy or 

Fig. 2. Block diagram of the suggested model with different configurations. The ReLU layer is replaced with 
ReLU6 layer to improve the performance of the model.
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irrelevant information and focus on the most critical areas of the image, such as tumor boundaries. This capability 
significantly improves the precision and reliability of segmentation outcomes, especially in challenging scenarios 
like breast ultrasound imaging. Attention modules concentrate on crucial areas and improve segmentation 
accuracy by dynamically balancing important spatial and channel-wise characteristics57–59. This is particularly 
helpful for handling difficult medical images, such as ultrasound imaging of the breast, where cancers can differ 
greatly in size, shape, and intensity.

Non-local attention
Using relationships between far-off pixels, Non-Local Attention is a strong mechanism that catches long-
range dependencies in image data. Non-local attention enables the model to globally assess and link features 
throughout the entire image, in contrast to standard convolutional procedures, which are restricted to local 
receptive fields40–42. This is especially crucial for medical image segmentation, like that of breast tumors, where 
the tumor boundaries might be erratic and delicate, necessitating the inclusion of information from distant 
portions of the image for the model to produce reliable predictions.

Non-Local Attention allows the model to better understand the entire structure and context of the tumor by 
computing interactions between all pixel pairs. This can result in segmentation results that are more accurate and 
consistent60–62. By concentrating on wider spatial linkages in addition to local aspects, which may be essential 
for identifying complicated tumor forms, this mechanism enhances other attention modules such as CBAM. The 
structure of employed Non-Local Attention is demonstrated in Fig. 3.

Convolutional block attention module
Convolutional Block Attention Module (CBAM) is an attention mechanism that applies attention at both spatial 
and channel levels to improve convolutional neural networks’ feature extraction performance. By concentrating 
on the most crucial data in these dimensions, CBAM refines feature maps in two successive stages43–46,63: 
Channel Attention and Spatial Attention.

• Channel Attention: This section emphasizes the significance of various feature channels. In order to help the 
model prioritize the most relevant features while suppressing less important ones, it gives higher weights to 
channels that contain more critical information for the task.

• Spatial Attention: Spatial attention is used to highlight the most significant areas of the feature maps after 
channel-wise features have been improved. The model can concentrate on important parts of the image, like 
tumor regions, and ignore unimportant background information by weighting spatial positions.

The CBAM module offers a notable performance boost with little computational overhead because it is 
lightweight and simple to incorporate into current CNN architectures. By focusing on the most important 
features and regions in the ultrasound images, CBAM helps our model to capture finer details and increase 
segmentation accuracy. The structure of employed CBAM module is demonstrated in Fig. 4.

Loss functions
When training DL models, loss functions are essential, particularly when the task at hand is medical image 
segmentation, where the objective is precise pixel-level label prediction. Two main loss functions—BCE and 
Dice Losses—are used in this study. Each loss function has a distinct effect on how the model learns.

• BCE Loss: BCE Loss is frequently applied at the pixel level in segmentation tasks and is utilized for binary 
classification issues. It computes the discrepancy between the ground truth label and the estimated likelihood 
that a pixel is a part of the tumor. Because BCE handles each pixel separately, it works well in segmentation 
situations where the classification of each pixel is important. This loss function effectively guides the model in 
distinguishing between non-tumor and tumor regions, making it a fundamental choice for binary segmenta-
tion tasks. Class imbalance, a common challenge in medical image segmentation, arises when tumor areas are 
meaningfully smaller than the background. This imbalance can affect the performance of BCE Loss, as it may 
prioritize the majority background class, leading to under-segmentation of the tumor areas. Addressing this 

Fig. 3. The structure of employed Non-Local Attention block.
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imbalance often requires additional strategies, such as complementary loss terms or weighted loss functions, 
to ensure that the model accurately focuses on the minority tumor areas50,51.

• Dice Loss: Dice Loss is especially helpful in managing class imbalance and is specifically made for image 
segmentation. Optimizing the Dice coefficient—a measure of how similar two sets are—it directly maximizes 
the overlap between the predicted segmentation mask and the ground truth. In situations where the tumor 
occupies a smaller portion of the image, dice loss helps to improve the overlap between the predicted tumor 
regions and the actual tumor, resulting in more accurate segmentation52,53,64.

Experiments setup
Training procedure
Configuring the model, establishing the training loop, and implementing a systematic training loop with early 
stopping to prevent overfitting are all part of the training process for the breast tumor segmentation model. The 
main steps in the training process are outlined below:

• Device Setup: The implementation of our model was carried out employing Python with Keras and Tensor-
Flow libraries. To guarantee effective training and assessment, an NVIDIA A100 GPU provided by Google 
Colab was used. The A100 GPU, with its large memory and high computational capacity, allowed us to train 
the model effectively on the BUSI dataset, handling attention mechanisms and the complex architecture with-
out bottlenecks.

Fig. 4. The structure of employed Convolutional Block Attention module.
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• Optimizer Setup: During training, the Adam optimizer was used to minimize the loss function. Adam was 
chosen because of its capacity to adjust learning rates and deliver strong practice results with little tweaking. 
To enable stable convergence, the learning rate is set to 10 e-4.

• Training Configuration: The model was trained for a maximum of 50 epochs. If, after a predetermined num-
ber of epochs (patiently 10, for example), validation performance did not improve, training was stopped early. 
By stopping the model early, the best-performing model based on the validation loss was preserved and the 
model was kept from overfitting to the training set.

• Training Loop: The model was trained using a standard training loop, in which the training data was fed 
into the model at each epoch, and backpropagation was used to calculate and minimize the loss. After each 
epoch, the validation loss was tracked to evaluate the performance of the model. The model was saved if the 
validation loss gets better; if it didn’t get better after ten consecutive epochs, training was terminated early.

Hyperparameter tuning is essential for enhancing the performance of DL models. This work employed a grid 
search methodology to determine the best hyperparameters for training. The learning rate was evaluated across 
several values, specifically 10 e-5, 10 e-4, and 10 e-3, with 10 e-4 demonstrating optimal convergence and stability. 
The batch sizes of 8, 16, and 32 were assessed, with a batch size of 16 achieving the optimal equilibrium between 
computing efficiency and model performance. Dropout rates ranged from 0.2 to 0.5 to mitigate overfitting, 
with 0.3 yielding the most consistent outcomes. The Adam optimizer was used for its variable learning rate 
features, and early stopping with a patience of 10 epochs was utilized to mitigate overfitting. The ultimate 
hyperparameters were selected based on validation set performance, guaranteeing that the model attained 
strong generalization without undue computational burden. These details are essential for the reproducibility 
of the study and for directing future research in analogous segmentation tasks. This process guarantees stable 
optimization, effective hardware utilization, and avoidance of overfitting, culminating in a well-trained model 
for breast tumor segmentation.

Assessment metrics
A set of reliable metrics is needed to assess a breast tumor segmentation model’s performance in terms of 
how well it predicts the tumor regions in the ultrasound images. The segmentation performance is evaluated 
quantitatively in this study using the following assessment metrics3,5,65–69:

 
DICE =

(
2 × T rue P ositive (T P )

(2 × T rue P ositive (T P )) + F alse Negative (F N) + F alse P ositive (F P )

)
 (1)

 
IoU =

(
T rue P ositive (T P )

T rue P ositive (T P ) + F alse P ositive (F P ) + F alse Negative (F N)

)
 (2)

 
P recision =

(
T rue P ositive (T P )

T rue P ositive (T P ) + F alse P ositive (F P )

)
 (3)

 
Recall =

(
T rue P ositive (T P )

T rue P ositive (T P ) + F alse Negative (F N)

)
 (4)

 
F1 Score =

(2 × Recall × P recision

Recall + P recision

)
 (5)

Out of all the pixels predicted as tumors, precision quantifies the percentage of correctly predicted positive 
pixels (tumor regions). It illustrates how well the model can evade false positives. Out of all the actual positive 
pixels, recall quantifies the percentage of correctly predicted positive pixels (tumor regions). It illustrates how 
well the model can identify every tumor pixel. The F1 Score is a single score that provides a balance between 
both metrics, derived from the harmonic mean of Precision and Recall. When the dataset is unbalanced, as in 
medical segmentation, where the tumor region is frequently smaller than the background, it is especially helpful.

The overlap between the ground truth mask and the predicted segmentation mask is measured by IoU. It 
is the proportion of the union area—the entire area covered by both masks—to the intersection area, which is 
made up of shared pixels between the true and predicted masks. Greater accuracy in segmentation is indicated 
by a higher IoU. Another overlap metric that is frequently used in medical image segmentation and is closely 
related to IoU is the Dice Coefficient. The similarity between the ground truth mask and the predicted mask is 
measured. It has a range of 0 to 1, similar to IoU, where 1 denotes perfect overlap.

ROC curve analysis
The Receiver Operating Characteristic (ROC) curve is a visual aid that shows how diagnostic a classification 
model can be at different threshold values. The ROC curve plots the True Positive Rate (TPR), or Recall, against 
the False Positive Rate (FPR) for various thresholds in the context of breast tumor segmentation. By altering the 
classification threshold, it sheds light on the model’s capacity to discriminate between tumor and non-tumor 
regions70,71.

Sensitivity (Recall) or True Positive Rate (TPR): Indicates the percentage of real tumor pixels that the model 
correctly identified.

False Positive Rate (FPR): Indicates the percentage of pixels that are not tumors but are mistakenly identified 
as such.
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False Positive Rate (FPR) =

(
F alse P ositive (F P )

F alse P ositive (F P ) + T rue Negative (T N)

)
 (6)

The ROC curve is produced by assessing the model’s predictions across a range of threshold values. The trade-off 
between the True and False Positive rates is shown as the threshold varies. A model should ideally have a low 
FPR combined with a high TPR, which would produce a curve that slopes toward the upper-left corner of the 
plot. A scalar value representing the model’s overall performance across all potential thresholds is called the Area 
Under the ROC Curve (AUC). The range of an AUC score is 0 to 1:

• AUC = 1: Demonstrates flawless model performance, meaning that the model can accurately distinguish be-
tween areas with and without tumors.

• AUC = 0.5: This shows that the model has no discriminatory power; it is equivalent to random guessing.
• AUC > 0.7: Higher values indicate better performance, and this range is generally regarded as acceptable.

The ROC curve aids in the analysis of the trade-off between sensitivity (accurately identifying tumors) and false 
positive rate (misclassifying normal tissue as tumor). This trade-off is relevant to breast tumor segmentation. 
The model’s capacity to distinguish between tumor and non-tumor regions across a range of thresholds can be 
measured by looking at the AUC. In medical applications, where a low false positive rate (to prevent needless 
interventions) and high sensitivity (to detect as many tumors as possible) are essential, this analysis is especially 
significant.

Grad-CAM analysis
Highly effective for visualizing and analyzing DL models, Grad-CAM is especially useful for image-based tasks 
such as breast tumor segmentation. Grad-CAM creates a heatmap that shows which areas are most important to 
the model’s decision by highlighting the areas of an image that the model uses to make predictions. This serves 
as a visual confirmation that the segmentation corresponds with the ground truth in the context of breast tumor 
segmentation, helping to guarantee that the model is focusing on the appropriate tumor regions. This is critical 
for medical applications where clinical use depends on prediction accuracy and relevance72–74.

Additionally, error analysis and model refinement are aided by Grad-CAM. Grad-CAM heatmaps can 
indicate whether the model concentrated on noisy or irrelevant regions of the image when it makes inaccurate 
predictions, offering insights into possible model flaws. Through comprehension of the model’s “looking” during 
segmentation, researchers can modify the architecture or training procedure to enhance performance. Building 
confidence in the model’s judgments requires this degree of interpretability, particularly in crucial applications 
like tumor detection and medical imaging segmentation.

Results and discussion
The evaluation results of the breast tumor segmentation models are shown in this section, with an emphasis on 
the effects of various encoder architectures, attention mechanisms, and loss functions. Several critical metrics, 
including Precision, Recall, F1 Score, IoU, and Dice Coefficient, were employed to evaluate the segmentation’s 
accuracy and robustness. Furthermore, ROC curve analysis and Grad-CAM visualizations were used to offer a 
more comprehensive comprehension of the discriminatory power and interpretability of the models.

Comparison with different backbones and loss functions
The results demonstrate how well attention mechanisms and well-chosen loss functions can be integrated to 
improve breast tumor segmentation performance on ultrasound images by comparing different configurations. 
Tables 1, 2, 3, and 4 denote the acquired values of the models’ performance during the different configurations.

The models that performed best in the breast tumor segmentation task are clearly shown by the performance 
results, especially when considering the Dice score—a crucial metric for assessing segmentation overlap. With 
an overall Dice score of 0.6140, Model 1, which combines BCE Loss with CBAM Attention, DSC, ResNet, 
DenseNet, and EfficientNet encoders, achieved one of the best results. This outcome demonstrates how well 
CBAM can refine spatial and channel-wise features, enabling the model to concentrate on the most pertinent 
tumor regions. Model 1 improved the overlap with the ground truth by capturing fine-grained details in the 
segmentation masks by utilizing CBAM’s dual attention mechanisms.

Model 2, which employs Dice Loss rather than BCE, likewise performed admirably, obtaining a Dice score of 
0.5942. Although Dice Loss maximizes segmentation overlap directly, its Recall (0.5946) was marginally lower 
than that of Model 1, indicating that although the model was successful in optimizing overlap, it might have 
overlooked certain tumor regions, resulting in a decrease in overall sensitivity. Model 3, which combines BCE 
Loss and Non-Local Attention, produced similar results, scoring 0.5943 on the Dice scale. In more complex cases 
where local features alone might not be sufficient, Non-Local Attention helped improve segmentation accuracy 
by capturing long-range dependencies. It did not, however, outperform models based on CBAM.

However, contrary to what was first believed, Model 8, which uses DSC and a combination of ResNet, 
DenseNet, and EfficientNet encoders with Dice Loss, did not produce the best Dice results. Despite this, it had 
good Precision (0.6653) performance, which makes it a good option for tasks where reducing false positives is 
a top priority. Though it performed well in accurately classifying positive tumor regions, Models 1, 2, and 3’s 
overall overlap between predicted and true masks was stronger due to their attention mechanisms, as evidenced 
by their higher Dice score of 0.5710.

With a Dice score of 0.1261, Models 17, 18, and 20 generated identical results, indicating their poorest 
performance. Also, Model 19 obtains zero values in all metrics. Models 17, and 18, which combined different 
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Model Precision Recall F1 score IoU Dice

CBAM Attention + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 1)

0.6194 0.6378 0.6140 0.5305 0.6140

Total params: 23,881,989
Trainable params: 23,881,989
Non-trainable params: 0

CBAM Attention + DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 2)

0.6349 0.5946 0.5942 0.5083 0.5942

Total params: 23,881,989
Trainable params: 23,881,989
Non-trainable params: 0

Non-Local Attention + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 3)

0.6303 0.5980 0.5943 0.5094 0.5943

Total params: 24,493,277
Trainable params: 24,493,277
Non-trainable params: 0

Non-Local Attention + DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 4)

0.6284 0.5045 0.5358 0.4534 0.5358

Total params: 24,493,277
Trainable params: 24,493,277
Non-trainable params: 0

Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 5)

0.5608 0.4206 0.4623 0.3713 0.4623

Total params: 23,794,557
Trainable params: 1,656,641
Non-trainable params: 22,137,916

Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 6)

0.5296 0.4414 0.4559 0.3708 0.4559

Total params: 23,794,557
Trainable params: 1,656,641
Non-trainable params: 22,137,916

DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 7)

0.6336 0.5744 0.5856 0.5076 0.5856

Total params: 23,794,557
Trainable params: 23,794,557
Non-trainable params: 0

DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 8)

0.6653 0.5234 0.5710 0.4885 0.5710

Total params: 23,794,557
Trainable params: 23,794,557
Non-trainable params: 0

Non-Local Attention + Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 9)

0.5072 0.4222 0.4183 0.3269 0.4183

Total params: 24,493,277
Trainable params: 2,355,361
Non-trainable params: 22,137,916

CBAM Attention + Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + Dice Loss
(Model 10)

0.5764 0.4284 0.459 0.3660 0.4593

Total params: 23,881,989
Trainable params: 1,744,073
Non-trainable params: 22,137,916

Non-Local Attention + Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 11)

0.5216 0.4051 0.4256 0.3425 0.4256

Total params: 24,493,277
Trainable params: 2,355,361
Non-trainable params: 22,137,916

CBAM Attention + Frozen Layers + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 12)

0.5109 0.4887 0.4660 0.3685 0.4660

Total params: 23,881,989
Trainable params: 1,744,073
Non-trainable params: 22,137,916

Frozen Layers + DSC + DenseNet + EfficientNet + Dice Loss
(Model 13)

0.5572 0.4391 0.4544 0.3620 0.4544

Total params: 12,350,269
Trainable params: 1,388,865
Non-trainable params: 10,961,404

Frozen Layers + DSC + DenseNet + EfficientNet + BCE Loss
(Model 14)

0.5489 0.4058 0.4377 0.3487 0.4377

Total params: 12,350,269
Trainable params: 1,388,865
Non-trainable params: 10,961,404

Frozen Layers + DSC + ResNet + EfficientNet + BCE Loss
(Model 15)

0.4548 0.2851 0.3181 0.2466 0.3181

Total params: 16,305,149
Trainable params: 1,121,089
Non-trainable params: 15,184,060

Frozen Layers + DSC + ResNet + EfficientNet + Dice Loss
(Model 16)

0.4553 0.3899 0.3829 0.3007 0.3829

Total params: 16,305,149
Trainable params: 1,121,089
Non-trainable params: 15,184,060

Frozen Layers + DSC + ResNet + DenseNet + BCE Loss
(Model 17)

0.0757 0.7948 0.1261 0.0757 0.1261

Total params: 19,117,569
Trainable params: 987,201
Non-trainable params: 18,130,368

Continued
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combinations of ResNet and DenseNet encoders with frozen layers and DSC, were unable to segment the tumor 
regions efficiently. Their low Dice scores show how poorly the predicted segmentation masks and the ground 
truth overlap, underscoring the significant limitation of freezing encoder layers on the model’s capacity to learn 
and adjust to the subtleties of the dataset. This demonstrates how crucial it is to allow trainable encoder layers, 
especially for challenging tasks like medical image segmentation.

All CBAM Attention metrics, including Dice, showed consistently strong performance from the models, 
with Model 1 leading the pack. Model 1’s combination of CBAM and BCE Loss produced one of the highest 
Dice scores, demonstrating how attention mechanisms help the model focus on important features while also 
enhancing the overlap between the true and predicted masks. Non-local attention models, like Model 3, on 
the other hand, performed similarly but fell short of CBAM-based models in terms of segmentation accuracy, 
especially when it came to the Dice score. This suggests that CBAM is more effective at refining spatial and 
channel-wise features in ultrasound images, while Non-Local Attention aids in capturing broader contextual 
information.

Models 5 and 6, which are frozen-layer models, also did poorly on the Dice score, with respective scores 
of 0.4559 and 0.4623. The models’ capacity to adjust to the particular features of the dataset was hampered by 
freezing the encoder layers, which led to worse segmentation quality. The findings support the requirement 
for fully trainable networks in medical image segmentation tasks, where precise segmentation depends on 
optimizing the feature extraction procedure.

As fewer parameters are updated during the backpropagation process, using frozen layers may result in a 
reduction in training time, which is one of its main benefits. Keeping the general-purpose knowledge from 
a large pre-trained dataset can also help prevent overfitting in scenarios where the available dataset is small. 
Nevertheless, the incapacity to modify these pre-trained features turns into a drawback in breast tumor 
segmentation tasks, where the tumor regions frequently display distinct and intricate patterns. The inability 
to fine-tune the encoder’s features resulted in incredibly poor segmentation results, with the models failing to 
capture the pertinent features of the tumor regions, as demonstrated in Models 17, 18, and 20, all of which had 
frozen layers and received the lowest Dice score of 0.1261.

Furthermore, in specific medical tasks, the inadequate performance of frozen-layer models emphasizes the 
necessity for fully trainable networks. For the purpose of breast tumor segmentation, the model must concentrate 
on particular regions of the ultrasound images that might not match the generic features discovered by pre-
trained encoders on sizable natural image datasets (like ImageNet). Layers that are frozen prevent the model 
from adjusting to the unique anatomical features, texture, and contrast of tumors in medical images, which 
results in less-than-ideal performance. Model 9 provides further evidence that even sophisticated attention 
mechanisms are unable to make up for the lack of adaptability in the frozen encoder layers. Non-local attention 
combined with frozen layers in this model results in a Dice score of just 0.4183.

However, fully trainable models fared much better, with a Dice score of 0.6140 attained by Model 1 (CBAM 
Attention with BCE Loss). Higher segmentation accuracy was achieved by this model’s ability to modify each 
of its layers, including the encoder, which improved its ability to extract pertinent information from the breast 
ultrasonography images. Similarly, with a Dice score of 0.5943, Model 3 (Non-Local Attention with BCE Loss) 
proved the usefulness of trainable encoders. These findings highlight how crucial it is to fine-tune the entire 
model, particularly for tasks requiring accurate segmentation of intricate anatomical structures.

With a train AUC of 1.00, validation AUC of 0.96, and test AUC of 0.97, Model 1, which combines CBAM 
Attention with DSC and BCE Loss, performed quite well across all datasets, as shown in Table 2. The small 
difference between training and test set performance suggests that the model is highly capable of differentiating 
between tumor and non-tumor regions, with low overfitting. Strong cross-dataset generalization is ensured by 
the model’s ability to concentrate on the most important features owing to the addition of CBAM.

Model 3, which uses Non-Local Attention, was the best-performing model in terms of test set AUC, likewise 
performing well with a Train AUC of 1.00, Validation AUC of 0.96, and Test AUC of 0.98. This shows that Non-
Local Attention is especially good at identifying long-range dependencies in the images, which improves the 
model’s capacity to effectively generalize to new data. This high test AUC demonstrates even more how Non-

Model Precision Recall F1 score IoU Dice

Frozen Layers + DSC + ResNet + DenseNet + Dice Loss
(Model 18)

0.0757 0.7948 0.1261 0.0757 0.1261

Total params: 19,117,569
Trainable params: 987,201
Non-trainable params: 18,130,368

DSC + DenseNet + EfficientNet + BCE Loss
(Model 19)

0.0 0.0 0.0 0.0 0.0

Total params: 12,350,296
Trainable params: 12,350,296
Non-trainable params: 0

DSC + DenseNet + EfficientNet + Dice Loss
(Model 20)

0.0757 0.7948 0.1261 0.0757 0.1261

Total params: 12,350,296
Trainable params: 12,350,296
Non-trainable params: 0

Table 1. Performance of different segmentation models for breast tumors using different combinations of 
encoder architectures, loss functions, and attention mechanisms. Precision, recall, F1 Score, IoU, and dice 
coefficient are among the metrics.
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Local Attention enhances the model’s performance on challenging segmentation tasks. In contrast, Model 2, 
which employs Dice Loss rather than BCE, performed marginally worse on the validation set, as evidenced by 
its Validation AUC of 0.89 and Test AUC of 0.94. Even though the model’s performance was still good, its AUC 
was lower than that of Models 1 and 3, indicating that while Dice Loss was a good option for maximizing overlap 

Table 2. Area Under the Curve (AUC) for different models across training, validation, and test datasets 
is displayed through ROC curve analysis. While frozen-layer models performed poorly and produced 
classification results that were almost random, attention-mechanism models (such as CBAM and Non-Local 
Attention) had the highest AUC scores.
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in the segmentation task, it may not have been as effective at generalizing as BCE Loss. However, the test set 
performance is relatively strong, suggesting that Model 2 is still a competitive option.

Models 17, 18, 19, and 20, on the other hand, performed the worst across all datasets, with AUC values close 
to or below 0.50, which suggests almost random performance. Model 17’s Train AUC of 0.44, Validation AUC 
of 0.48, and Test AUC of 0.50, for example, demonstrate the model’s inability to distinguish between tumor and 
non-tumor regions. These models made use of DSC and frozen layers; the incredibly low results indicate that 
freezing layers in these situations severely restricted the model’s capacity to learn from the data, resulting in 
subpar segmentation performance. Model 4, with a Validation AUC of 0.77 and a Test AUC of 0.80, performed 

Table 2. (continued)
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worse than the other models as well. The comparatively wide discrepancy between the test results and the Train 
AUC (0.95) indicates that this model had trouble generalizing, maybe as a result of overfitting. This problem 
could be the result of the model being trained with an excessive amount of focus on particular image regions due 
to the use of Dice Loss in combination with Non-Local Attention.

While they performed fairly well, the mid-performing models—Models 5 and 8 in particular—showed less 
generalization to the test set. For instance, Model 8’s Train AUC of 0.98, Validation AUC of 0.83, and Test AUC 
of 0.87 show that, despite learning well from the training set, it performed poorly on the test set that was not 

Table 2. (continued)
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shown to it. This decline is probably the result of the absence of attention mechanisms, which made it harder for 
the model to concentrate on important areas of the pictures and produced less reliable generalizations.

Comparison with the state-of-the-art approaches
To evaluate the performance of the proposed model, we compared it against five state-of-the-art segmentation 
models: MRFE-CNN3, ADU-NET75, Swin-UNet76, DDRA-Net77, and DPNet78. Each baseline model represents a 
different method to medical image segmentation, with unique architectural components, attention mechanisms, 

Table 2. (continued)
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or feature extraction approaches. These models were implemented and evaluated on the same BUSI dataset to 
ensure a fair comparison.

The outcomes in the Tables 5 and 6 highlight the superior performance of the suggested model (Model 1) 
compared to five state-of-the-art models for breast tumor segmentation. Among all metrics, Model 1 achieved 
the highest IoU of 0.5305 and Dice score of 0.6140, indicating its ability to effectively capture and segment 
tumor areas. While ADU-NET and DDRA-Net also performed well, achieving Dice scores of 0.5856 and 
0.5872, respectively, they fell short in IoU, implying relatively less overlap between predicted and ground-truth 

Table 2. (continued)
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Table 2. (continued)
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Table 2. (continued)

 

Scientific Reports |         (2025) 15:1027 17| https://doi.org/10.1038/s41598-024-84504-y

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Table 3. Visual comparison of segmentation outcomes produced by diverse models on the test dataset.
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Table 3. (continued)
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Table 3. (continued)
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Table 3. (continued)
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Table 3. (continued)
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Table 3. (continued)
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Table 3. (continued)
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Table 4. Grad-CAM visualizations of segmentation outcomes from diverse models on the test dataset.
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Table 4. (continued)
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Table 6. Grad-CAM visualizations of segmentation outcomes of the suggested model with state-of-the-art 
techniques in breast tumor segmentation on the BUSI dataset.

 

Model Precision Recall F1 score IoU Dice

MRFE-CNN3 0.6624 0.5318 0.5690 0.4783 0.5690

ADU-NET75 0.6081 0.5964 0.5856 0.5019 0.5856

Swin-UNet76 0.6165 0.5639 0.5693 0.4825 0.5693

DDRA-Net77 0.6664 0.5529 0.5872 0.4996 0.5872

DPNet78 0.5421 0.5611 0.5257 0.4433 0.5257

CBAM Attention + DSC + ResNet + DenseNet + EfficientNet + BCE Loss
(Model 1) 0.6194 0.6378 0.6140 0.5305 0.6140

Table 5. Performance comparison of the suggested model with state-of-the-art techniques in breast tumor 
segmentation on the BUSI dataset. The maximum values for each metric are highlighted in bold for clarity.
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Table 6. (continued)

 

segmentation masks. Furthermore, Swin-UNet and MRFE-CNN demonstrated competitive precision but lower 
recall, which suggests these models struggled with accurately identifying all tumor regions.

From a recall and precision perspective, the suggested model demonstrates an optimal balance. It achieved a 
recall of 0.6378, outperforming all other models, which reveals its ability to identify more tumor areas correctly. 
Although DDRA-Net had a slightly higher precision at 0.6664, its recall was significantly lower at 0.5529, 
indicating a trade-off between identifying tumors and avoiding false positives. On the other hand, models such 
as DPNet, which attained the lowest IoU and Dice scores, struggled to segment tumor areas accurately, likely due 
to limitations in feature extraction and attention mechanisms.

Overall, the results highlight the advantages of integrating Non-Local Attention, CBAM, and multiple encoder 
designs in the proposed model. Compared to transformer-based Swin-UNet, which demonstrated strong 
performance in some metrics, the suggested model provided a more balanced and computationally efficient 
solution, better suited for clinical deployment. These findings underscore the robustness and effectiveness of our 
architecture for breast tumor segmentation tasks, providing significant improvements over existing techniques.

Conclusion and future works
Using the BUSI dataset, this study investigated the use of DL techniques for breast tumor segmentation, with an 
emphasis on the integration of attention mechanisms, various encoder architectures, and loss functions. Higher 
Dice scores, IoU, and AUC values consistently indicated superior performance in tumor region segmentation for 
models that included attention mechanisms like CBAM and Non-Local Attention. More precise segmentation 
was achieved by these attention-based models because they were better able to concentrate on important elements 
present in the ultrasound images. On the other hand, models lacking attention mechanisms or with frozen layers 
typically performed worse, underscoring the significance of fully trainable networks and sophisticated attention 
mechanisms in medical image segmentation.

Although both Dice Loss and BCE Loss produced good model performance, the choice of loss function 
affected how well recall and precision were balanced. While Dice Loss maximized the overlap between the 
predicted and ground truth segmentation masks, BCE Loss typically produced higher recall. By demonstrating 
that attention-based models consistently focused on the appropriate tumor regions while non-attention models 
tended to focus on irrelevant areas, the Grad-CAM visualizations further supported the significance of attention 
mechanisms. Overall, the study showed that the segmentation performance of breast tumors can be greatly 
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enhanced by combining deep feature extraction via sophisticated encoders, attention mechanisms, and suitable 
loss functions.

Utilizing sophisticated encoder architectures, attention mechanisms, and modified loss functions, the model 
can automate the segmentation procedure with high accuracy, diminishing the dependence on laborious manual 
delineation by radiologists. This automation can reduce subjectivity in tumor border delineation and yield 
consistent outcomes across diverse imaging settings. Additionally, the interpretability of the model is improved 
by Grad-CAM visualizations, which allows clinicians to trust the segmentation results by comprehending the 
image regions that the model prioritizes. The computational demands of the suggested method may present 
difficulties in resource-limited settings; however, forthcoming refinements, including model compression and 
streamlined inference pipelines, could render real-time deployment achievable. Integrating this framework 
into clinical workflows could provide radiologists with a second opinion, improve diagnostic accuracy, and 
ultimately improve patient outcomes by enabling the earlier and more reliable detection of breast malignancies.

Future research could go in several directions to improve breast ultrasound image segmentation performance 
even more. Investigating more sophisticated attention mechanisms, such as transformer-based attention or self-
attention modules, is one possible avenue to pursue to enhance the model’s capacity to comprehend the global 
context in intricate medical images. Furthermore, experimenting with hybrid loss functions—which combine 
the advantages of Dice Loss and BCE—might produce results that are more evenly distributed in terms of 
segmentation overlap, recall, and precision.

To increase the segmentation model’s adaptability, additional research is being done on the integration of 
multi-modal imaging data, which combines ultrasound images with those from MRIs and mammograms. To 
further generalize the model and lower the likelihood of overfitting, the dataset should be expanded to include 
a wider variety of breast ultrasonography images. Ultimately, the integration of DL-based segmentation systems 
into medical practice may be facilitated by the real-time application of these models for clinical use, together 
with interpretability tools like Grad-CAM to foster confidence among clinicians.

Data availability
The dataset is available at:  h t t p s :  / / w w w .  k a g g l e  . c o m /  d a t a s e t s / s a b a h e s a r a k i / b r e a s t - u l t r a s o u n d - i m a g e s - d a t a s e t / d 
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