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A B S T R A C T   

In recent times, machine learning algorithms have gained significant traction in addressing 
aerodynamic challenges. These algorithms prove invaluable for predicting the aerodynamic 
performance, specifically the Lift-to-Drag ratio of airfoil datasets, when the dataset is sufficiently 
large and diverse. In this paper, we delve into an exploration of five machine learning algorithms: 
Random Forest, Gradient Boosting Regression, Decision Tree Regressor, AdaBoost Algorithm, and 
Linear Regression. These algorithms are scrutinized within the context of various train/test ratios 
to predict a crucial aerodynamic performance metric—the lift-to-drag ratio—for different angle of 
attack values. Our evaluation encompasses an array of metrics including R2, Mean Square Error, 
Training time, and Evaluation time. Upon analysis, the Random Forest Method, with a train/test 
ratio of 0.2, emerges as the frontrunner, showcasing superior predictive performance when 
compared to its counterparts. Conversely, the Linear Regression algorithm distinguishes itself by 
excelling in training and evaluation times among the algorithms under scrutiny.   

1. Introduction 

Machine learning (ML) has found widespread application across various scientific disciplines. Recent advancements in computer 
science and the emergence of efficient ML algorithms have aided scientists in analysing vast datasets to address myriad engineering 
challenges [1]. For example, ML has made significant inroads into the wind energy sector, where it plays a pivotal role in analysing 
data collected during energy production to enhance efficiency. Aksoy and Selbas [2] developed an ML model based on the MLR al
gorithm to estimate wind turbine energy production, achieving a remarkable 90 % accuracy in their predictions. 

Another noteworthy application of ML is in the field of unmanned aerial vehicles (UAVs) and communication. ML serves as a 
valuable tool for optimizing UAV-based communication systems [3] and devising UAV trajectory plans that consider factors like power 
consumption and wireless communication optimization [4]. 

A distinctive and promising domain for ML application is aerodynamics, particularly in predicting aerodynamic performance. 
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Extensive research has been conducted on employing ML, big data analytics, and deep learning techniques in airfoil design, where the 
aerodynamic properties of airfoil play a pivotal role. Traditional methods, such as theoretical calculations involving computational 
fluid dynamics (CFD) and experimental measurements, have historically been employed to obtain airfoil aerodynamic coefficients. 
However, these approaches are encumbered by drawbacks like high costs and time-intensive processes, especially when dealing with 
extensive sets of precise aerodynamic data. Consequently, there has been a growing focus on investigating the aerodynamic efficiency 
of airfoils, given their critical significance in designing aircraft, wind turbines, and related applications. While wings exhibit a three- 
dimensional flow phenomenon, airfoils are indispensable in examining fundamental aerodynamic properties. Despite an airfoil’s basic 
representation as a wing cross-section, modified airfoil properties can provide insights into finite wing aerodynamic performance, even 
extending to wing or wind turbine blade assessments. Notably, one of the paramount airfoil properties is the lift-to-drag ratio (LDR), a 
pivotal metric for evaluating aerodynamic performance and guiding airfoil optimization efforts. 

2. Literature review 

Artificial neural network (ANN) surrogate modelling possesses the advantages of computational efficiency and accurate general
ization, making it a valuable tool for addressing aerodynamic design challenges. This approach leverages data-driven and bottom-up 
principles to achieve outcomes that are often challenging to attain using conventional methods. ANN has found application in 
aerodynamic design, particularly in domains such as aircraft and turbomachinery design, where optimal shapes are sought. Addi
tionally, ANN has demonstrated its potential in surrogate modelling for optimization purposes [5]. For instance, Nowruzi et al. [6] 
explored the use of artificial neural networks to predict the hydrodynamic performance of hydrofoils. Their approach involved CFD 
simulations to establish a robust database, and they employed feed forward ANNs with an iterative algorithm, employing transfer 
functions for backpropagation. Portal-Porras et al. [7] discussed the application of Convolutional Neural Networks (CNNs) in pre
dicting turbulent flow magnitudes based on a Reynolds-Averaged Navier-Stokes (RANS)-based turbulence model. Their study revealed 
that advanced network structures outperformed basic ones, particularly in scenarios involving uncertain flows. Furthermore, Chen 
et al. [8] investigated a graphical prediction method for multiple aerodynamic coefficients of airfoils, employing CNNs to process 
composite airfoil images and demonstrating high accuracy in predicting coefficients such as pitch-moment, drag, and lift. 

Sekar et al. [9] delved into the inverse design of airfoils using a deep convolutional neural network, where a novel 
pressure-coefficient distribution guided the generation of airfoil shapes. However, these methods often relied on time-consuming CFD 
modelling to evaluate aerodynamic coefficients. While some intelligent methods aimed to reduce computational time, they frequently 
lacked enhancements and introduced graphical representations that could distort aerodynamic curves and data. Moreover, efforts to 
learn the relationship between airfoil shape and aerodynamic coefficients sometimes disregarded the influence of initial inflow 
conditions [10]. Portal-Porras et al. [11] concentrated on enhancing wind turbine performance by implementing flow control devices 
on airfoils. They conducted numerous CFD simulations, employing Convolutional Neural Networks (CNNs) to predict velocity, 
pressure fields, and aerodynamic coefficients. Deep learning presents an alternative approach, eliminating the need for computa
tionally expensive physical equations while approximating input-output mappings accurately [12]. Their data-driven approach, 
employing CNNs to predict pressure distributions over airfoils, achieved remarkable accuracy with a Mean Squared Error (MSE) of less 
than 2 %. Furthermore, as numerical aerodynamic models for wind turbine blades entail substantial computational costs, Lalonde et al. 
[13] explored six neural networks as surrogate models. Among the models examined, CNN demonstrated the highest accuracy, while 
Full multilayer perceptron (MLP) excelled in combining accuracy with a simpler network structure. 

Abbreviations 

ANN Artificial Neural Network 
CFD Computational Fluid Dynamics 
CNN Convolutional Neural Network 
DT Decision Tree 
DTR Decision Tree Regressor 
GBR Gradient Boosting Regressor 
LDR Lift-To-Drag Ratio 
LR Linear Regression 
ML Machine Learning 
MLP Multilayer Perceptron 
MSE Mean Square Error 
PDE Partial Differential Equations 
RANS Reynolds-Averaged Navier Stokes 
RF Random Forest 
UAV Unmanned Air Vehicle 

Letters 
α Angle of Attack  
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In the context of this research, five ML algorithms—Random Forest, Gradient Boosting Regression, Decision Tree Regressor, 
AdaBoost Algorithm, and Linear Regression—were implemented to predict the Lift-to-Drag Ratio of airfoils. Various ML algorithms 
were employed to develop the suggested framework. The evaluation of these ML networks involved assessing MSE, the coefficient of 
determination (R2), and testing time across different train-test ratios. 

3. Methods and materials 

In this study, the TensorFlow Python library for machine learning has played a pivotal role in constructing models for various ML 
algorithms. The foundation of these ML models heavily relies on the quality and diversity of the dataset used for training and eval
uation. The dataset employed in this research is a valuable resource, acquired from a prior study, and is openly accessible, exemplifying 
the collaborative and open nature of scientific research [14]. This dataset has been an asset in the scientific community, serving as a 
fundamental building block for numerous investigations in the field. 

The importance of the dataset cannot be overstated, as it serves as the bedrock upon which the ML algorithms are trained and 
subsequently evaluated. The dataset’s robustness, encompassing a wide range of airfoil shapes and configurations, is instrumental in 
ensuring the ML models’ adaptability and generalization capabilities. This diversity ensures that the neural network can effectively 
learn intricate relationships between airfoil shapes and their corresponding aerodynamic performance, such as the Lift-to-Drag Ratio. 
Moreover, this open dataset fosters transparency and reproducibility in research, allowing others in the scientific community to 
validate and build upon the findings presented in this study. 

3.1. Artificial Intelligence 

Artificial Intelligence (AI), particularly Machine Learning, constitutes a multifaceted domain that encompasses diverse method
ologies catering to various data-driven challenges. In broad strokes, ML can be dichotomized into two principal classes: supervised 
learning and unsupervised learning, each addressing distinct problem-solving paradigms. The hallmark of supervised learning hinges 
on its reliance on labelled data, necessitating input data explicitly paired with corresponding target outcomes, enabling the model to 
discern patterns and relationships. In contrast, unsupervised learning harnesses unlabelled data, where the model endeavours to unveil 
inherent structures or groupings within the data autonomously. 

To elucidate the fundamental tenets of ML further, consider the overarching architecture depicted in Fig. 1, serving as a blueprint 
for ML systems. The figure illustrates the fundamental structure of a machine learning system, encapsulating key phases: data foun
dation, model mastery, and the iterative process of training and evaluation. In the context of this study, we delve into the realm of 
supervised learning, a cornerstone of ML, where our models are meticulously trained using datasets consisting of parametrized airfoils 
meticulously paired with their associated Lift-to-Drag Ratio values. This supervised approach empowers the ML models to harness 
historical data patterns and make predictions based on newly encountered input. 

Within the expansive landscape of ML methodologies, a plethora of algorithms and techniques exist to address a myriad of 
problems. The literature abounds with noteworthy contributions, encompassing gradient boosting regression [15], random forest [16], 
AdaBoost [17], decision tree [18], linear regression, and radial basis function neural networks, each offering its unique strengths and 
suitability for diverse applications. 

Fig. 1. General structure for machine learning system.  
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The choice of algorithm becomes pivotal, as it profoundly influences the model’s performance and its ability to discern intricate 
relationships between airfoil parameters and the consequential aerodynamic metric, the LDR. 

3.1.1. Gradient boosting regressor 
Boosting is a technique of combining multiple simple models into a single composite model. However, as all weak learner models 

are added over time, the structure of the existing trees will not be affected, and the final model will yield a robust predicted result. The 
gradient algorithm is also designed to minimize the loss in the data, unlike linear regression. It is one of the most popular machine 
learning algorithms for tabular datasets, as it finds a nonlinear relationship between the model targets and the features, even iden
tifying missing values. Gradient boosting is an algorithm that produces a prediction model in the form of an ensemble of weak pre
diction models, typically decision trees, for regression and classification problems. It constructs the model in a stage-wise manner, like 
other boosting methods, and generalizes them by allowing optimization of any differentiable loss function [19]. 

3.1.2. Random forest 
The random forest (RF) algorithm aims to amalgamate multiple random trees within a bagging ensemble model, a technique that 

often delivers excellent outcomes across a range of classification problems (as demonstrated in Fig. 2). In an RF model, the output 
variable is typically an average of the predictions from regression trees. Node splitting in this model is conducted using a finite subset 
of randomly selected features [16]. RF modelling involves creating trees through various training tests based on a random vector that 
remains independent of any other data within the distribution. However, to analyse errors effectively, it becomes essential to compute 
two critical parameters: (i) accuracy and (ii) interdependence among individual classifiers [20]. 

In the classification process, the RF algorithm accounts for the common distribution of errors resulting from the contributions of 
each base classifier. To mitigate these errors, the RF algorithm employs a final reduction step to enhance the classification effect, as 
outlined by Sulaiman [21]. 

The prediction in the RF algorithm is achieved through the adaptation of the test characteristic and the application of rules for each 
random decision tree. These trees collectively predict the result through a voting mechanism, where prediction goals are tallied, and 
the most highly voted outcome is selected as the final prediction, as discussed by Kolhe et al. [22]. 

The training process of the Random Forest model is visually depicted in Fig. 3. Initially, one RF formation must be defined, and a 
classifier for the formation is estimated. Many researchers have employed a formula to elucidate the final decision calculation by 
considering a test model and applying the rules of each decision tree created within the RF model, thereby determining the forecasted 
outcome. 

H(x)= argmax
y

∑k

i=1
I(hi(x)= Y) (1)  

Fig. 2. Flow chart of random forest.  
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Where x is the test sample, hi is the single Decision Tree, y is the targeted data, and I is the indicator function that leads to the RF model 
of H. It is also the classification outcome of each test tree for the test sample with the maximum number of votes [23–25]. 

3.1.3. AdaBoost prediction 
RF and AdaBoost are both examples of tree-based ensemble regressors that utilize individual regression trees’ predictions to 

formulate their overall predictions. However, they employ fundamentally different approaches to assemble these tree ensembles. 
RF, for instance, follows the Bootstrap Aggregating (bagging) concept, where each tree is developed using a distinct subset of the 

available training data. This approach aims to enhance the diversity of individual predictions, and the ensemble’s prediction is derived 
by averaging the predictions made by the individual trees. 

In contrast, AdaBoost adopts a sequential tree growth strategy, where each new tree focuses on rectifying the errors or short
comings of the preceding one. AdaBoost’s predictions are constructed based on this sequential refinement process [26]. These 

Fig. 3. Random Forest training flow chart.  

Fig. 4. Decision Tree training flow chart.  
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distinctions in their ensemble construction approaches contribute to their varying characteristics and performance in predictive 
modelling. 

3.1.4. Decision tree 
Decision tree (DT) models are versatile non-parametric algorithms suitable for both classification and regression tasks. These 

models tackle these tasks by acquiring straightforward if-then-else decision rules based on the available features. One notable char
acteristic of DT models is their transparency, often referred to as white-box models, as they allow explanations for predictions through 
Boolean logic. 

However, the complexity of the decision rules grows as the tree’s depth increases, potentially leading to overfitting, where the 
model fits the training data too closely. To mitigate this, it is crucial to carefully select and fine-tune the maximum depth hyper
parameter before training and during subsequent model refinements. Additionally, DTs can exhibit bias towards dominant classes or 
densely populated numerical regions within the training dataset, emphasizing the importance of achieving proper class balance in the 
training data [27]. 

The decision tree algorithm involves constructing a tree-shaped model and partitioning information into subsets to assess various 
courses of action and determine predictive probabilities [28]. Each response is explained by a different branch of the decision tree. 
Several algorithms can be applied within the decision tree technique to determine how to split a node into two sub-nodes, with the goal 
of enhancing the homogeneity of resulting sub-nodes [26]. The process of finding the most homogeneous sub-nodes entails dividing 
the nodes based on all variables and then selecting the optimal split [29]. For a visual representation of the training flow chart for the 
Decision Tree model utilized in this study, please refer to Fig. 4. 

3.1.5. Linear regression 
Linear regression is a statistical method employed to establish a connection between the value of a dependent variable and that of 

an independent variable. This algorithm serves to enhance the understanding of the relationship between the outcome and the 
calculated values of predictor variables while also accounting for the influence of covariates or confounding factors. As elucidated by 
Azman et al. [30], linear regression is a modelling approach used to characterize the association between a single scalar variable, 
denoted as Y, and one or more explanatory variables represented by X. This relationship can be expressed through the following 
equation: 

Y =mX + a (2)  

Where the values of the independent variable “X” will be defined, and for each value of “X” there is a subpopulation of “Y” variables 
that are homogeneous, “m” is the slope, and “a” is the intercept. 

3.2. Implementation of algorithms 

Once the ML models are developed, evaluating their performance becomes crucial. The intricacies of these methods can be 
scrutinized and assessed using various error metrics and accuracy measures as proposed in the literature. It is worth noting that the 
choice of performance evaluation criteria in ML applications can vary depending on the specific context. This variability arises because 
there is no universal criterion that can comprehensively capture all the nuances of errors within a given prediction method. For 
instance, in the realm of regression analysis, performance evaluation often relies on metrics such as Mean Squared Error and the 
coefficient of determination. Therefore, in this study, several statistical techniques have been employed to gauge the performance 
effectiveness of the investigated models [31]. The following equations outline the calculation of these evaluation criteria. 

MSE=
1
n
∑n

i=1
(yi − xi)

2 (3)  

Where n is the total number of samples, and yi and xi are the ground truth and predicted aerodynamic performance value, respectively. 

R2 = 1 −

∑n

i=1
(Yi − Ŷ i)

2

∑n

i=1
(Yi − Y)2

(4)  

Where Yi is the actual value, Ŷ i is the predicted output value, and n is the total number of samples. 
While the value of R2 approaches unity for a suitable model and demonstrates better prediction, low values of MSE represent a 

better prediction of a model. 

3.3. Airfoil data 

The dataset used in this research was originally compiled in a previous study and is accessible as an open source on [14]. This 
dataset serves as the foundation for implementing an airfoil lift-to-drag ratio prediction method using Convolutional Neural Networks 
(CNNs). The objective of this approach is to model the contour of airfoils and, subsequently, employ CNNs to predict their lift-to-drag 
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ratios, a pivotal aerodynamic parameter. 
The data preparation and processing methodology adopted in this dataset creation commence with the acquisition of raw airfoil 

coordinates, sourced from the UIUC Airfoil Data Site. To ensure uniformity and compatibility as input data, these coordinate pairs are 
meticulously transformed into high-resolution grayscale images, each boasting dimensions of 128x128 pixels. This choice of image 
resolution stems from the recognition of the airfoil’s extreme sensitivity to even minor shape variations. In a bid to maximize the neural 
network’s capacity to learn, contour-filling techniques are judiciously applied to preserve valuable information within the contour 
images. Furthermore, the dataset accounts for a range of angles of attack through the rotation of the filled-in contour images, yielding 
twenty-five distinct images per original airfoil sample. Post-binarization and flattening, the data from all these samples are consoli
dated into a single input matrix, with values ranging from 0 to 1. 

Fig. 5. Prediction plots of the employed Machine Learning algorithms.  
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To ascertain the ground truth values, the researchers utilize Computational Fluid Dynamics software, specifically xflr5, to compute 
lift-to-drag (LDR) ratios. This involves importing airfoil data and generating corresponding contour figures. The software calculates 
LDR across a spectrum of angles of attack, automatically considering the influence of α. The results, accompanied by their respective 
angles of attack, are meticulously recorded, and exported as individual samples. This meticulous data preparation and ground truth 
calculation procedure lays the foundation for training the neural network model on a diverse and highly accurate dataset, enabling it to 
make precise predictions of lift-to-drag ratios based on airfoil geometry and angle of attack. 

The process of input data preparation is pivotal in training the ML model to predict an airfoil’s aerodynamic performance, spe
cifically its lift-to-drag ratio, contingent on the airfoil’s geometric properties and angle of attack. The dataset pairs parametrised airfoil 
geometry data with corresponding LDR values, which are computed using computational methods. Each airfoil is evaluated across a 
range of angles of attack (α), spanning from − 5◦ to +20◦ with an increment of 0.25◦. This incremental approach results in the gen
eration of one hundred images for each airfoil, contributing to a comprehensive and versatile dataset for training and evaluating the 
ML model. 

4. Results and discussion 

The achievement of the study’s objectives hinged on the meticulous implementation and comprehensive assessment of ML models, 
all executed through the TensorFlow Python library. Five distinct ML algorithms, namely Random Forest (RF), Gradient Boosting 
Regression (GBR), Decision Tree Regressor (DTR), AdaBoost, and Linear Regression (LR), were thoughtfully selected for the crucial 
task of predicting the Lift-to-Drag Ratio. This aerodynamic performance indicator is of paramount importance and is dependent on the 
precisely curated input data detailed in the preceding section. The choice of these algorithms was underpinned by their versatility and 
aptitude for unravelling the intricate relationship between airfoil shapes and LDR. 

The rigorous evaluation process applied to these machine learning models encompassed a multifaceted analysis. It entailed a 
meticulous examination of key evaluation metrics, including the Coefficient of Determination (R2), which serves as a barometer of 
predictive accuracy, and the MSE, a vital indicator of prediction precision. Beyond these critical metrics, the computational facets of 
training time and evaluation time were subject to thorough scrutiny. These assessments were conducted across a spectrum of train/test 
ratios, ranging from 0.2 to 0.8, mirroring diverse data split scenarios. This comprehensive evaluation framework aimed to gauge the 
models’ efficacy and performance under various conditions, ensuring a robust analysis of their capabilities. 

Fig. 5 presents a comparative analysis between actual and predicted aerodynamic performance, offering a compelling visual 
representation of the models’ predictive ability. This visualization focuses on the outcomes derived from a train/test ratio of 0.2. The 
results, as illustrated in the figure, clearly affirm the models’ exceptional ability to accurately forecast LDR, underscoring their 
robustness and reliability in capturing intricate relationships within airfoil data. In summary, this study underscores the profound 
potential of machine learning algorithms to effectively model and predict critical aerodynamic parameters, thereby laying a solid 
foundation for enhanced airfoil design and optimization across a spectrum of engineering applications. 

Table 1 presents a comprehensive overview of the accuracy achieved by all five ML models across various train/test ratios, 
spanning from 0.2 to 0.8. For clarity, the highest and lowest accuracy values attained by each model are highlighted in the table. 
Notably, the Random Forest (RF) prediction model outshines the others with the highest R2 score of 0.944, demonstrating a robust 
correlation between predicted and actual values. In contrast, the AdaBoost model lags, yielding the lowest R2 score of 0.689 among the 
investigated ML models. 

Upon closer inspection of the table, it becomes evident that the RF, Gradient Boosting Regression (GBR), and Decision Tree Re
gressor (DTR) models exhibit their peak accuracy at a train/test ratio of 0.2. Conversely, the Linear Regression (LR) and AdaBoost 
models achieve their highest accuracy at train/test ratios of 0.3 and 0.7, respectively. Notably, an increase in the train/test ratio 
corresponds to a reduction in the accuracy of the RF and GBR models, while the AdaBoost model excels at higher train/test ratios, 
specifically 0.7 and 0.8. 

Transitioning to Table 2, we delve into the performance evaluation of the ML models, focusing on the train/test ratio that yielded 
the highest accuracy. The table provides a comprehensive view of the evaluation metrics such as R2, MSE, training time and evaluation 
time for each machine learning algorithm. While RF and GBR demonstrate top-tier accuracy, they demand a substantial training time 
compared to the other models. In stark contrast, LR boasts significantly shorter training times, making it a viable choice for projects 
with strict computational constraints. In terms of evaluation time, AdaBoost, despite its lower accuracy among the ML algorithms, 
stands out with a noteworthy duration of 17.35 s for result prediction, while LR boasts the shortest evaluation time. These insights shed 

Table 1 
Accuracy of Predicted Results for various train/test ratios.   

Train/Test Ratio 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 

ML Algorithm R2 

RF 0.944 0.93 0.918 0.91 0.892 0.88 0.863 
GBR 0.896 0.881 0.871 0.868 0.859 0.853 0.848 
DTR 0.857 0.823 0.828 0.812 0.793 0.775 0.757 
AdaBoost 0.709 0.689 0.697 0.721 0.72 0.747 0.743 
LR 0.831 0.832 0.797 0.791 0.772 0.775 0.776  
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light on the trade-offs between accuracy and computational efficiency, allowing for informed selection of ML algorithms tailored to 
specific project needs and resource limitations. 

5. Conclusion 

Performance prediction plays a pivotal role in the advancement of airfoil design, particularly in applications such as aviation and 
wind energy. Presently, machine learning algorithms have emerged as powerful tools, offering superior efficiency and feasibility for 
rapid investigations in the realm of aerodynamics. This research delved into the application of ML algorithms for predicting aero
dynamic performance, leveraging the TensorFlow Python library for comprehensive model development, training, and testing. The 
outcomes of this investigation unveiled commendable levels of accuracy across all proposed models. Notably, most of the examined 
algorithms achieved their peak performance, as indicated by the highest R2 scores, with a test size of 0.2. The assessment of these 
models encompassed a range of evaluation metrics, including R2, MSE, Training time, and Evaluation time. It came to light that 
Random Forest, Gradient Boosting Regression, and Decision Tree Regressor exhibited superior accuracy, specifically at a train/test 
ratio of 0.2, while AdaBoost and Linear Regression excelled at train/test ratios of 0.7 and 0.3, respectively. In the context of R2 as an 
evaluation metric, the Random Forest prediction model emerged as the most accurate, while the AdaBoost prediction model show
cased slightly lower accuracy. Furthermore, concerning training time and evaluation time, Linear Regression exhibited a substantial 
advantage over the other ML algorithms investigated in this study. 

Future research endeavours will focus on refining these models to achieve even higher accuracy levels. Additionally, there is a keen 
interest in exploring the application of these well-suited models in predicting flow field properties, such as velocity and pressure fields, 
further expanding their utility and impact in the field of aerodynamics. 
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