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Abstract
Objective: This study was undertaken to validate the accuracy of the 
Epidemiology- Based Mortality Score in Status Epilepticus (EMSE) in predicting 
the risk of death at 30 days in a large cohort of patients with status epilepticus (SE) 
using a machine learning system.
Methods: We included consecutive patients with SE admitted from 2013 to 2021 
at Modena Academic Hospital. A decision tree analysis was performed using the 
30- day mortality as a dependent variable and the EMSE predictors as input vari-
ables. We evaluated the accuracy of EMSE in predicting 30- day mortality using 
the area under the receiver operating characteristic curve (AUC ROC), with 95% 
confidence interval (CI). We performed a subgroup analysis on nonhypoxic SE.
Results: A total of 698 patients with SE were included, with a 30- day mortal-
ity of 28.9% (202/698). The mean EMSE value in the entire population was 57.1 
(SD  =  36.3); it was lower in surviving compared to deceased patients (47.1, 
SD = 31.7 vs. 81.9, SD = 34.8; p < .001). The EMSE was accurate in predicting 
30- day mortality, with an AUC ROC of .782 (95% CI = .747– .816). Etiology was 
the most relevant predictor, followed by age, electroencephalogram (EEG), and 
EMSE comorbidity group B. The decision tree analysis using EMSE variables cor-
rectly predicted the risk of mortality in 77.9% of cases; the prediction was accurate 
in 85.7% of surviving and in 58.9% of deceased patients within 30 days after SE. In 
nonhypoxic SE, the most relevant predictor was age, followed by EEG, and EMSE 
comorbidity group B; the prediction was correct in 78.9% of all cases (89.6% in 
survivors and 46.1% in nonsurvivors).
Significance: This validation study using a machine learning analysis shows that 
the EMSE is a valuable prognostic tool, and appears particularly accurate and ef-
fective in identifying patients with 30- day survival, whereas its performance in 
predicting 30- day mortality is lower and needs to be further improved.
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1  |  INTRODUCTION

Status epilepticus (SE) is a frequent neurological emer-
gency associated with high mortality, with an incidence 
that varies from 7.6% to 39% in population- based studies 
for convulsive SE.1 Identifying predictors of mortality due 
to SE is crucial to guide clinical management through indi-
vidual risk stratification. Ideally, prognostic scores should 
be able to correctly identify high- risk patients who will 
die (positive predictive value) and, at the same time, dis-
criminate them from patients at low risk who have a high 
chance of survival (negative predictive value). A reliable 
predictive model would therefore guide the physician in 
selecting the treatment strategies most appropriate to dif-
ferent clinical scenarios and related prognosis. This would 
be important to improve management of SE, by rapidly 
referring more severe cases to the intensive care unit or 
conversely, to avoid overtreating patients with good out-
comes, limiting unnecessary overdosing or adverse events 
associated with aggressive treatments.2,3 A predictive 
score should be used to stratify patients according to the 
risk of a prespecified negative or positive outcome, and to 
apply differential treatment strategies to different prog-
nostic groups, to individualize treatment.

The Epidemiology- Based Mortality Score in Status 
Epilepticus (EMSE) was introduced in 2015 to include ep-
idemiological or real- world data for the prediction of in- 
hospital death among SE patients.4 The aim was to develop 
a score with higher diagnostic accuracy than the Status 
Epilepticus Severity Score (STESS), which considered only 
the level of consciousness at SE onset, age, SE semiology, 
and history of previous seizures.5,6 Unlike STESS, which 
weights predictors based on prior assumptions, EMSE was 
based on mortality rates obtained by large epidemiological 
studies. It includes four parameters: etiology, age (strati-
fied by decade), comorbidity (according to the Charlson 
Comorbidity Index),7 and the worst electroencephalo-
graphic (EEG) pattern (lateralized periodic discharges, 
after status ictal discharges, generalized sharply and/or 
triphasic potentials, and spontaneous burst suppression). 
Overall, validation studies showed that, at a cutoff point of 
64 or 62, the positive predictive value for in- hospital death 
of EMSE was 30%– 67%, and its negative predictive value 
for survival was 94%– 100%.8

Decision tree analysis is a statistical machine learning 
technique for exploratory analysis and data interpretation 
that can be used to generate predictive models with higher 

accuracy than those developed using logistic regression, 
due to the higher detection of random relationships that 
may go unnoticed with other methods.9 They are em-
ployed to identify and visualize the relationships between 
predictors, making predictions on a selected outcome.10

This study aimed to identify which EMSE parameters 
prove most useful for prediction of 30- day mortality in SE 
patients using a machine learning approach.

2  |  MATERIALS AND METHODS

2.1 | Study design, setting, and patients

We reviewed consecutive episodes of SE occurring in 
patients aged 21 years and older and prospectively regis-
tered at Baggiovara Civil Hospital (Modena, Italy) from 
September 1, 2013 to October 31, 2021. Before 2015, SE 
was considered to be a continuous seizure that lasts 
5 min or longer or two or more discrete seizures without 
complete recovery of consciousness between them.11 
After 2015, the definition by the International League 
Against Epilepsy (ILAE) was systematically adopted and 
prospectively applied.12 Accordingly, the operational 
time indicating when a seizure is likely to be prolonged, 
leading to continuous seizure activity (i.e., SE), was set 
at 5 min for tonic– clonic SE, 10 min for focal SE with 
impaired consciousness, and 10– 15 min for absence SE. 
All cases of SE that occurred before 2015 were reviewed 
by two of the authors (S.M. and G.G.) to ensure that all 

K E Y W O R D S
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Key Points
• Identifying predictors of mortality to guide clin-

ical management through individual risk strati-
fication is crucial in status epilepticus.

• Decision tree analysis showed that EMSE pa-
rameters can be used to predict the risk of 
short- term mortality in individual patients.

• Certain etiologies, comorbidities, and age 
groups predict survival, whereas others are 
associated with an increased risk of 30- day 
mortality.

• Unfavorable EEG patterns are important modi-
fiers of prognosis.
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met the ILAE diagnostic criteria. The cases of noncon-
vulsive SE were diagnosed according to the Salzburg 
EEG criteria.13,14

A specific dataset was used to collect demographic and 
clinical information, including age, gender, EMSE param-
eters, and mortality occurring within 30 days from the SE. 
The form was filled in by the first physician (neurologist 
or neurointensivist) taking care of the patient.

Treatment followed an internal protocol (publicly 
available at http://salute.regio ne.emili a- romag na.it/perco 
rso- epile ssia/PDTASE_AOU.pdf) based on the recom-
mendations of international guidelines.15– 17

2.2 | Outcome

Data on follow- up of patients and their 30- day mortality 
(also after discharge from hospital) were obtained from 
the SE dataset used to collect information and confirmed 
through the registry office. In Italy, the registry office con-
tains the personal vital statistics of residents, including in-
formation on death, and as such can be consulted openly 
by citizens.

2.3 | Decision tree

Decision tree analyses are an innovative data mining tech-
nique that defines explicit rules for the classification of vari-
ables and their influence on the dependent variable.9,10,18 
A decision tree divides the sample of observations into dif-
ferent hierarchical levels according to the statistical signifi-
cance of the variables and, through precise splitting rules, 
obtains homogeneous subgroups with precise risk esti-
mates.9,10,18 These analyses produce a hierarchical diagram 
that can be interpreted easily and that clarifies the relation-
ships between predictors, and between predictors and the 
outcome of interest.9,10,18 Compared to multivariate logistic 
models, they are more flexible, as they do not require a spe-
cific distribution of predictors, and are able to overcome the 
problem of collinearity, enabling a straightforward interpre-
tation of the hierarchy of predictors, their importance, and 
their individual contribution within a wider model.9,10,18

2.4 | Statistical analysis

We described categorical variables as percentage and pro-
portion, and continuous variables as mean and SD or as 
median and interquartile range, depending on the un-
derlying distribution. Univariate comparisons were per-
formed with Fisher exact test, the chi- squared test, the 
Mann– Whitney test, and the Kruskal– Wallis test.

The decision tree was developed using the chi- squared 
automatic interaction detection (CHAID) technique. The 
aim was to analyze the risk of death at 30 days following 
the SE, used as a dependent variable, according to the 
EMSE parameters, used as input variables. The algorithm 
works on the nodes to build a hierarchical tree. At each 
level of the classification along the tree, the algorithm 
identifies the most significant predictor to divide the data 
interactively using the chi- squared test. At the first level 
of subdivision, the node at the top of the hierarchy that is 
identified is the “root” node. Subsequent levels are identi-
fied by parent nodes, which are followed by further nodes 
at lower levels. The terminal nodes, which are not further 
subdivided into other nodes, are also called “leaf” nodes 
and identify subgroups of patients who share the same 
risk. Leaf nodes were compared with a survival study 
using the Kaplan– Meier method, and comparisons were 
performed with the log- rank test.

To address possible overfitting, 10- fold cross- validation 
was used.

To assess the predictive performance of the decision 
tree for the 30- day mortality and in- hospital mortality, 
the area under the receiver operating characteristic curve 
(AUC ROC) was calculated. We also determined the ROC 
of EMSE in the following subgroups: patients with (1) 
first- ever SE episode, (2) recurrent SE episode, (3) nonhy-
poxic SE, and (4) hypoxic SE. Furthermore, we calculated 
the proportion of patients in whom outcome was correctly 
predicted (with decision tree analyses, it is not possible to 
calculate negative and positive predictive values for the 
entire “tree”). Finally, we performed a decision tree analy-
sis after excluding hypoxic SE, to test EMSE performance 
for mortality prediction in this subset of patients with 
nonhypoxic SE.

All tests were two- sided, and a p- value < .050 was con-
sidered statistically significant. Statistical analyses were 
performed using Stata 16.1 (StataCorp) and SPSS (IBM). 
More specifically, the decision tree analysis was carried 
out in SPSS, whereas the remaining statistical analyses 
were performed in Stata.

3  |  RESULTS

A total of 698 patients with SE were included, with a 30- 
day mortality of 28.9% (202/698). The demographic and 
clinical characteristics of the patients with SE are reported 
in Table  1, whereas EMSE parameters are reported in 
Table 2.

The mean EMSE value in the entire population was 
57.1 (SD =  36.3); it was lower in surviving compared to 
deceased patients (47.1, SD  =  31.7 vs. 81.9, SD  =  34.8; 
p < .001).

http://salute.regione.emilia-romagna.it/percorso-epilessia/PDTASE_AOU.pdf
http://salute.regione.emilia-romagna.it/percorso-epilessia/PDTASE_AOU.pdf
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Using the CHAID technique, four parameters included 
in the EMSE score, namely etiology, comorbidity, age, and 
EEG, were able to segment the data according to the risk 
of 30- day mortality after SE.

The decision tree is shown in Figure 1.
Etiology was the most relevant predictor, followed 

by age, EEG (poor EEG patterns: lateralized periodic 
discharges, after status ictal discharges, generalized 
sharply and/or triphasic potentials, and spontaneous 
burst suppression), and comorbidity group B (hemi-
plegia; moderate or severe renal disease; diabetes with 
end- organ damage; any tumor, including leukemia/
lymphoma).

The decision tree identified 19 leaf nodes with a risk of 
30- day mortality ranging from 0% (Nodes 1 and 5) to 67.8% 
(Node 11).

3.1 | Nodes with a low risk of  
30- day death

The following three nodes identified groups of patients 
with a risk of 30- day mortality ≤ 6%.

1. Node 1. This includes SE episodes with the following 
etiologies: central nervous system (CNS) anomalies, 
multiple sclerosis, hydrocephalus, drug overdose (risk 
of mortality: 0%).

2. Node 5. This node includes SE episodes with the fol-
lowing etiologies in patients aged <40 years: drug- 
reduction/withdrawal, poor compliance, remote 
cerebrovascular disease, brain injury, alcohol abuse, 
cryptogenic, brain tumor, or CNS infection (risk of 
mortality: 0%).

Demographic and 
clinical characteristics

Full 
cohort Survivors Nonsurvivors p

Patients, n (%) 698 (100) 496 (71.1) 202 (28.9)

Sex, n (%) .309

Male 283 (40.5) 195 (39.3) 88 (43.6)

Female 415 (59.5) 301 (60.7) 114 (56.4)

Age, years, mean (range) 74 (62– 82) 70 (59– 79) 80 (73– 86) <.001

SE semiology, n (%) <.001

GCSE 117 (16.8) 92 (18.5) 25 (12.4)

FCSE 187 (26.8) 144 (29) 43 (21.3)

NCSE 365 (52.3) 247 (49.8) 118 (58.4)

MSE 29 (4.2) 13 (2.6) 16 (7.9)

NCSE in coma <.001

Yes 133 (36.4) 65 (26.3) 68 (57.6)

No 232 (63.6) 182 (73.7) 50 (42.4)

Etiological classification 
according to ILAE, n (%)

<.001

Acute symptomatic 442 (63.3) 282 (56.9) 160 (79.2)

Remote symptomatic 117 (16.8) 101 (20.4) 16 (7.9)

Progressive symptomatic 112 (16.1) 92 (18.5) 20 (9.9)

Cryptogenic 18 (2.6) 12 (2.4) 6 (3.0)

SE in defined 
electroclinical 
syndromes

9 (1.3) 9 (1.8) 0 (.0)

Refractory SE, n (%) 118 (16.9) 52 (10.5) 66 (32.7) <.001

Superrefractory SE, n (%) 111 (15.9) 58 (11.7) 53 (26.2) <.001

Prior history of epilepsy, 
n (%)

<.001

Yes 245 (35.1) 200 (40.3) 45 (22.3)

No 453 (64.9) 296 (59.7) 157 (77.7)

Abbreviations: FCSE, focal convulsive SE; GCSE, generalized convulsive SE; ILAE, International League 
Against Epilepsy; MSE, myoclonic SE; NCSE, nonconvulsive SE; SE, status epilepticus.

T A B L E  1  Demographic and clinical 
characteristics of patients with SE
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T A B L E  2  EMSE parameters in status epilepticus patients included in the present study

EMSE parameter Full cohort Survivors Nonsurvivors p

Patients, n (%) 698 (100) 496 (71.1) 202 (28.9)

Age, n (%) <.001

21– 30 years [EMSE points: 1] 16 (2.3) 16 (3.2) 0 (.0)

31– 40 years [EMSE points: 2] 24 (3.4) 23 (4.6) 1 (.5)

41– 50 years [EMSE points: 3] 38 (5.4) 34 (6.9) 4 (2.0)

51– 60 years [EMSE points: 5] 76 (10.9) 67 (13.5) 9 (4.5)

61– 70 years [EMSE points: 7] 76 (20.2) 108 (21.8) 33 (16.3)

71– 80 years [EMSE points: 8] 195 (27.9) 141 (28.4) 54 (26.7)

>80 years [EMSE points: 10] 208 (29.8) 107 (21.6) 101 (50.0)

Etiology, n (%) <.001

CNS anomalies [EMSE points: 2] 12 (1.7) 12 (2.4) 0 (.0)

Drug reduction/withdrawal, poor compliance [EMSE 
points: 2]

34 (4.9) 30 (6.0) 4 (2.0)

Multiple sclerosis [EMSE points: 5] 7 (1.0) 7 (1.4) 0 (.0)

Remote cerebrovascular disease or brain injury [EMSE 
points: 7]

182 (26.1) 155 (31.3) 27 (13.4)

Hydrocephalus [EMSE points: 8] 4 (.6) 4 (.8) 0 (.0)

Alcohol abuse [EMSE points: 10] 5 (.7) 4 (.8) 1 (.5)

Drug overdose [EMSE points: 11] 12 (1.7) 12 (2.4) 0 (.0)

Head trauma [EMSE points: 12] 23 (3.3) 16 (3.2) 7 (3.5)

Cryptogenic [EMSE points: 12] 33 (4.7) 26 (5.2) 7 (3.5)

Brain tumor [EMSE points: 16] 86 (12.3) 69 (13.9) 17 (8.4)

Metabolic: sodium imbalance [EMSE points: 17] 19 (2.7) 13 (2.6) 6 (3.0)

Metabolic disorders [EMSE points: 22] 83 (11.9) 41 (8.3) 42 (20.8)

Acute cerebrovascular disease [EMSE points: 26] 95 (13.6) 57 (11.5) 38 (18.8)

CNS infection: acute [EMSE points: 33] 26 (3.7) 23 (4.6) 3 (1.5)

Anoxia [EMSE points: 65] 77 (11.0) 27 (5.4) 50 (24.8)

EMSE comorbidity group, n (%)

Group A: myocardial infarction, congestive heart 
failure, peripheral vascular disease, cerebrovascular 
disease, dementia, chronic pulmonary disease, 
connective tissue disease, ulcer disease, mild liver 
disease, diabetes [EMSE points: 10]

381 (54.6) 231 (46.6) 150 (74.3) <.001

Group B: hemiplegia; moderate or severe renal disease; 
diabetes with end- organ damage; any tumor, 
including leukemia/lymphoma [EMSE points: 20]

172 (24.6) 94 (19.0) 78 (38.6) <.001

Group C: moderate or severe liver disease [EMSE 
points: 30]

11 (1.6) 4 (.8) 7 (3.5) .017

Group D: metastatic solid tumor, AIDS [EMSE points: 
60]

30 (4.3) 19 (3.8) 11 (5.4) .410

EEG, n (%) <.001

No LPDs, GPDs, or ASIDs [EMSE points: 0] 428 (61.3) 343 (69.2) 85 (42.1)

ASIDs, LPDs, GPDs [EMSE points: 40] 250 (35.8) 143 (28.8) 107 (53.0)

Spontaneous burst suppression [EMSE points: 60] 20 (2.9) 10 (2.0) 10 (5.0)

Note: The EMSE points were reported according to Leitinger et al. 2015.4

Abbreviations: AIDS, acquired immune deficiency syndrome; ASID, after status ictal discharge; CNS, central nervous system; EEG, electroencephalogram; 
EMSE, Epidemiology- Based Mortality Score in Status Epilepticus; GPD, generalized sharply and/or triphasic period potential; LPD, lateralized periodic 
discharges.
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3. Node 18. This node includes SE episodes with the fol-
lowing etiologies: drug reduction/withdrawal, poor 
compliance, remote cerebrovascular disease, brain 
injury, alcohol abuse, cryptogenic, brain tumor, CNS 
infection occurring in patients age 41– 69 years and 
without unfavorable EEG patterns and without EMSE 
comorbidity group B (risk of mortality: 5.7%).

3.2 | Nodes with a high risk of  
30- day death

The following group of characteristics identified patients 
with a high risk of 30- day mortality.

1. Node 11. This node includes SE due to metabolic 
disorders or anoxia of any age and with an unfa-
vorable EEG pattern (risk of mortality: 67.8%).

2. Node 17. This node includes SE due to metabolic dis-
orders or anoxia in patients with age > 70 years and ab-
sence of poor EEG patterns (risk of mortality: 63.3%).

3. Node 9. This node includes SE due to head trauma or 
sodium imbalance or acute cerebrovascular disease 

and the presence of EMSE comorbidity group B (risk of 
mortality: 56.4%).

4. Node 15. This node includes drug reduction/with-
drawal, poor compliance, remote cerebrovascular dis-
ease, brain injury, alcohol abuse, cryptogenic, brain 
tumor, or CNS infection and age > 70 years and an un-
favorable EEG pattern (risk of mortality: 54.8%).

The Kaplan– Meier analysis confirmed a significant 
difference in survival and the cumulative risk of death 
(Supporting Information) between patients classified into 
different nodes.

The EMSE was accurate in predicting 30- day mortal-
ity, with an AUC ROC of .782 (95% confidence interval 
[CI] = .747– .816). The AUC ROC of EMSE in predicting in- 
hospital mortality was .800 (95% CI = .766– .834). The AUC 
ROC for specific subgroups was the following: first- ever 
SE episode, AUC ROC = .747 (95% CI = .702–  .792); recur-
rent SE episode, AUC ROC = .827 (95% CI = .769– .885); 
nonhypoxic SE, AUC ROC =  .764 (95% CI =  .724– .803); 
and hypoxic SE, AUC ROC = .563 (95% CI = .429– .697).

The decision tree analysis using EMSE variables cor-
rectly predicted the risk of mortality in 77.9% of all cases; 

F I G U R E  1  Decision tree model generated using the chi- squared automatic interaction detection method to illustrate the 
hierarchical association between Epidemiology- Based Mortality Score in Status Epilepticus parameters and 30- day mortality after status 
epilepticus. The rate of 30- day mortality for each node is reported. ASID, after status ictal discharge; CNS, central nervous system; EEG, 
electroencephalogram; GPD, generalized periodic discharge; LPD, lateralized periodic discharge
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the prediction was accurate in 85.7% of surviving and in 
58.9% of deceased patients within 30 days after the SE.

The decision tree in the subset of patients without hy-
poxic SE is shown in Figure 2, whereas Tables 3 reports de-
mographic and clinical characteristics of these patients, and 
Tables 4 provides their EMSE parameters. The most relevant 
predictor was age, followed by EEG (poor EEG patterns: lat-
eralized periodic discharges, after status ictal discharges, 
generalized sharply and/or triphasic potentials, and spon-
taneous burst suppression), and EMSE comorbidity group 
B (hemiplegia; moderate or severe renal disease; diabetes 
with end- organ damage; any tumor, including leukemia/
lymphoma). The decision tree identified 13 leaf nodes with 
a risk of 30- day mortality ranging from 2.8% (Node 4; i.e., 
age < 60 years and absence of poor EEG patterns) to 62.1% 
(Node 11; i.e., age > 80 years and presence of EMSE comor-
bidity group B). In this subgroup of patients (SE other than 
hypoxic), the decision tree analysis using EMSE variables 
correctly predicted the risk of mortality in 78.9% of all cases; 
the prediction was accurate in 89.6% of surviving and in 
46.1% of deceased patients within 30 days after the SE.

4  |  DISCUSSION

In this study, we have used the innovative decision tree 
analysis based on machine learning technique to evaluate 

the role of the EMSE in predicting 30- day mortality in a 
large cohort of patients. Decision tree analysis showed that 
EMSE parameters can be used to predict the risk of short- 
term mortality. It found that certain etiologies, comorbidi-
ties, and age groups predict survival, whereas others are 
associated with an increased risk of 30- day mortality. Our 
analysis, therefore, identified the most important discrim-
inators to separate between survivors and nonsurvivors.

Our analysis confirms that older age predicts short- 
term mortality after SE, a finding that has been consis-
tently reported in the literature.5,19– 22 Age was included 
also in the STESS, which dichotomized age as younger 
than 65 years or 65 and older.5,6 In this regard, the EMSE 
scoring system provides different points per each decade, 
enabling a more individualized risk prediction. Actually, 
our analysis showed that age  > 70 years predicts 30- day 
mortality.

An interesting aspect of this method is that it can 
predict the risk of death and survival by “weighing” a 
finite number of clinical variables that are easily appli-
cable to the individual case. By doing this, it identifies 
some “clinical scenarios” that could be considered for 
individualized prognosis and counseling. For example 
(see Figure 1), a 75- year- old patient with an SE associ-
ated with remote brain traumatic injury will have a 30- 
day probability of death of approximately 30% (Node 7). 
However, if EEG monitoring documents an unfavorable 

F I G U R E  2  The decision tree model illustrating the hierarchical association between Epidemiology- Based Mortality Score in Status 
Epilepticus parameters and 30- day mortality after status epilepticus (SE) in the subset of patients without hypoxic SE. The rate of 30- day 
mortality for each node is reported. ASID, after status ictal discharge; EEG, electroencephalogram; GPD, generalized periodic dischargel; 
LPD, lateralized periodic discharge
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pattern, the 30- day probability of death will increase to 
>50% (Node 15). The proposed decision tree, therefore, 
allows the clinician to simply and immediately deter-
mine which “box of risk” the patient is in at that moment. 
The first advantage is to communicate with patient's rel-
atives and with other health care personnel by provid-
ing more precise information on the individual risk of 
death in this specific clinical scenario. Furthermore, an 
accurate prognostication could have an impact on man-
agement strategies, particularly when deciding about 
the aggressiveness of treatment or the need of referral to 
the intensive care unit with intubation/ventilation and 
administration of anesthetics, which might appear jus-
tified in cases with a more severe prognosis, but not in 
milder cases. Obviously, whether a predictive score may 
guide treatment remains an open issue, as treatment is 
not part of the score calculation. However, having accu-
rate information on the overall prognosis appears rele-
vant for clinical decisions related to the treatment of SE. 

According to the evidence- based practice framework, 
any clinical decision should rely upon the best available 
evidence, and be integrated with the clinical expertise 
of the treating physician and with the patient's and his 
relatives' perspective.

The groups of characteristics (nodes) associated with a 
good prognosis indicate scenarios in which a prompt and 
aggressive treatment of the underlying etiologies and the 
SE is required to maximize the chances of recovery. This 
does not mean, however, that cases associated with poor 
prognosis should not be adequately treated, because as 
confirmed in this study, the EMSE score is less accurate 
in identifying patients who die within 30 days from the SE 
onset than survivors.

Notably, our model takes into consideration only the 
EMSE parameters; therefore, it does not include in the 
machine learning analysis at least two other parameters 
that could be relevant to increase accuracy: the response to 
treatment with first/second- line drugs and the semiology 

Demographic and clinical 
characteristics Survivors Nonsurvivors p

Patients, n (%) 469 (75.5) 152 (24.5)

Sex, n (%) .390

Male 176 (37.5) 63 (41.4)

Female 293 (62.5) 89 (58.6)

Age, years, mean (range) 71 (59– 79) 82 (72– 87) <.001

SE semiology, n (%) <.118

GCSE 90 (19.2) 20 (13.2)

FCSE 143 (30.5) 42 (27.6)

NCSE 228 (48.6) 89 (58.6)

MSE 8 (1.7) 1 (.7)

NCSE in coma <.001

Yes 47 (20.6) 39 (43.3)

No 181 (79.4) 50 (46.7)

Etiological classification 
according to ILAE, n (%)

.001

Acute symptomatic 255 (54.4) 110 (72.4)

Remote symptomatic 101 (21.5) 16 (10.5)

Progressive symptomatic 92 (19.6) 20 (13.2)

Cryptogenic 12 (2.6) 6 (3.9)

SE in defined electroclinical 
syndromes

9 (1.9) 0 (.0)

Refractory SE, n (%) 47 (10.0) 56 (36.8) <.001

Superrefractory SE, n (%) 39 (8.3) 18 (11.8) .198

Prior history of epilepsy, n (%) .003

Yes 197 (42) 43 (28.3)

No 272 (58) 109 (71.7)

Abbreviations: FCSE, focal convulsive SE; GCSE, generalized convulsive SE; ILAE, International League 
Against Epilepsy; MSE, myoclonic SE; NCSE, nonconvulsive SE; SE, status epilepticus.

T A B L E  3  Demographic and 
clinical characteristics of patients with 
nonhypoxic SE
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of the SE. Both EMSE and STESS scores were evaluated 
for the prediction of refractoriness to first-  and second- line 
drugs, showing that accuracy was poor for both scales.2 
Therefore, the response to treatment with first/second- line 

ASMs and short- term mortality should be specifically 
evaluated in future studies, and eventually incorporated 
in machine learning models. Regarding SE semiology, this 
has been recently evaluated by our group to explore how it 

T A B L E  4  EMSE parameters in patients with nonhypoxic SE

EMSE parameter Survivors Nonsurvivors p

Patients, n (%) 469 (75.5) 152 (24.5)

Age, n (%) <.001

21– 30 years [EMSE points: 1] 16 (3.4) 0 (.0)

31– 40 years [EMSE points: 2] 23 (4.9) 2 (1.3)

41– 50 years [EMSE points: 3] 30 (6.4) 4 (2.0)

51– 60 years [EMSE points: 5] 64 (13.6) 6 (3.9)

61– 70 years [EMSE points: 7] 98 (20.9) 17 (11.2)

71– 80 years [EMSE points: 8] 133 (28.4) 40 (26.3)

>80 years [EMSE points: 10] 105 (22.4) 86 (56.6)

Etiology, n (%) <.001

CNS anomalies [EMSE points: 2] 12 (2.6) 0 (.0)

Drug reduction/withdrawal, poor compliance [EMSE points: 2] 30 (6.4) 4 (2.6)

Multiple sclerosis [EMSE points: 5] 7 (1.5) 0 (.0)

Remote cerebrovascular disease or brain injury [EMSE points: 7] 155 (33) 27 (17.8)

Hydrocephalus [EMSE points: 8] 4 (.9) 0 (.0)

Alcohol abuse [EMSE points: 10] 4 (.9) 1 (.7)

Drug overdose [EMSE points: 11] 12 (2.6) 0 (.0)

Head trauma [EMSE points: 12] 16 (3.4) 7 (4.6)

Cryptogenic [EMSE points: 12] 26 (5.5) 7 (4.6)

Brain tumor [EMSE points: 16] 69 (14.7) 17 (11.2)

Metabolic: sodium imbalance [EMSE points: 17] 13 (2.8) 6 (3.9)

Metabolic disorders [EMSE points: 22] 41 (8.7) 42 (27.6)

Acute cerebrovascular disease [EMSE points: 26] 57 (12.2) 38 (25)

CNS infection: acute [EMSE points: 33] 23 (4.9) 3 (2.0)

EMSE comorbidity group, n (%)

Group A: myocardial infarction, congestive heart failure, peripheral 
vascular disease, cerebrovascular disease, dementia, chronic 
pulmonary disease, connective tissue disease, ulcer disease, mild 
liver disease, diabetes [EMSE points: 10]

215 (45.8) 117 (77) <.001

Group B: hemiplegia; moderate or severe renal disease; diabetes with 
end- organ damage; any tumor, including leukemia/lymphoma 
[EMSE points: 20]

90 (19.2) 68 (44.7) <.001

Group C: moderate or severe liver disease [EMSE points: 30] 4 (.9) 5 (3.3) .044

Group D: metastatic solid tumor, AIDS [EMSE points: 60] 19 (4.1) 10 (6.6) .192

EEG, n [%] <.001

No LPDs, GPDs, or ASIDs [EMSE points: 0] 337 (71.9) 74 (48.1)

ASIDs, LPDs, GPDs [EMSE points: 40] 129 (27.5) 75 (49.3)

Spontaneous burst suppression [EMSE points: 60] 3 (.3) 3 (2.0)

Note: The EMSE points were reported according to Leitinger et al. 2015.4

Abbreviations: AIDS, acquired immune deficiency syndrome; ASID, after status ictal discharge; CNS, central nervous system; EEG, electroencephalogram; 
EMSE, Epidemiology- Based Mortality Score in Status Epilepticus; GPD, generalized periodic discharge; LPD, lateralized periodic discharges; SE, status 
epilepticus.
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clusters with other different SE features.23,24 The vigilance 
level (assessed by the Glasgow Coma Scale) appeared to 
be a useful scale to stratify the alteration of consciousness 
during SE and was associated with different unfavorable 
predictors outcomes, as confirmed by a recent epidemio-
logical study by Leitinger et al., who clearly showed how 
impairment of consciousness in the semiology evolution 
of an SE episode is associated to increased mortality.25

Another relevant consideration concerns the EEG. 
EMSE, and therefore our model, clearly show the impor-
tance of identifying the “worst” EEG pattern. If it consists 
of certain patterns that are well- known predictors of poor 
prognosis, the EEG can modify the risk of death in the de-
cision tree. This means that our model (like the EMSE) 
requires a careful EEG evaluation (and monitoring) of the 
patient. This poses some limitations in applicability, espe-
cially in an emergency setting when EEG is not available, 
or in situations with limited resources. Furthermore, be-
cause EEG is often performed after treatment start, at least 
in the case of generalized convulsive SE, some of its pattern 
may reflect and be influenced by treatment choice. In this 
regard, the development of similar decision tree models 
using the STESS score (which does not include EEG) could 
be a valuable option in the future to provide individual case 
stratification in the absence of EEG information or if it is 
suspected that EEG patterns reflect the treatment choice 
rather than SE intrinsic severity with different prognosis.

Finally, this study has a few other limitations. First, it 
was conducted at a single tertiary care center, possibly lim-
iting the generalizability of its findings. However, the large 
number of patients included and the robustness of the sta-
tistical analyses strengthen the validity of the results. Rather 
than in- hospital mortality (the outcome that was adopted in 
the EMSE), we used mortality at 30 days after the SE.

The aim of the present study was to validate the EMSE, 
evaluating whether it was able to accurately predict short- 
term mortality following SE using a machine learning 
method. For this reason, we did not change the EMSE pa-
rameters, but assessed their prognostic accuracy in a valida-
tion study. For the same reason, we did not compare EMSE 
to STESS (with cutoff values of 3 or 4 for poor outcome) 
for the accuracy in predicting mortality. Few studies have 
compared the prognostic accuracy of these two scores,2,26 
and their findings should be replicated. Furthermore, fu-
ture studies are required to develop prognostic models that 
consider other parameters not included in the EMSE (e.g., 
SE semiology or changes in SE semiology over time).

We used the decision tree analysis to validate the 
EMSE as a prognostic score for the entire population of 
SE patients, as it was originally conceived and developed. 
The predictive performance of the EMSE evaluated using 
AUC ROC was good, both for 30- day mortality and for in- 
hospital mortality (the outcome used for the development 

of EMSE); the latter was .800, a value consistent with other 
studies evaluating the predictive value of EMSE. Similarly, 
EMSE performance for mortality prediction in the subset 
of patients with nonhypoxic SE was good; the AUC ROC 
for this subgroup was high (.764, 95% CI = .724– .803), and 
the decision tree analysis using EMSE variables correctly 
predicted the risk of mortality in 77.9% of cases (in 85.7% 
of survivors and in 58.9% of nonsurvivors). However, the 
predictive performance of the EMSE could be suboptimal 
for specific patient subgroups, who may require more fo-
cused predictive models. As an example, the AUC ROC of 
the EMSE in predicting 30- day mortality for the subgroup 
of hypoxic SE was only .563 (compared to .782 in the en-
tire SE population). This may be reasonably due to the 
EMSE including several parameters reflecting the intrin-
sic high heterogeneity of SE, and it therefore proved less 
effective in accurately predicting mortality in a highly ho-
mogeneous condition such as hypoxic SE. Furthermore, 
hypoxic SE is associated with a high risk of mortality, 
whereas the EMSE appears particularly accurate and ef-
fective in identifying survivors. The EMSE was developed 
to predict the prognosis of SE considered as a whole, and 
it should be used with this aim and in this population. 
Constructing models for various SE subgroups (e.g., ac-
cording to clinical semiology or etiology, such as hypoxic 
SE) and evaluating their predictive performance, although 
outside the scope of the present study, could represent an 
interesting and promising approach toward a more indi-
vidualized risk prediction (precision medicine).

5  |  CONCLUSIONS

Using the innovative machine learning technique of deci-
sion tree analysis in a large cohort of patients, our study 
has shown that EMSE is a valuable prognostic tool, and 
it appears particularly accurate and effective in identify-
ing patients with 30- day survival. Its value in predicting 
30- day mortality is, however, low and needs to be further 
improved.
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