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Temperature is an important determinant of malaria transmission. Recent work has shown that mosquito
and parasite biology are influenced not only by average temperature, but also by the extent of the daily
temperature variation. Here we examine how parasite development within the mosquito (Extrinsic
Incubation Period) is expected to vary over time and space depending on the diurnal temperature range and
baseline mean temperature in Kenya and across Africa. Our results show that under cool conditions, the
typical approach of using mean monthly temperatures alone to characterize the transmission environment
will underestimate parasite development. In contrast, under warmer conditions, the use of mean
temperatures will overestimate development. Qualitatively similar patterns hold using both outdoor and
indoor temperatures. These findings have important implications for defining malaria risk. Furthermore,
understanding the influence of daily temperature dynamics could provide new insights into ectotherm
ecology both now and in response to future climate change.

C
limate plays an important role in the dynamics and distribution of malaria1–7. Although rainfall is critical
in providing suitable habitats for mosquitoes to breed3,8,9, temperature is a key driver of several of the
essential mosquito and parasite life history traits that combine to determine transmission intensity,

including mosquito development rate, biting rate, and development rate and survival of the parasite within
the mosquito (see Ref. 10). Accordingly, a number of studies have used environmental temperature (sometimes
together with rainfall and/or humidity) to develop maps representing spatial and/or temporal variation in malaria
transmission risk (e.g. Refs. 3,5,11–13).

A common feature of such studies is the characterization of environmental conditions using relatively coarse
aggregate measures such as mean monthly temperatures. Recently, however, Paaijmans et al.14,15 demonstrated
that malaria mosquito and parasite biology are influenced not only by average temperature, but also by the extent
of the temperature variation that occurs throughout the day (see also Lambrechts, et al.16 for analogous effects
with dengue). The effects, which appear to derive at least in part from non-linear rate summation (Jensen’s
inequality – see Refs. 17,18), lead to different influences of daily temperature dynamics depending on where the
baseline mean temperature sits on the thermal performance curve of a particular trait. In general, daily fluctuation
around cooler temperatures acts to speed up rate processes relative to the mean, fluctuation around warmer
temperatures acts to slow them down, and fluctuation around intermediate temperatures tends to have little net
effect14,15. Thus, while use of mean temperatures might be appropriate under certain conditions, we expect in
general that use of mean temperatures will either over or underestimate individual traits and hence, composite
metrics of transmission intensity such as vectorial capacity or the basic reproductive rate (R0).

Here we examine how parasite development is expected to vary over time and space depending on the extent of
diurnal temperature range and baseline mean temperature. We focus on parasite development as defined by the
Extrinsic Incubation Period, or EIP, which describes the length of time it takes for a parasite to complete
development within the mosquito from initial acquisition via an infected blood meal to the point at which
it can be transmitted to another host via a further blood meal. The EIP is one of the most influential para-
meters determining malaria transmission intensity19,20. In addition, the EIP is known to be very sensitive to
temperature and to vary non-linearly such that small changes in temperature can have potentially large effects on
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transmission1,15,21. We begin by examining four sites in Kenya using
detailed temperature records to compare estimates of EIP based on
measures of mean temperature vs. the hourly fluctuating tempera-
tures experienced in the field. Utilizing these site-specific insights, we
then scale up to explore the influence of daily temperature variation
on EIP across the malaria transmission range within Kenya, and then
Africa. Consistent with expectations, we find contrasting effects of
daily temperature dynamics across time and space, with both
increases and decreases in parasite development relative to standard
predictions based on mean temperatures. Determining where and
when these different conditions apply could improve mechanistic
understanding of malaria risk. More broadly, given that many
aspects of ectotherm life history and fitness are characterized by
non-linear thermal performance curves, we suggest that daily tem-
perature dynamics could have marked effects on many species,
affecting understanding of both current ecology and the expected
responses to future climate change.

Results
Effects of environmental temperature on parasite development.
We estimated the extrinsic incubation period of Plasmodium
falciparum using long-term temperature data from four sites in
Kenya: Kisumu, Garissa, Kitale and Kericho. Malaria transmission
varies in both seasonality and intensity across these locations (e.g.
see Refs. 11,12,22–27 and Table 1) with highest malaria incidence
in Kisumu, followed by Kericho and Kitale24. Although Garissa has
acute seasonal malaria transmission, parasite prevalence is low (,1%
during the dry season)23. Even though malaria at these sites is variable,
the sites were selected primarily to illustrate the contrasting thermal
environments that can exist across relatively small spatial scales
within a country. The sites are located at similar latitudes but vary
in altitude (see Table 1) leading to marked differences in mean
temperatures and diurnal temperature ranges (see Supplementary
Fig. S1 online). Based on rate summation effects (discussed above),
we expect these temperature differences to have divergent effects on
parasite development (Figure 1). In Figure 1, the red line captures the
full range of temperatures (minimum and maximum temperatures)
at the field locations. Yellow circles represent the mean monthly
temperature at each of the sites. Mean temperatures are coolest for
Kericho (18uC) and Kitale (19uC), hottest for Garissa (29uC) and
intermediate for Kisumu (24uC).

The effects of temperature on EIP were estimated using
the thermodynamic parasite development model of Paaijmans
et al.15. This model describes the rate of Plasmodium falciparum
development across the parasite’s operative temperature range
(15.4 – 35.0uC – see Figure 1, Supplementary Fig. S1 online). EIP
was estimated for each site using three measures of temperature

derived from the climate data (see equations 1–7 in Table 2): (i) mean
monthly temperature, (ii) mean daily temperature, and (iii) hourly
temperatures (designated ‘monthly’, ‘daily’ and ‘hourly’ henceforth).

EIPs estimated using monthly, daily and hourly temperatures for
each of the four sites are shown in Figure 2. For the warmest site
(Garissa) the estimates of EIP based on mean monthly temperature
and mean daily temperature were similar to one another, ranging
from around 9–10.5 days (RMSE 5 0.71). These EIPs were signifi-
cantly shorter than the EIPs predicted using hourly temperatures,
where parasite development was predicted to take between roughly
12–14 days (RMSEDaily vs Hourly 5 2.41; RMSEMonthly vs Hourly 5 2.81;
H(2) 5 827.8, P , 0.001).

Comparable patterns were also observed for the other ‘warm’ site,
Kisumu. EIPs based on mean monthly temperature or mean daily
temperatures were again similar, ranging from around 12.5–16.5
days across the year (RMSE 5 0.57). The EIPs based on hourly
temperatures were significantly longer, ranging from 15–18 days
(RMSEDaily vs Hourly 5 1.44; RMSEMonthly vs Hourly 5 1.76; H(2) 5

269.5, P , 0.001). Thus, in the warmer transmission environments,
estimates of EIP increase as the resolution of the temperature data
becomes more fine-scale. What we consider the ‘true’ EIP (i.e. based
on the hour to hour fluctuations actually experienced by mosquitoes
in the field) is longer than predicted from standard measures of
environmental temperature such as daily or monthly means.

More marked but opposite patterns were revealed for the two
‘cool’ transmission sites. For Kericho, mean monthly and daily tem-
peratures predicted similar parasite development (RMSE 5 12.37),
although because of the cooler temperatures, estimated EIPs were
longer and more variable ranging from around 40–100 days
(the temperature-growth relationship is strongly linear at lower tem-
peratures so small changes in temperature have a greater effect on
EIP). With hourly temperature data, estimated EIPs were greatly
reduced ranging from 30–40 days (RMSEDaily vs Hourly 5 22.8;
RMSEMonthly vs Hourly 5 28.46; H(2) 5 152.4, P , 0.001).

For Kitale, EIPs based on mean monthly temperature or mean
daily temperatures were again similar (23–50 days across the year,
RMSE 5 3.77). The EIPs based on hourly temperatures were signifi-
cantly shorter, ranging from 23–35 days (RMSEDaily vs Hourly 5 7.33;
RMSEMonthly vs Hourly 5 7.81; H(2) 5 67.3, P , 0.001). Thus, in
contrast to Kisumu and Garissa, in the cooler transmission environ-
ments, estimates of EIP decrease as the temporal resolution of the
temperature data increases and the ‘true’ EIP is substantially shorter
than predicted from daily or monthly means.

Country- and continent-wide implications. The preceding analysis
indicates that estimates of parasite development rate differ
depending on the temporal resolution of temperature data used

Table 1 | Summary data for the four study sites in Kenya. Data include elevation, meteorological station identifier, years of climate data used
and climate summaries of each location. The sites exhibit a range of malaria parasite prevalence rates (Plasmodium falciparum prevalence
rates, pfpr, extracted from the endemicity surface of transmission for 2007 (http://www.map.ox.ac.uk/data12)

Station id Station Name Elevation (m) Climate Data used
Plasmodium falciparum parasite

prevalence rate (pfpr) Climate Summary

637080 Kisumu 1146 1979–2009
(97.1% complete)

0.226 Annual Rainfall: 1311 mm
Temperature: min: 16uC, max: 31uC
DTR: 10–16uC

637100 Kericho 2184 1988 –1997
(90.8% complete)

Epidemic or seasonal transmission;
no endemic pfpr estimate available

Annual Rainfall: 1809 mm
Temperature: min:10uC, max: 25uC
DTR: 11–15uC

637230 Garissa 147 1981–2009
(96.7% complete)

0.017 Annual Rainfall: 431 mm
Temperature: min: 21uC, max: 37uC
DTR: 10–16uC

636610 Kitale 1875 1983–2004
(95.9% complete)

0.037 Annual Rainfall: 1172 mm
Temperature: min: 10uC, max: 28uC
DTR: 11–18uC
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(Figure 2). To estimate ‘true’ EIP we need to capture the influence of
daily temperature fluctuations using hourly temperature data. Our
four study sites were selected, in part, because of the availability of
suitable temperature data. However, hourly temperature data do not
exist for all locations in Kenya or across Africa. Accordingly, we
approximated the average diurnal cycle for different locations by
fitting a modified sine model28 through mean monthly minimum
and maximum temperature series based on 10 years of data
(WorldClim by Hijmans, et al.29), to generate estimated hourly
temperatures representative of a given month. We then used these
monthly average diurnal cycle data to drive the thermodynamic
model of EIP. Although, this method does not replicate precise
diurnal temperature curves for each day, it does provide a measure
of average diurnal fluctuation to compare to the single value of mean
monthly temperature used in most other studies.

When we compared the monthly average diurnal cycle predictions
of EIP with the monthly means of the ‘true’ EIPs derived from the
hourly temperatures (averaged for each month) for the four locations
in Kenya (Figure 3) we found that for three of the sites there were no
significant differences between these different measures of EIP
(Kisumu: U 5 68292.0, z 5 20.31, P 5 0.75. Kericho: U 5

6506.0, z 5 21.29, P 5 0.12. Kitale: U 5 32335.0, z 5 21.43, P 5

0.15). There was a significant difference between the two approaches
at the warmest site, Garissa (U 5 49841.0, z 5 24.17, P , 0.001). For
this site the EIP estimates generated from the hourly temperatures
were longer than those generated from the monthly max-min model.
However, although statistically significant, the differences were
extremely small (RMSE 5 0.45 days). EIP from the hourly tempera-
tures ranged from 10.2–14.4 days with a mean (695% C.I.) of 11.9 6

0.18 days, while EIP from the monthly diurnal model ranged from
10.2–14.1 days with a mean of 11.7 6 0.19 days. Such small differ-
ences are unlikely to have any biological relevance. Thus, use of mean
monthly maximum and minimum temperatures to generate an

average diurnal temperature profile yields robust estimates of the
average of the ‘true’ EIPs exhibited across a month.

In Figure 4 we present maps of EIP for Kenya using one example
month per quarter to represent variation across the year. We com-
pare EIPs estimated using mean monthly temperatures (4A), with
EIPs estimated using hourly temperatures from the average monthly
diurnal temperature variation models (4B). Map 4C illustrates the
percent change between A and B, with positive values (blue) indi-
cating when B . A, and negative values (brown) when B , A. These
maps support the patterns described above, whereby mean tempera-
tures overestimate parasite development rate under warm condi-
tions, provide a good approximation of growth under intermediate
conditions, and underestimate development under cool conditions
(Figure 4). For Kenya the most striking effects are in the highland
areas to the west and north of Nairobi, where daily fluctuations in
temperature suggest more extensive and more rapid (up to 100%)
development than predicted using monthly mean temperatures.
Constraining the EIP estimates to times where monthly rainfall
.80 mm (this is a relatively conservative measure to describe the
minimum rainfall required to support mosquito breeding – see
methods) reduces the spatial distribution of potential malaria trans-
mission but on the whole, does not lessen the relative differences
between monthly and hourly predictions.

Scaling up further, we see considerable spatial and temporal vari-
ation in parasite development across Africa (Figure 5). As above,
map 5A illustrates EIPs based on mean monthly temperatures.
Map 5B illustrates EIPs based on an average diurnal cycle for the
month and map 5C, the percent difference between 5A and 5B.
Within large parts of central Africa in and around the equator, the
estimates of EIP are similar between approaches indicating that
mean monthly temperature is appropriate for characterizing the
transmission environment. However, there are also many areas
within the current malaria transmission range where mean monthly

Figure 1 | Predicted thermal performance of malaria parasite development within the mosquito15 in relation to the temperatures experienced at each of
four study locations in Kenya, Africa.
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temperatures under- or over- estimate EIP, sometimes by 100% or
more. Again, adding the rainfall filter for mosquito breeding reduces
the spatial distribution of potential malaria transmission but large
differences between the monthly and hourly predictions remain.
Given the sensitivity of malaria transmission to EIP (or more pre-
cisely the length of the EIP relative to daily mosquito survival13), such
errors have important implications for understanding the
spatial and temporal variation in malaria dynamics. For example,
assuming a daily survival probability of adult mosquitoes of 0.865, a 5
day increase in EIP from a baseline value of 10 days would reduce the
proportion of mosquitoes living long enough to transmit malaria
from 0.221 to 0.104, which, assuming all else to be equal, would
approximate a halving in transmission potential. Conversely, if con-
ditions are cooler and the true EIP is predicted to be 30 days rather
than 45 days, the proportion of mosquitoes living long enough to
transmit malaria would increase from 0.001 to 0.011, representing an
order of magnitude increase in transmission potential.

Thus far we have considered the influence of outdoor tempera-
tures. This approach follows nearly every other malaria-temperature
study published to date so is consistent with the ‘industry standard’.
However, adult mosquitoes can rest indoors (endophily) as well as
outdoors (exophily), although there appears considerable variation
between and within species (see later discussion). Data on the
relationship between indoor and outdoor temperatures are extre-

mely scant but to enable a preliminary investigation we apply simple
regressions to predict indoor maximum and minimum temperatures
based on published data from 8 locations in East Africa30. We use
these regressions to generate maps of EIP corrected for indoor
temperatures (Figure 6). We find that the general buffering nature
of indoor environments reduces daily temperature variation and
increases mean temperatures. Accordingly, the differences between
predictions of EIP based on mean temperatures vs. hourly tempera-
tures are reduced compared to the outdoor situation. However, the
broad patterns are qualitatively similar (compare map 5C with 6C)
and daily temperature variation still leads to percent differences in
EIP of –100% to 177% relative to the monthly means. The differ-
ences are reduced slightly with the addition of the rainfall filter but
still range between 250% to 150%.

Discussion
Our aim in the current study was to explore how different measures
of environmental temperature influence estimates of the EIP. The
current temperature-dependent models for the EIP of P. falci-
parum1,15,31 draw heavily on limited empirical data from studies
conducted on a Eurasian mosquito vector in the early part of last
century1,19. EIPs from field infections have rarely been compared
to model outputs. Given the significance of EIP in determining trans-
mission intensity and how widely the standard degree-day model of

Table 2 | Summary of data and models used to analyze change in the Extrinsic Incubation Period (EIP) (a) at each of the four sites in Kenya
using monthly, daily and hourly scales (b) across Kenya and Africa based on monthly and hourly scales using a GIS and (c) the comparison
of these outputs using the root mean square error

Temporal Scale Data Model

(a) Site specific analysis

Monthly Mean monthly temperature (uC) r(T)EIPMonth 5 1/(0.000112T(T- 15.384)!(35-T)) (1)
Daily Daily mean temperature (uC) r(T)EIPDay 5 (0.000112T(T- 15.384)!(35-T) (2)

Ta 5 (Tmax 1 Tmin)/2 s(rTEIPDay) 5
P

r( T*) (3)
where the daily rate of parasite development ( rT *) is estimated from the
daily average temperature and accumulated over time until s ( rTEIPDay ) 5 1.

Hourly Hourly mean temperature (uC) r(T)EIPHour 5 (0.000112T(T- 15.384)!(35-T))/24 (4)
Estimated from the daily maximum
and minimum temperature using
the Parton & Logan model28

s(rTEIPHour) 5 t
P

r( T*) (5)

where t 5 hourly time interval and the rate of parasite development (rT *) is estimated
from the average temperature occurring during hour ( t ) and accumulated over time
until s ( rT ) 5 1.

Parton & Logan model28:
Tday 5 (Tmax 2 Tmin) sin(pm/Y 1 2a) 1 Tmin (6)
Tnight 5 Tmin 1 (Tsunset 2 Tmin)exp-(bn/Z) (7)
Tmax is daily maximum temperature (uC), Tmin is daily minimum temperature (uC),
Tsunset is the temperature recorded at sunset (uC), m is the number of hours after the
occurrence of minimum temperature until sunset (h), n is the number of hours after
sunset until the time of the minimum temperature (h), Z is the night length (h) and
Y is the day length (h).

a 5 1.5, b 5 2.8 and c 5 20.1

(b) Geographic Information Systems (GIS)

Monthly Mean monthly temperature (uC)
surfaces (WorldClim)

Same as equation 1
Indoor temperature was calculated as follows
0.7717 Tmean 1 6.9386 (R2 5 0.80) where Tmean is the mean monthly temperature (uC) (8)

Hourly Minimum mean monthly and
maximum mean monthly
temperature (uC) surfaces
(WorldClim)

Same as equations 4, 5, 6, 7
Indoor temperatures were calculated as follows
0.7801 Tmax 1 5.2677 (R2 5 0.70) where Tmax is the monthly maximum temperature (uC); (9)
0.6363 Tmin 1 9.8982 (R2 5 0.76) where Tmin is the monthly minimum temperature (uC) (10)

(c) Comparison of outputs

RMSE EIP values across the different
temporal scales were compared by
calculating the Root Mean Square
Error (RMSE)

RMSE 5 !
P

(EIP_x – EIP_y)2/N (11)
Where x and y are the different temperature scales (monthly, hourly, daily)
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Detinova1 has been applied, it is surprising how little work has been
done to validate this relationship and to quantify whether, for
example, the temperature-dependence of P. falciparum (or P. vivax)
is consistent across different mosquito species and/or parasite clones.

These issues notwithstanding, we find that estimates of EIP
depend strongly on the temporal resolution of the temperature data
used to drive the parasite development model. Under cool conditions
(and especially with large diurnal temperature ranges) the use of
standard metrics such as mean monthly temperatures will tend to
underestimate parasite development. This effect is nicely illustrated
for Kericho in the Kenyan highlands where EIPs predicted using
mean daily or monthly temperatures frequently exceed the max-
imum predicted lifespan of the mosquito vectors (56 days, see
Ref. 3), including during the known peak malaria season (March-
July). In contrast, under warmer conditions, use of mean tempera-
tures alone will over-estimate parasite development. Thus, in areas of
the Sahel and also Garissa, our warmest site in Kenya, we predict the
true EIP to be longer than predicted using mean temperatures. At
intermediate temperatures, such as in the thermally stable lowland
environments around the equator, mean temperatures appear to
provide a good approximation of the thermal environment.
Kisumu in western Kenya is representative of this situation, with
very small differences between the different estimates of EIP.

The EIP is only one parameter determining transmission intensity
and so the results presented here are not intended to provide quant-
itative measures of malaria transmission risk. In different areas

malaria might be constrained by many factors including low humid-
ity32, lack of water for breeding sites32,33 or by human activities34,
irrespective of EIP. Indeed, when we add a constraint for the min-
imum rainfall necessary for mosquito breeding, we find that the
spatial extent of potential malaria transmission in any one period
is reduced. However, the importance of daily temperature variation
remains. Other studies have considered a broader set of both bio-
logical and environmental parameters to determine malaria trans-
mission intensity3,11–13. This research includes some influential
malaria mapping work to inform contemporary public health strat-
egies12,35,36. Yet no studies have explored the influence of daily tem-
perature variation in the way we consider here. Use of simple degree-
day models that consider only the linear parts of a thermal perform-
ance curve will tend not to capture the full effects of daily temper-
ature dynamics (e.g. see Refs. 7,11).

Individual mosquito species tend to exhibit different extents of
endophily vs. exophily and while there are some generalizations,
resting behaviour appears to be relatively plastic30. Indeed, some
studies report no significant tendency for repeated endophily or
exophily for even the same individual mosquito37,38. Moreover, there
is evidence that current vector control tools such as indoor residual
insecticide sprays and insecticide treated nets are selecting for out-
door biting and resting39–41. Thus, characterizing the effects of
outdoor temperatures is clearly relevant to malaria transmission
ecology. That said, indoor resting is also important yet virtually no
studies have considered indoor temperatures (see Refs. 30,42 for

Figure 2 | Estimated mean (695% C.I.) Extrinsic Incubation Period (EIP) (days) of P. falciparum for four locations in Kenya, calculated using
monthly, daily or hourly temperatures. Details of temperature time series given in Table 1.
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exceptions). The data on indoor temperatures are extremely limited
and the conditions themselves are expected to vary considerably
depending on house design, construction materials, housing density,
adjacent vegetation cover and altitude30,42. Given the limited nature
of the data, the regressions we apply to predict indoor temperatures
based on outdoors should be treated with some caution. Nonetheless,
our analysis suggests that while indoor environments are relatively
thermally buffered, daily temperature variation still matters.

More broadly, our analysis of EIP illustrates the effects of temper-
ature on a life history trait characterized by a non-linear, asymmetric
thermodynamic curve. Several of the other mosquito traits that con-
tribute directly or indirectly to malaria transmission intensity (e.g.
fecundity, duration of gonotrophic cycle, larval development rate),
follow this general pattern3,4,43. Such curves have also been widely
used to describe the thermal performance of other taxa, considering
both individual life history traits and composite fitness metrics such
as intrinsic rate of increase (r) and basic reproductive numbers
(Ro)44–47. Thermal performance curves tend to be derived from con-
stant temperature experiments conducted under controlled labor-
atory conditions (e.g. see the majority of species listed in46). As
with the EIP, integrating the effects of daily variation around mean
temperatures will likely alter estimates of performance over both
time and space; we suggest that the qualitative patterns we have
revealed will apply to multiple traits across diverse systems.

Numerous studies provide evidence that short-term envir-
onmental variation has the potential to affect life history traits and

fitness above and beyond the effects of mean temperatures alone (e.g.
Refs. 14,16,18,48–52). Yet other studies highlight the importance of
temperature fluctuations for acclimation and adaptation53,54 and in
the evolution of thermal optima55,56. However, in spite of this
research, the vast majority of ecological studies examining temper-
ature-dependent effects consider mean temperatures alone.
Incorporating the effects of daily temperature variation could
improve mechanistic understanding of ectotherm ecology, and
provide new insights into likely impacts of anthropogenic climate
change on pest and disease risk20,50,57, species range expansions and
contractions58,59, and biodiversity loss53,60.

Methods
Environmental characteristics. Daily minimum and maximum temperature data for
each of the four sites in Kenya were obtained from the Global Surface Summary of the
Day Database (Version 7), National Climate Data Center website (http://
www.ncdc.noaa.gov/) (GSOD NOAA). Consecutive years with the least number of
missing days were selected to represent each station (Table 1). Missing temperature
values were infilled using temperature averages based on the 15 days preceding and 15
days following the missing date across all the years in the data set. These long-term
temperature data were used to estimate extrinsic incubation period of Plasmodium
falciparum from four sites in Kenya: Kisumu, Garissa, Kitale and Kericho.

Quantifying the effects of environmental temperature on parasite development.
The rate of parasite development across a range of temperatures was estimated by the
model of Paaijmans et al.15. This model was used to estimate the effects of monthly,
daily and hourly temperatures on EIP for each site (see equations 1–7 in Table 2). The
model largely follows the widely used degree-day model for malaria parasite

Figure 3 | Comparison of mean (695% C.I.) Extrinsic Incubation Periods (EIP) for four sites in Kenya calculated using a diurnal temperature cycle
model based on monthly maximum and minimum temperatures (‘Monthly’ EIPs - black symbols) or the hourly temperatures for the equivalent
months (Hourly EIPs - yellow symbols).
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development of Detinova1 but allows for the effect of temperature fluctuations that
extend beyond the linear part of the thermal performance curve. Where temperatures
fell outside the operative range, development was set to zero. For each of these
estimates, growth rates from the temperature-dependent model were accumulated
using the respective temperature measures until they reached a value of 1, which

defines the completion of the extrinsic incubation period. For the ‘hourly’ estimates
we fitted a modified sine model28 to interpolate between the daily maximum and
minimum temperatures and accumulated development rate at hourly intervals. An
upper threshold for the EIP duration was set to 56 days, the upper limit of mosquito
longevity used in a number of previous studies3,15. The data and models used to

Figure 4 | Maps illustrating number of days for malaria to become transmittable (EIP) across Kenya. Map A illustrates the number of days

taken to complete EIP using mean monthly temperatures. Map B illustrates the number of days taken to complete EIP using hourly temperatures based on

an average diurnal cycle for the month. Map C illustrates the percent change between A and B. Positive values (blue) show when EIP values for B are

greater than EIP values for A, and negative values (brown) show when EIP values for B are less than EIP values for A. Hatched areas indicate where

sufficient rainfall (. 80 mm) has fallen to support mosquito breeding.
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perform these assessments are summarized in Table 2. Thus, monthly EIP was
calculated using a single mean monthly temperature value; daily EIP was calculated
for each day of the year using the daily mean temperature; hourly EIP was calculated
for each hour of each day of the year using the hourly mean temperature.

Initial comparisons between EIP estimates at the different temporal scales were
made by calculating the root mean square error. The root mean squared error
(RMSE)-- the square root of the variance of the difference plus the square of the mean
(Eq. 11, Table 2)-- is an absolute indication of the difference between measurement

scales. The lower the RMSE value, the less difference in EIP and the larger value, the
greater the difference. In addition we tested our results to see if differences in EIP were
significant. EIP measurement variance was not homogenous and could not be
transformed to meet Gaussian assumptions, hence non-parametric tests were used. A
Kruskal-Wallis test using Monte Carlo methods was used for comparing the monthly,
daily and hourly estimates for each site. Subsequently tests between measurement
levels were conducted using Mann-Whitney tests again using the Monte Carlo
method. Because of the danger of inflating the Type 1 error rate, a Bonferroni

Figure 5 | Maps illustrating number of days for malaria to become transmittable across Africa within the defined malaria transmission zone utilizing
outdoor temperature. Maps A, B and C as in Figure 4.
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correction was applied and all effects are reported at the 0.0167 level of significance
for these post hoc tests.

Mapping EIP across Africa. To conduct the broad-scale spatial analyses we
integrated the parasite development model into a Geographic Information System
(GIS) (equations in Table 2). Minimum and maximum mean monthly temperature
surfaces were created using thinplate smoothing spline interpolation method and
obtained from WorldClim, version 1.4 (release 3) (http://www.worldclim.org29).
These surfaces were imported into ESRITM ArcGIS ArcView 10 and integrated with

the Paaijmans et al.15 model to create monthly and hourly EIP maps for Africa.
Monthly estimates were created using equation 1 (Table 2) and hourly estimates were
made using equation 4–7 (Table 2).

Numerous malaria-modeling studies have utilized WorldClim data (e.g.
Refs. 6,7,47). As partial validation of these data, we compared the GSOD NOAA
monthly temperature values (estimated from the daily temperature data values)
with the WorldClim monthly values used to generate the temperature surfaces for
each of the four sites in Kenya. This analysis revealed Root Mean Square Errors
ranging from 0.33–1.98 for all paired comparisons of minimum, maximum and

Figure 6 | Maps illustrating number of days for malaria to become transmittable across Africa within the defined malaria transmission zone using
indoor temperature. Maps A, B and C as in Figure 4.
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mean monthly temperature for each site. Root Mean Square Errors were smallest
for mean monthly temperature (0.33 (Kitale), 0.47 (Kisumu) and 0.51 (Garissa
and Kericho)) with greater differences occurring between sites for minimum
temperatures (0.44 (Garissa), 1.0 (Kisumu), 1.97 (Kericho) and 1.98 (Kitale)) and
maximum temperature (0.68 (Kisumu), 1.15 (Kericho), 1.36 (Garissa) and 1.59
(Kitale)).

Indoor temperature estimates were determined using the regression equations
(Eq. 8, 9 and 10) in Table 2 that capture the relationship between indoor and outdoor
temperatures at different elevations30. These regressions were used to convert the
outdoor temperature surfaces to matching estimates of indoor temperatures. We then
applied appropriate equations from Table 2 to generate estimates of EIP based on
indoor monthly mean temperatures and the average daily temperature range.

Limits of Plasmodium falciparum malaria transmission zones were obtained from
the 2007 malaria map of Africa from the malaria atlas project (http://www.
map.ox.ac.uk/data12). An image of the map was brought into ArcGIS ArcView 10,
geo-referenced and the malaria transmission limits were digitized. The limits were
used to constrain our mapped outputs to the existing malaria transmission
boundaries. We add a further possible filter on transmission by highlighting (hatched
shading) areas that received greater than 80 mm of rainfall on average during the time
period shown. This level of rainfall has been used elsewhere to indicate conditions
suitable for mosquito breeding (see Ref. 3), although it ignores the influence of
permanent water bodies, dams, wells, irrigated areas, water storage containers etc.
that can sustain mosquito populations under reduced rainfall conditions61. Monthly
rainfall data were obtained from WorldClim.
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