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a b s t r a c t

The Coronavirus Disease 2019 (COVID-19) has popularized since late December 2019. In present, it
is still highly transmissible and has severe impact on the public health and global economy. Due
to the lack of specific drug and the appearance of different variants, the selection of the antiviral
therapy to treat the patients with mild symptom is of vital importance. Hence, in this paper, we
propose a novel behavioral Three-Way Decision (3WD) model and apply it to the medicine selection
decision. First, a new relative utility function is constructed by considering the risk-aversion behavior
and regret-aversion behavior of human beings. Second, based on the relative utility function, some
new rules are defined to calculate the thresholds and conditional probabilities in 3WD and some
corresponding theorems are explored and proved. Next, a new information fusion mechanism in the
framework of evidential reasoning algorithm is developed. Then, the decision results are obtained
based on the Bayesian decision procedure and the principle of maximum utility. Finally, an example
with large-scale data set and an example about medicine selection for COVID-19 are provided to
show the implementation process and effectiveness of the proposed method. Comparative analysis and
sensitivity analysis are also performed to illustrate the superiority and the robustness of the current
proposal.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

The Coronavirus Disease 2019 (COVID-19) caused by SARA-
oV-2 was initially found in late December 2019 [1]. It is highly
ransmissible and has severe impact on the public health and
lobal economy. On March 2020, the World Health Organization
WHO) declared the COVID-19 as a global pandemic. This disease
as influenced billions of humans and swept across almost all
ountries in the world. Fig. 1 shows the COVID-19 situation by
HO region until April 2022. From Fig. 1, we can notice that

he development of this disease is fluctuating and has not shown
n ending tendency. To make matters worse, the SARA-CoV-2
as different variants. Variant is the virus with one or several
ew mutations (mentioned as the changes in the process of virus
eplication). Some mutations will change the characteristics of
irus, such as transmission, severity, therapeutic medicines and
iagnostic tools etc. These mutations will make the virus more
daptable to the environment. Although there is evidence that
he change of the SARA-CoV-2 is more slowly than other viruses
uch as HIV, more than hundreds of variations of this virus have
een reported worldwide. Some SARS-CoV-2 variants such as

∗ Corresponding author.
E-mail address: ymwang@fzu.edu.cn (Y.-M. Wang).
ttps://doi.org/10.1016/j.asoc.2022.109055
568-4946/© 2022 Elsevier B.V. All rights reserved.
Alpha variant founded in United Kingdom, Beta variant founded
in South Africa, Gamma variant founded in Brazil and Delta vari-
ant founded in India, have shown greater perniciousness than
the original version. Specifically, those variants (1) have high
transmissibility, or (2) increase harmful change in clinical disease
presentation, or (3) decrease the effectiveness of the available
measures, diagnostics, vaccines and therapeutics. Unfortunately,
there is no specific drug for the COVID-19 for now. Hence, there
still is a long way to end this pandemic.

Recently, numerous studies on COVID-19 have been published.
To predict the COVID-19 confirmed, death and cured cases of
India, Gupta et al. [2] texted five machine learning methods and
found that the random forest model has the best performance
in this prediction. Wang et al. [3] employed machine learning
method to predict the infection severity of people based on their
genetic data, which helps to identify who is more vulnerable
to the COVID-19. Ghorui et al. [4] evaluated the risk factors
contributed to the spread of COVID-19 by multi-attribute decision
making (MADM) tools and concluded that ‘‘long duration of con-
tact with the infected person’’, ‘‘hospitals and clinic’’ and ‘‘verbal
spread’’ are the top three significant risk factors. Recognizing and
separating the infected people is an important step in controlling
infection. Hence, Wu et al. [5] developed a novel joint classifi-
cation and segmentation system to conduct COVID-19 diagnosis

https://doi.org/10.1016/j.asoc.2022.109055
http://www.elsevier.com/locate/asoc
http://www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2022.109055&domain=pdf
mailto:ymwang@fzu.edu.cn
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Fig. 1. The COVID-19 situation by WHO region (data source: https://www.who.int).
nd testified its effectiveness by extensive experiments. Ahmad
t al. [6] proposed a fuzzy cloud-based COVID-19 diagnosis as-
istant to distinguish confirmed, suspects or suspicious patients,
hich classifies the patients into mild, moderate, severe or critical
atients.
The knowledge about COVID-19 is limited and there is no

roven specific treatment for patients expect for supportive care.
ence, the researches on the supportive care may be the only
ay to find the effective and safe treatment for the COVID-19 and
ther future possible outbreaks [7]. To select the best therapy for
he mild symptoms of COVID-19, Mishra et al. [8] employed the
esitant fuzzy decision-making method to rank five medicines
ith respect to seven attributes. Yildirim et al. [7] employed fuzzy
ROMETHEE and VIKOR methods to evaluate the available COVID-
9 treatment options. Chai et al. [9] proposed MADM method
nder Z-uncertain probabilistic linguistic variables to make emer-
ency decision for treatment of COVID-19 patients. However,
hese methods provide decision references only by ranking al-
ernatives. Because of the limitation of knowledge, it is of highly
ossibility that the alternatives provided are all not good. In
his case, although one alternative is the first option, it still not
ood enough. Simply adopting it may not cure the patients and
ven cause dangerous situation. To conquer this drawback, 3WD
ethod provides an effective tool to deal with decision regarding
OVID-19. 3WD was first proposed by Yao [10] based on the
ecision-Theoretic Rough Sets (DTRSs). It classifies alternatives
nto three pair-wise disjoint regions, i.e., positive, negative and
oundary regions, which means acceptance, rejection, and non-
ommitment, respectively [11]. Different from other selection
ethods, the 3WD-based method can not only provide ranking
rder of alternatives, but also classify them into different re-
ions. For the alternatives in the positive regions, they can be
urther measured by their ranking order; for the alternative in
he boundary regions, the decision should be suspended until
btaining more information; for the alternatives in the negative
egions, they should not be chosen. This contributes to reduce
he decision risks, especially in medical decision. Hence, in this
aper, a 3WD-based MADM method is proposed to assist in
he medicine selection for the treatment of mild symptoms of
OVID-19.
The main contributions of this paper are briefly summarized

s follows: (1) Considering the regret-aversion behavior and risk-
version behavior of human beings, this paper proposes a novel
2

behavioral 3WD model involving the definition of relative utility
function, the determination of thresholds, the calculation of con-
ditional probabilities and the ranking regulations. (2) To correctly
fuse the decision information in 3WD, the Evidential Reasoning
(ER) algorithm is introduced into 3WD for the first time, which
can preserve as much original decision information as possible.
(3) Apply the proposed 3WD-based method to solve medicine
decision problems. Different from other medicine decision meth-
ods, the proposed 3WD-based method can not only produce the
ranking order and classification of alternatives, but also reduce
the risks involved in the decision-making process.

The reminder of this paper is organized as follows: Section 2
reviews literature related to medical decision based on MADM,
3WD and ER algorithm. Section 3 introduces some relative the-
ories, including the 3WD, the prospect theory, the shadowed
sets and the ER algorithm, which will be used in the follow-
ing sections. Section 4 defines the improved behavioral 3WD,
including the relative utility functions derived from evaluation
values, the determination of thresholds, the calculation of con-
ditional probabilities and the ranking regulations of alternatives.
The complete decision process based on the proposed 3WDmodel
is proposed in Section 5. Section 6 provides two numerical exam-
ples to demonstrate the implementation and effectiveness of the
proposed method. Comparative analysis and sensitivity analysis
are also conducted in this section to show its superiority and
robustness. Conclusions are drawn in Section 7.

2. Literature review

In this section, we will briefly review some studies related to
medical decision based on MADM, 3WD and ER algorithm.

2.1. Medical decision based on MADM

Healthcare and medical industry play an important role in
the living standard and well-being of people [12]. Making an
accurate medical decision is a difficult task and normally needs
to consider several attributes from different aspects [13,14]. For
example, when making a medical diagnosis, the doctor need to
evaluate the disease from multiple aspects because diseases are
normally accompanied by multiple symptoms [15]. Hence, the
medical decision can be considered as a kind of MADM prob-
lems [13,16]. For that, MADM methods have been applied in
various fields of medical decision and healthcare [16]. Based on
fuzzy integral and fuzzy measure, Dursun et al. [17] proposed
a multi-attribute group decision making method to deal with

https://www.who.int


S.-F. He, Y.-M. Wang, X. Pan et al. Applied Soft Computing 124 (2022) 109055

h
l
m
m
l
p
e
s
d
t
T
w

2

t
a
d
T
i
h
r
i
d
h
n
o
3
w
t
a
e
i
t
a
p
i
t
w
w
h

[
d
M
b
M
p
e
p
t
b
a
3
2
C
d
t
w
o
M
t
T
3

r

ealthcare waste in Lstanbul, Turkey. Li and Wei [18] developed a
arge-scale group decision making method to conduct healthcare
anagement, which considers the complexity of the manage-
ent and the opinions of stakeholders. Considering experts may

ack knowledge to handle critical diseases, Das and Kar [16]
roposed an algorithm based on intuitionistic fuzzy soft set to
xplore a method that can reflect the opinions of all experts. To
olve medical decision about acute inflammatory demyelinating
isease, Chen et al. [19] defined an extended QUALIFLEX method
o conduct MADM analysis. Tolga et al. [13] defined finite interval
ype-2 Gaussian fuzzy numbers and extended TODIM method
ith FIT2 Gaussian fuzzy numbers to select healthcare device.

.2. Three-way decisions

3WD initially proposed by Yao [10,20,21] divides a whole into
hree regions, i.e., positive region (POS), negative region (NEG)
nd boundary region (BND), which can be interpreted as three
ecision actions, i.e., acceptance, rejection and non-commitment.
he idea of 3WD is in line with people’s cognition because they
nnovatively provide a deferment strategy [11]. When people
ave a full acknowledge about an event, they can make a quick
ejection or acceptance judgments; but if they cannot make an
mmediate decision, they are usually willing to postpone the
ecision, that is, deferment [15]. The extensive studies of 3WD
ave led to the extension from narrow 3WD to wide 3WD. In
arrow sense, 3WD was firstly introduced to interpret three types
f classification rules in rough set theory [22]. Until now, narrow
WD has developed many generalized models, such as three-
ay approximation models [23], three-way analysis models [24],
hree-way concept lattice models [25] and so on. These models
re 3WD in various context, which have specific mathematical
xpressions [26]. In recent years, the wide 3WD has been studied
n depth based on the common existed ‘‘three’’ phenomena in
he fields of computer sciences, management, cognitive science
nd so on [27]. For wide 3WD, decision is viewed as computing,
rocessing, analysis etc. [28]. It is thinking, problem solving and
nformation processing in threes [22]. The wide 3WD changes the
wo-way consideration such as true/false, white/black, into three-
ay consideration like true/unsure/false, white/gray/black [28],
hich is flexible and simple enough [22]. Hence, the wide 3WD
as been a method that can be used in various research topics.
3WD offers new opportunities for studying MADM problems

29]. It provides not only a reasonable semantic interpretation for
ecision results, but also a powerful and scientific tool to address
ADM problems [30]. Hence, the fusion of 3WD with MADM has
ecome a hot research topic. Jia and Liu [31] applied 3WD to
ADM by using attribute values to express loss functions and
reliminarily manifested the correlation between them. Huang
t al. [32] explored a new 3WD method to MADM, in which they
rovided a new calculation method of loss function and condi-
ional probabilities. Zhu et al. [33] defined a new 3WD method
ased on the regret theory, which includes optimistic, neutral
nd pessimistic strategies. Liang et al. [34] proposed a behavioral
WD model based on the prospect theory under interval type-
fuzzy environment and applied it to solve MADM problems.
onsidering several departments or agents may be involved in the
ecision-making process, Sun et al. [35] proposed a 3WD method
o handle multiple attribute group decision making problems
ith linguistic information. Wang et al. [36] took the hesitancy
f decision makers into consideration and developed a three-way
ADM method under hesitant fuzzy environments. In real world,

here exist many MADM problems with incomplete information.
o deal with these problems, Zhan et al. [37] proposed a novel
WD-based MADM model based on utility theory.
3

Table 1
The loss functions.

X X c

aP λPP λPN
aB λBP λBN
aN λNP λNN

2.3. Evidential reasoning algorithm

Dempster–Shafer (D–S) theory is easy to understand and can
comprehensively process the uncertain and inaccurate informa-
tion [38]. However, D–S theory has some drawbacks in dealing
with conflicting evidences [39]. To tackle this issue, Yang and
Xu [39] developed the ER algorithm based on the combination
rule of D–S theory. Till now, the ER algorithm has been testified
as a good tool to aggregate the information and has many suc-
cessful applications in aggregating the uncertain and imprecise
information in MADM problems. Xue et al. [40] introduced the
ER algorithm to multi-scale hesitant fuzzy linguistic environment
to combine the attributes in the hazard assessment of landslide
dames. To reasonably assess the renewable energy projects, Liang
et al. [41] and Pan et al. [42] respectively proposed a multi-
granular linguistic ER algorithm and an interval type-2 fuzzy
ER algorithm to aggregate the information under multiple at-
tributes. Yuan and Luo [43] replaced aggregation operators with
ER algorithm to aggregate the initial decision information under
intuitionistic fuzzy environment. Zhang et al. [44] deduced a
general analytical ER algorithm, which can explicitly aggregate
attributes with interval belief structures. Loughney et al. [45]
utilized the ER method to determine a suitable wireless sensor
network orientation for monitoring asset integrity of an offshore
gas turbine driven generator.

3. Preliminary

In this section, some basic concepts about 3WD, prospect
theory, shadowed sets and ER algorithm are briefly reviewed,
which will be used in the following sections.

3.1. 3WD based on DTRSs

The idea of the 3WD was initially proposed by Yao [10,20,21]
based on DTRSs. It employs loss functions to explain the risks
of losses, calculates the expected loss of three actions based on
conditional probabilities and classifies objects into three regions
based on Bayesian minimum risk decision rules.

Suppose there are 2 states, denoted as Ω = {X, X c}, which
espectively represent an element is in X and not in X , and 3
actions for each state, denoted as Θ = {aP , aB, aN} where aP ,
aB and aN indicate x ∈ POS (X), x ∈ BND (X) and x ∈ NEG (X),
respectively. The loss function in different states is given by a
3 × 2 matrix, as shown in Table 1.

In Table 1, λPP , λBP and λNP represent the losses caused by
taking actions aP , aB and aN when an element belongs to X; λPN ,
λBN and λNN denote the losses of taking actions aP , aB and aN
when an element belongs to X c . The expected loss R (ai |[x] ) when
taking different actions (aP , aB or aN ) for objects in [x] can be
expressed as:

R (aP |[x] ) = λPP Pr (X |[x] ) + λPN Pr
(
X c

|[x]
)

(1)

R (aB |[x] ) = λBP Pr (X |[x] ) + λBN Pr
(
X c

|[x]
)

(2)

R (aN |[x] ) = λNP Pr (X |[x] ) + λNN Pr
(
X c

|[x]
)

(3)

where Pr (X |[x] ) is the conditional probability of an object be-
longing to X .
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According to the minimum-risk decision rules derived from
the Bayesian decision procedure, the decision rules can be deter-
mined as:

(P) If R (aP |[x] ) ≤ R (aB |[x] ) and R (aP |[x] ) ≤ R (aN |[x] ), then
x ∈ POS (X);

(B) If R (aB |[x] ) ≤ R (aP |[x] ) and R (aB |[x] ) ≤ R (aN |[x] ), then
x ∈ BND (X);

(N) If R (aN |[x] ) ≤ R (aP |[x] ) and R (aN |[x] ) ≤ R (aB |[x] ), then
x ∈ NEG (X).

This decision rules can be further simplified based on the
fact that Pr (X |[x] ) + Pr (X c |[x] ) = 1 and the assumption that
λPP ≤ λBP < λNP and λNN ≤ λBN < λPN . The simplified rules are
provided as follows:

(P1) If Pr (X |[x] ) ≥ α and Pr (X |[x] ) ≥ γ , then x ∈ POS (X);
(B1) If Pr (X |[x] ) ≤ α and Pr (X |[x] ) ≥ β , then x ∈ BND (X);
(N1) If Pr (X |[x] ) ≤ β and Pr (X |[x] ) ≤ γ , then x ∈ NEG (X).

where α, β and γ are the decision thresholds, which are deter-
mined by:

α =
(λPN − λBN)

(λPN − λBN) + (λBP − λPP)
(4)

β =
(λBN − λNN)

(λBN − λNN) + (λNP − λBP)
(5)

γ =
(λPN − λNN)

(λPN − λNN) + (λNP − λPP)
(6)

If there is an assumption that (λPN − λBN) (λNP − λBP) >

λBP − λPP) (λBN − λNN), then the thresholds meet 0 < β < γ <

< 1. The rules (P1)–(N1) can be simplified as follows:
(P2) If Pr (X |[x] ) ≥ α, then x ∈ POS (X);
(B2) If β < Pr (X |[x] ) < α, then x ∈ BND (X);
(N2) If Pr (X |[x] ) ≤ β , then x ∈ NEG (X).

.2. Prospect theory

Prospect theory was developed by Kahneman and Tversky [46]
n the basis of utility theory. It can forecast the actual deci-
ion behavior of decision maker under risk [47]. Prospect theory
onsists of two phases: the editing phase and the evaluation
hase [46]. In the editing phase, the outcomes of alternatives are
oded as gains or losses relative to the reference point. In the
valuation phase, the prospect values are calculated by a value
unction and the alternative with the highest prospect value is
hosen. The prospect value function is defined as follows:

(∆x) =

{
(∆x)p ∆x ≥ 0
−θ (−∆x)q ∆x < 0 (7)

where p and q are coefficients of risk attitude, 0 ≤ p, q ≤ 1; ∆x
epresents the deviation between the existing value and reference
oint, which denotes gain (∆x ≥ 0) or loss (∆x < 0); and θ is the
isk aversion coefficient, θ > 1. In [48], Kahneman and Tversky
ound that setting p = q = 0.88 and θ = 2.25 will make the
results keep consistent with empirical data.

3.3. The shadowed sets

Shadowed set coined by Pedrycz [49,50] shows its superiority
in charactering fuzzy information. The construction of shadowed
set is based on balancing the uncertainty, which is also called as
uncertainty relocation. It maps the membership grade of object
in universe to a set {0, 1, [0, 1]}, which is defined as:

Definition 1 ([49,50]). Let U be a given universe of discourse, a
shadowed set S can be represented as follows:

{ [ ]}
S :U → 0, 1, 0, 1 (8)

4

Fig. 2. An illustrate example of a shadowed number S = (x1, x2, x3, x4).

where 0, 1 and [0, 1] respectively mean full exclusion, full belong-
ingness and uncertainty, which respectively correspond to the ex-
clusion, the core and the shadowed area in the shadowed set. The
exclusion area of shadowed set consists of {x |S (x) = 0, x ∈ U };
{x |S (x) = 1, x ∈ U } composes the core of shadowed set; and the
shadowed area is the regions of U where S (x) = [0, 1].

According to the definition of shadowed set, Landowski [51]
defined the shadowed number S = (x1, x2, x3, x4) where x1 ≤

x2 ≤ x3 ≤ x4. The membership degree of the shadowed set is 1
when values between x2 and x3. It is 0 for values less than or equal
to x1 and for values larger than or equal to x4. And for the values
between x1 and x2 as well as between x3 and x4, it is an interval
[0, 1]. An illustration of shadowed number S = (x1, x2, x3, x4) is
shown in Fig. 2.

Li et al. [52] proposed a data-driven method to construct
shadowed sets used to model linguistic terms. First, interval
data pre-processing is conducted on the collected interval data.
After bad data processing, outlier processing, tolerance limit pro-
cessing and reasonable interval processing, ineffective data will
be deleted, and the data remained will be used in phase 2,
i.e., construction of shadowed sets based on interval data. As
word means different things for different people, this difference
can be considered by shadowed sets. Inspired by their innovative
work, we also tried to construct the shadowed sets corresponding
to seven-level linguistic terms in our previous research [53] as
shown in Fig. 3. For more details, please kindly refer to [52,53].

3.4. ER algorithm

The ER algorithm is developed based on the D–S theory pro-
posed by Dempster and Shafer, which is well suited to address
the imprecise and uncertain information. To better understand
ER algorithm, we first introduce some primary concepts about
traditional D–S theory and ER algorithm.

Definition 2 ([54,55]). Let H =
{
Hp |p ∈ [1,N]

}
be a collectively

exhaustive and mutually exclusive set, which is called the frame
of discernment. A basic probability assignment (also called a be-
lief structure or a basic belief assignment) is a function m : 2H

→

[0, 1], satisfying:

m (Φ) = 0 (9)∑
A⊆H

m (A) = 1 (10)

where Φ is an empty set, A is any subset of H , 2H is the power
set of H and consists of all the subsets of H including empty set
and universal set.
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Fig. 3. The shadowed sets for seven-level linguistic terms.
The probability mass m (A) measures the belief exactly as-
igned to A and depicts the degree of the evidence supporting
. The assigned probability to H is called the degree of ignorance,
hich is denoted as m (H). For each subset A ⊆ H , if m (A) > 0,

A is called a focal element of m.
A belief measure Bel and a plausibility measure Pl are defined

as following:

Bel (A) =

∑
B⊆A

m (B) (11)

Pl (A) =

∑
A∩B̸=Φ

m (B) (12)

where A and B are subsets of H . Bel (A) represents the exact
support for A and Pl (A) denotes the possible support for A. Their
relationship is Pl (A) = 1 − Bel

(
A
)
, where A is the complement

f A. [Bel (A) , Pl (A)] constitutes the interval that supports A.
The difference between the belief and the plausibility of set A
describes the ignorance of the assessment for the set A.

Definition 3 ([54,55]). The core of the D–S theory of evidence
is the Dempster’s combination rule. It provides a way to fuse
evidence with different sources, which is defined as follows:

[m1 ⊕ m2] (C) =

⎧⎨⎩
0, C = Φ∑

A∩B=C m1 (A)m2 (B)
1 −

∑
A∩B=Φ m1 (A)m2 (B)

, C ̸= Φ
(13)

here A and B are both focal elements, 1−
∑

A∩B=Φ m1 (A)m2 (B)
s named as the normalization factor.

. The improved behavioral 3WD

In classical 3WD, the loss function is fixed for alternatives
elonging to the same state and taking the same action. That
annot effectively distinguish each alternative. To conquer this
rawback, Jia and Liu [31] defined relative loss functions with
espect to multiple attributes. Based on their work, many scholars
5

have studied the relative utility functions considering the risk
attitude of decision maker based on the prospect theory, such
as [34,56]. This makes a meaningful extension for 3WD theory.
But some researchers think that feeling such as regret and rejoice
is also a fact of life and it is irrational to ignore them [57].
Hence, in this paper, we are going to simultaneously take the
risk-aversion and the regret-aversion behavior into account by
combining the prospect theory and the regret–rejoice function.

4.1. The utility functions derived from evaluation values

The definition of the prospect theory is introduced in Sec-
tion 3.2 and the regret–rejoice function is defined as follows:

Definition 4 ([58,59]). The regret–rejoice function reg − rej (∆φ)
is defined as follows:

reg − rej (∆φ) = 1 − exp (−δ (∆φ)) (14)

where δ(δ > 0) is the regret aversion coefficient of the decision
maker and ∆φ is the difference between two alternatives. If
reg−rej (∆φ) > 0, the decision maker will feel rejoice; otherwise,
the decision maker will feel regret.

Assume a MDAM problem includes M alternatives al
(l = 1, . . . ,M) to be evaluated regarding L attributes ei
(i = 1, . . . , L) by linguistic term st , t ∈ [0,N]. The initial decision-
making matrix is expressed as D = (xli)M×L. The weight of
attribute ei is denoted by wi, where 0 ≤ wi ≤ 1 and

∑L
i=1 wi = 1.

For states Xi and Xi
c , al ∈ Xi means that alternative al meets the

requirement of attribute ei; al ∈ Xi
c denotes that alternative al

does not meet the requirement of attribute ei. Besides, ximin = s0
and ximax = sN . Then, the relative regret function and the relative
rejoice function can be respectively determined by the formulas
in Tables 2 and 3.

After obtaining the relative regret function and the relative
rejoice function, the regret or rejoice perceived by the decision
maker is calculated by: ∆ (xli) = b (xli)− λ (xli). If ∆ (xli) < 0, the
decision maker feels regret; if ∆ x ≥ 0, the decision maker
( li)
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Table 2
The relative regret function λ (xli) of alternative al on attribute ei .
xi Xi Xi

c

aP λli
PP = 0 λli

PN = 1 − exp
(
−δ · d

(
xli, ximax

))
aB λli

BP = ηi ·
[
1 − exp

(
−δ · d

(
xli, ximin

))]
λli
BN = ηi ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]
aN λli

NP = 1 − exp
(
−δ · d

(
xli, ximin

))
λli
NN = 0
Table 3
The relative rejoice function b (xli) of alternative al on attribute ei .
xi Xi Xi

c

aP bliPP = 1 − exp
(
−δ · d

(
xli, ximin

))
bijPN = 0

aB bliBP = (1 − ηi) ·
[
1 − exp

(
−δ · d

(
xli, ximin

))]
bliBN = (1 − ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]
aN bliNP = 0 bliNN = 1 − exp

(
−δ · d

(
xli, ximax

))

Table 4
The utility function v (xli) of alternative al on attribute ei .
xij Xi Xi

c

aP vli
PP =

[
1 − exp

(
−δ · d

(
xli, ximin

))]p
vli
PN = −θ

[
1 − exp

(
−δ · d

(
xli, ximax

))]q
aB vli

BP =
{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximin

))]}p
vli
BN =

{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]}p
aN vli

NP = −θ
[
1 − exp

(
−δ · d

(
xli, ximin

))]q
vli
NN =

[
1 − exp

(
−δ · d

(
xli, ximax

))]p
Where ηi is a parameter used to calculate the value of adopting non-commitment, 0 < ηi ≤ 0.5; δ is the regret
aversion coefficient, δ > 0; p and q are coefficients of risk attitude, 0 ≤ p, q ≤ 1 and θ is the risk aversion coefficient,
θ > 1.
perceives rejoice. According to the description in Section 3.2,
we can observe that the regret and rejoice the decision maker
perceived are consistent with the outcomes of prospect theory,
thus the utility function v (xli) of alternative al on attribute ei can
be obtained as shown in Table 4.

Remark 1. The regret–rejoice function is derived from regret
theory, which can effectively describe the psychological behavior
of decision maker. That is, the decision maker will rejoice when
the gain of selected alternative is more than others and will regret
if the loss of the selected alternative is more than others [60].
However, as stated in prospect theory, the decision maker is more
sensitive to losses than to equal gains [47]. In other word, the de-
cision maker is loss aversion. This characteristic is largely ignored
by the regret–rejoice function including in regret theory. For that,
this paper combines the regret–rejoice function with prospect
theory to describe the psychological behavior of decision maker
more comprehensively. In this way, both the regret aversion and
loss aversion of decision maker can be well reflected.

After obtaining the utility function, we can determine the
expected utilities of taking different actions, which are calculated
as follows:

R (aP |xli) = vli
PP (x) · Pr (X |al) + vli

PN (x) · Pr
(
X c

|al
)

(15)

R (aB|xli) = vli
BP (x) · Pr (X |al) + vli

BN (x) · Pr
(
X c

|al
)

(16)

R (aN |xli) = vli
NP (x) · Pr (X |al) + vli

NN (x) · Pr
(
X c

|al
)

(17)

Inspired by the Bayesian minimum-risk decision rules and
the idea of maximizing expected utility, Lei et al. [56] proposed
decision rules that maximize the expected utility. In this paper,
we also adopt these decision rules, therefore, the three decision
rules are derived as follows:

(P3) If R (aP |xli) ≥ R (aB |xli ) and R (aP |xli ) ≥ R (aN |xli ), then
xli ∈ POS (X);

(B3) If R (aB |xli ) ≥ R (aP |xli ) and R (aB |xli ) ≥ R (aN |xli ), then
xli ∈ BND (X);

(N3) If R (aN |xli ) ≥ R (aP |xli ) and R (aN |xli ) ≥ R (aB |xli ), then
xli ∈ NEG (X).

Theorem 1. For ∀x ∈ (xmin, xmax), when 0 < ηi ≤ 0.5, the utility
functions meet the conditions vli

PP ≥ vli
BP ≥ vli

NP and vli
NN ≥ vli

BN ≥

vli .
PN

6

Proof. First, we prove vli
PP ≥ vli

BP and vli
BP ≥ vli

NP as follows:

vli
PP − vli

BP =
[
1 − exp

(
−δ · d

(
xli, ximin

))]p
−
{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximin

))]}p
=
[
1 − (1 − 2ηi)

p]
·
[
1 − exp

(
−δ · d

(
xli, ximin

))]p
Since 0 < ηi ≤ 0.5, therefore 0 ≤ 1 − 2ηi ≤ 1. Then, we can

prove vli
PP − vli

BP ≥ 0.
Similarly, vli

BP − vli
NP = {(1 − 2ηi) · [1−

exp
(
−δ · d

(
xli, ximin

))]}p
+ θ

[
1 − exp

(
−δ · d

(
xli, ximin

))]p.
Obviously, vli

BP − vli
NP ≥ 0. Hence, we can obtain vli

PP ≥ vli
BP ≥

vli
NP .
Then, we prove vli

NN ≥ vli
BN and vli

BN ≥ vli
PN as follows:

vli
NN − vli

BN =
[
1 − exp

(
−δ · d

(
xli, ximax

))]p
−
{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]}p
=
[
1 − (1 − 2ηi)

p]
·
[
1 − exp

(
−δ · d

(
xli, ximax

))]p
≥ 0

vli
BN − vli

PN =
{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]}p
+ θ

[
1 − exp

(
−δ · d

(
xli, ximax

))]q
≥ 0

Thus, vli
NN ≥ vli

BN ≥ vli
PN holds. □

Remark 2. For the three actions, namely acceptance ap, delay
aB and rejection aN , the utility of accepting the right alternative
exceeds those of delaying and rejecting the right alternative. The
utility of accepting the right alternative is the highest and the
utility of rejecting the right alternative is the least. In similar
ways, the utility of rejecting the wrong alternative exceeds those
of delaying and accepting the wrong alternative. The utility of
rejecting the wrong alternative is the highest and the utility of
accepting the wrong alternative is the least. Thus, vli

PP ≥ vli
BP ≥ vli

NP
and vli

NN ≥ vli
BN ≥ vli

PN are reasonable in semantics.

4.2. The determination of thresholds

In this section, we will discuss the determination of thresh-
olds. Based on the fact that Pr X |a + Pr X c

|a = 1 and the
( l) ( l)
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c

T
p

P

w

αli − βli =
vli
BN − vli

PN(
vli
BN − vli

PN

)
+
(
vli
PP − vli

BP

) −
vli
NN − vli

BN(
vli
NN − vli

BN

)
+
(
vli
BP − vli

NP

)
=

(
vli
BP − vli

NP

) (
vli
NN − vli

PN

)
−
(
vli
PP − vli

NP

) (
vli
NN − vli

BN

)(
vli
BN − vli

PN + vli
PP − vli

BP

) (
vli
NN − vli

BN + vli
BP − vli

NP

)
=

({
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximin

))]}p
+ θ

[
1 − exp

(
−δ · d

(
xli, ximin

))]p)
·

{[
1 − exp

(
−δ · d

(
xli, ximax

))]p
+θ

[
1 − exp

(
−δ · d

(
xli, ximax

))]q}
−

([
1 − exp

(
−δ · d

(
xli, ximax

))]p
−
{
(1 − 2ηi) ·

[
1 − exp

(
−δ · d

(
xli, ximax

))]}p)
·(

vli
BN − vli

PN + vli
PP − vli

BP

) (
vli
NN − vli

BN + vli
BP − vli

NP

){[
1 − exp

(
−δ · d

(
xli, ximin

))]p
+ θ

[
1 − exp

(
−δ · d

(
xli, ximin

))]p}

Box I.
αli − βli ≥

θ2
[
1 − exp

(
−δ · d

(
xli, ximin

))]p [1 − exp
(
−δ · d

(
xli, ximax

))]q
−
[
1 − exp

(
−δ · d

(
xli, ximin

))]p [1 − exp
(
−δ · d

(
xli, ximax

))]p(
vli
BN − vli

PN + vli
PP − vli

BP

) (
vli
NN − vli

BN + vli
BP − vli

NP

)
Box II.
d

s
(

3
t
η

4

a
t
i
a
t
t
p

onditions vli
PP ≥ vli

BP ≥ vli
NP and vli

NN ≥ vli
BN ≥ vli

PN , we can rewrite
the constraints (P3)–(N3) as follows:

For (P3), we can obtain Pr (X |al) ≥
vliBN−vliPN(

vliBN−vliPN

)
+

(
vliPP−vliBP

) accord-

ing to R (aP |xli) ≥ R (aB |xli ) and Pr (X |al) ≥
vliNN−vliPN(

vliNN−vliPN

)
+

(
vliPP−vliNP

)
according to R (aP |xli ) ≥ R (aN |xli ).

For (B3), we can get Pr (X |al) ≤
vliBN−vliPN(

vliBN−vliPN

)
+

(
vliPP−vliBP

) according

to R (aB |xli ) ≥ R (aP |xli ) and Pr (X |al) ≥
vliNN−vliBN(

vliNN−vliBN

)
+

(
vliBP−vliNP

)
according to R (aB |xli ) ≥ R (aN |xli ).

For (N3), we can get Pr (X |al) ≤
vliNN−vliPN(

vliNN−vliPN

)
+

(
vliPP−vliNP

) according

to R (aN |xli ) ≥ R (aP |xli ) and Pr (X |al) ≤
vliNN−vliBN(

vliNN−vliBN

)
+

(
vliBP−vliNP

)
according to R (aN |xli ) ≥ R (aB |xli ).

Then,

αli =
vli
BN − vli

PN(
vli
BN − vli

PN

)
+
(
vli
PP − vli

BP

) (18)

βli =
vli
NN − vli

BN(
vli
NN − vli

BN

)
+
(
vli
BP − vli

NP

) (19)

γli =
vli
NN − vli

PN(
vli
NN − vli

PN

)
+
(
vli
PP − vli

NP

) (20)

Therefore, the thresholds are determined.

heorem 2. For x ∈ (xmin, xmax), if 0 < ηi ≤ 0.5, then the decision
roblem can be regarded as a three-way decision problem.

roof. The 3WD requires αli > βli [31], that is to say, αli−βli > 0.
(See the equation in Box I.)

Because of 0 < ηi ≤ 0.5, it means 0 ≤ 1 − 2ηi ≤ 1, Therefore,
e have the equation in Box II.
It is known that d (xli, xmax) ≥ 0 and d (xli, xmin) ≥ 0, then we

have exp −δ · d x , x ≤ 1 and exp −δ · d x , x ≤ 1.
( ( li min)) ( ( li max)) s

7

Table 5
Relationship between ηi and (αli, βli, γli).
ηi αi, βi, γi

ηi = 0 αli = 1, βli = 0
0 < ηi ≤ 0.5 0 < βli < γli < αli < 1
0.5 < ηi < 1 0 < αli < γli < βli < 1
ηi = 1 αli = 0, βli = 1

Thus, 1−exp (−δ · d (xli, xmin)) ≥ 0 and 1−exp (−δ · d (xli, xmax))

≥ 0.
Hence, see the equation in Box III.
According to prospect theory, the decision maker is more

sensitive to the losses than to the equal gains [47,61]. Hence, we
can prove αli − βli > 0. That is to say, if 0 < ηi ≤ 0.5, then the
ecision problem can be regarded as a 3WD problem. □

The relationships between 3WD models and different ηi are
hown in Fig. 4; and the relationships between ηi and thresholds
αli, βli, γli) are summarized in Table 5.

From Fig. 4 and Table 5, we can know that when ηi = 0, the
WD degrades into Pawlak’s rough set; when 0 < ηi ≤ 0.5, the
hresholds meet the requirement of the 3WD; and when 0.5 <

i ≤ 1, the 3WD degrades into the two-way decision.

.3. The calculation of conditional probability

In 3WD, the estimation and evaluation of the conditional prob-
bility is a crucial problem. Liang et al. [62] demonstrated that
he positive ideal solution (PIS) and negative ideal solution (NIS)
n TOPSIS method correspond to the two decision states in 3WD,
nd the conditional probability can be calculated by means of
he relative closeness degree. Inspired by [62], this paper implies
he TOPSIS method to elaborate the determination of conditional
robability.
Normally speaking, the maximum of the attribute will be
elected as PIS and the minimum of the attribute will be as NIS.
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αli − βli ≥
θ2
[
1 − exp

(
−δ · d

(
xli, ximax

))]q
−
[
1 − exp

(
−δ · d

(
xli, ximax

))]p(
vli
BN − vli

PN + vli
PP − vli

BP

) (
vli
NN − vli

BN + vli
BP − vli

NP

)
≥

θ
[
1 − exp

(
−δ · d

(
xli, ximax

))]q
−
[
1 − exp

(
−δ · d

(
xli, ximax

))]p(
vli
BN − vli

PN + vli
PP − vli

BP

) (
vli
NN − vli

BN + vli
BP − vli

NP

) .

Box III.
Fig. 4. 3WD model with different values of ηi .
F
a

H
f

p

(

α

ence, the PIS and NIS of alternatives al are first confirmed by:

+

l =
{
a+

1 , a+

2 , . . . , a+

M

}
=

{
max

i
x1i,max

i
x2i, . . . ,max

i
xMi

}
= max

i
xli (21)

a−

l =
{
a−

1 , a−

2 , . . . , a−

M

}
=

{
min

i
x1i,min

i
x2i, . . . ,min

i
xMi

}
= min

i
xli (22)

Then, the relative closeness of alternative al is calculated as
follows.

RC (al) =
AD
(
al, a−

l

)
AD
(
al, a−

l

)
+ AD

(
al, a+

l

) (23)

D
(
al, a−

l

)
=

L∑
i=1

wiD
(
xli, a−

l

)
(24)

D
(
al, a+

l

)
=

L∑
i=1

wiD
(
xli, a+

l

)
(25)

In which AD
(
al, a−

l

)
is the distance between alternative al and

lternative a−

l , and AD
(
al, a+

l

)
is the distance between alterna-

ive al and alternative a+

l , RC (al) represents the probability of
lternative al belonging to the state X .
Hence, the value of the conditional probability of alternative

l is determined by Pr (X |al ) = RC (al).

.4. The ranking regulations for alternatives

3WD can not only classify all alternatives into POS, BND or
EG regions, but also can provide a complete ranking order. This
s important because in some case, it may be hard to make
inal decision only based on the classification [30]. Besides, the
anking of alternatives can assist decision maker in selecting an
ptimal alternative and allocating limited resources [63]. Hence,

he ranking regulation is necessary.

8

In this paper, the ranking regulations consist of two phases.
irst, the priority principle is determined. To be specific, the
lternatives in POS (X) are superior to the alternatives in BND (X)

and alternatives in BND (X) are better than those in NEG (X).
ence, the regions of alternatives are firstly determined by the
ollowing rules:

Based on Theorem 1 in Section 3.3, the decision rules are
rovided as follows:
(P4) If Pr (X |al) ≥ α and Pr (X |al) ≥ γ , then al ∈ POS (X);
(B4) If Pr (X |al) ≤ α and Pr (X |al) ≥ β , then al ∈ BND (X);
(N4) If Pr (X |al) ≤ β and Pr (X |al) ≤ γ , then al ∈ NEG (X).
If there is an assumption that (vBP − vPN) (vBP − vNP) ≤

vPP − vBP) (vNN − vBN), then the thresholds meet 0 < β < γ <

< 1. The rules (P4)–(N4) can be simplified as follows:
(P5) If Pr (X |al) ≥ α, then al ∈ POS (X);
(B5) If β < Pr (X |al) < α, then al ∈ BND (X);
(N5) If Pr (X |al) ≤ β , then al ∈ NEG (X).
Second, the ranking of alternatives in the same regions fol-

lows the principle of maximizing utility. Utility is the main fac-
tor deciding whether an alternative should be chosen or not,
which can also be used to explain the semantics of three rules
in 3WD [63]. The overall utility value can be calculated by the
following function.

Utility =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L∑
i=1

R (aP |xli ) , if al ∈ POS (X)

L∑
i=1

R (aB |xli ) , if al ∈ BND (X)

L∑
i=1

R (aN |xli ) , if al ∈ NEG (X)

(26)

The higher the utility value is, the better the alternative will

be.
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Table 6
The decision matrix in the form of linguistic terms.

e1 e2 . . . eL
a1 x11 x12 . . . x1L
a2 x21 x22 . . . x2L
. . . . . . . . . . . . . . .
aM xM1 xM2 . . . xML

5. The decision process based on the proposed 3WD method

In this section, we present a complete decision process based
n the proposed 3WD method. In this decision process, we first
onstruct the utility function based on the prospect theory and
egret–rejoice function. Then, we design a mechanism to em-
loy the ER algorithm to combine multiple attributes informa-
ion. Finally, the 3WD rules are developed to obtain the decision
esults.

For a MADM problem, it involves M alternatives al(l = 1, . . . ,
) to be evaluated regarding L attributes ei (i = 1, . . . , L). The
eight of attribute ei is denoted by wi, where 0 ≤ wi ≤ 1 and
L
i=1 wi = 1. The decision maker gives opinion about this MADM

roblem by linguistic terms. The initial preference information
an be collected and expressed by a matrix D = (xli)M×L as shown
n Table 6.

Step 1. Determine the utility function v (xli) according to
able 4. In the initial decision matrix D =

(
xij
)
M×L, the in-

ormation is characterized by linguistic terms, which cannot be
omputed directly. In our previous study [53], we proposed a
ethod that employs the shadowed sets to model linguistic terms
nd proposed a distance measure model based on shadowed sets
o measure the relationships between linguistic terms, which is
efined as follows:

efinition 5 ([53]). Let A = (A1, A2, . . . , An) and B = (B1, B2, . . . ,

n) be any two shadowed sets. Then, the centroid-based general-
zed Minkowski distance model can be calculated by

(A, B) =

[
n∑

k=1

|C (Ak) − C (Bk)|
τ

] 1
τ

(27)

C (Ak) =

∫ xmax
xmin

µAk (x) xdx∫ xmax
xmin

µAk (x) dx
; C (Bk) =

∫ xmax
xmin

µBk (x) xdx∫ xmax
xmin

µBk (x) dx

where µ (x) is the membership function of shadowed set.
If τ = 1, then the centroid-based generalized Minkowski

distance model will be reduced to the centroid-based generalized
Hamming distance model.

If τ = 2, then the centroid-based generalized Minkowski
distance model will be reduced to the centroid-based generalized
Euclidean distance model.

If τ → ∞, then the centroid-based generalized Minkowski
distance model will be reduced to the centroid-based generalized
Chebyshev distance model.

For more details, please refer to [53].
Step 2. Calculate the thresholds αli and βli by Eqs. (18) and

(20).
Step 3. Construct decision matrix with distributed assessment

S (ei (al)) =
{(

Hn, ζn,i (al)
)
n = 1, . . . ,N

}
=
{
(N, βli) , (B, αli−

βli) , (P, 1 − αli)
}
, l = 1, . . . ,M , i = 1, . . . , L. In ER algo-

rithm, when the alternative al is evaluated as grade Hn regarding
attribute ei with a degree of belief ζn,i (al), we could denote
this evaluation by a distributed assessment or belief structure
S (ei (al)) =

{(
Hn, ζn,i (al)

)
n = 1, . . . ,N}, where ζn,i (al) ≥ 0

and
∑N

n=1 ζn,i (al) ≤ 1. If
∑N

n=1 ζn,i (al) = 1, the assessment is
complete; if not, it is incomplete.
9

According to the decision rules of 3WD, we can conclude that
for Pr (Xi |[xli] ) ≥ αli, xli ∈ POS (X); for βli < Pr (Xi |[xli] ) <
αli, xli ∈ BND (X) and for Pr (Xi |[xli] ) ≤ βli, xli ∈ NEG (X).
That means for alternative xli, it has three possible outcomes,
i.e., xli ∈ POS (X), xli ∈ BND (X) and xli ∈ NEG (X) with the
possibilities of 1 − αli, αli − βli and βli, which can be directly
observed from Fig. 4(b). In other word, the POS, BND and NEG
compose a collectively exhaustive and mutually exclusive set, and
the possibilities 1− αli, αli − βli and βli are referred to the degree
of belief. The evaluation set and its corresponding belief degree
compose a belief structure, which is in coordinate with the belief
structure in ER algorithm. Then, it can be written as S (ei (al)) =

{(N, βli) , (B, αli − βli) , (P, 1 − αli)}, where 1−αli, αli −βli and βli
are not less than 0 and (1 − αli) + (αli − βli) + βli = 1, which
means the assessment is complete.

Step 4. Obtain the basic probability masses ζn by the ER al-
gorithm. Then, we can obtain the combined decision information
S (e (al)) = {(Hn, ζn (al)) , n = 1, . . . ,N}, l = 1, . . . ,M .

The combination way of evidence in the recursive ER al-
gorithm is clear in concept, but it may be undesirable in the
situations requiring an explicit ER aggregation function, such as in
optimization. Therefore, Wang et al. [64] proposed an analytical
ER algorithm, which is equivalence to the recursive ER algo-
rithm and makes the ER algorithm more flexible in aggregating
attributes.

First, the basic probability masses are obtained by combining
the relative weights and the degree of belies by the following
equations:

mn,i = mi (Hn) = wiζn,i (al) , n = 1, . . . ,N; i = 1, . . . , L (28)

mH,i = mi (H) = 1 −

N∑
n=1

mn,i = 1 − wi

N∑
n=1

ζn,i (al) , i = 1, . . . , L

(29)

mH,i = mi (H) = 1 − wi, i = 1, . . . , L (30)

˜H,i = m̃i (H) = wi

(
1 −

N∑
n=1

ζn,i (al)

)
, i = 1, . . . , L (31)

mH,i = mH,i + m̃H,i (32)
L∑

i=1

wi = 1 (33)

Then, the basic probability masses are combined by the ana-
lytical ER algorithm:

{Hn} : mn = k

[
L∏

i=1

(
mn,i + mH,i + m̃H,i

)
−

L∏
i=1

(
mH,i + m̃H,i

)]
,

n = 1, . . . ,N,

(34)

{H} : m̃ = k

[
L∏

i=1

(
mH,i + m̃H,i

)
−

L∏
i=1

mH,i

]
, (35)

H} : m = k

[
L∏

i=1

mH,i

]
, (36)

k =

[
N∑

n=1

L∏
i=1

(
mn,i + mH,i + m̃H,i

)
− (N − 1)

L∏(
mH,i + m̃H,i

)]−1

,

(37)
i=1
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Table 7
The linguistic terms and their corresponding shadowed numbers.
Linguistic terms Shadowed numbers

Extremely dissatisfied (ED) (0.23, 0.30, 1.01, 1.28)
Very dissatisfied (VD) (1.01, 1.39, 2.32, 2.79)
Dissatisfied (D) (2.35, 3.32, 3.73, 4.87)
Medium (M) (4.02, 4.85, 5.40, 6.37)
Satisfied (S) (5.75, 6.51, 7.20, 8.12)
Very satisfied (VS) (7.47, 7.63, 8.61, 8.89)
Extremely satisfied (ES) (8.72, 9.31, 9.59, 9.89)

{Hn} : ζn =
mn

1 − mH
, n = 1, . . . ,N, (38)

H} : ζH =
m̃H

1 − mH
. (39)

Step 5. Calculate the thresholds αl and βl according to the
ombined information S (e (al)) = {(Hn, ζn (al)) , n = 1, . . . ,N} =

(N, ζ1 (al)) , (B, ζ2 (al)) , (P, ζ3 (al))}.

l = 1 − ζ3 (al) (40)

βl = ζ1 (al) (41)

Step 6. Determine the conditional probability Pr (X |al ) by
qs. (21)–(25).
Step 7. Classify all alternatives based on the decision rules (P5)

(N5) and rank all alternatives in the same region according to the
xpected utilities.

. Numerical analysis

In this section, two numerical examples are presented. The
irst one is emulation study with a large-scale data set, which
ims at manifesting the feasibility and applicability of the pro-
osed method. The other one is from the case study about COVID-
9 drug selection in Mishra et al.’s research [8], which is an
pplication of the proposed method and contributes to illustrate
he implementation process of the proposed method. Then, a
omparative analysis is conducted to show its superiority and
sensitivity analysis is designed to test the robustness of the
roposed method.

.1. Numerical example

.1.1. Numerical example 1—illustrative example with large-scale
ata
In this section, a numerical example with large-scale data

et is provided to illustrate the feasibility and applicability of
he proposed method. The numerical example used in this sec-
ion is randomly generated, which consists of 300 alternatives
enotes as {a1, a2, . . . , a300} and 10 attributes represented by
e1, e2, . . . , e10}. For the sake of space, the preference information
as been included as a supplementary material document, which
s available online.1

In this example, the weights of attributes are set to be the
ame and the values of parameters are: p = q = 0.88, θ = 2.25,
= 0.3 and ηi = 0.45. As stated in Section 3.3, a data-driven
ethod is employed to obtain the shadowed sets correspond-

ng to linguistic terms in our previous study. According to this
ethod, the seven-level linguistic terms and their corresponding
hadowed numbers are shown in Table 7. For more details, please
efer to [53].

1 [Online] Available: http://sinbad2.ujaen.es/sites/default/files/2022-
4/Numerical%20example%201_0.pdf.
10
Table 8
The evaluation matrix in the form of linguistic terms.

e1 e2 e3 e4 e5 e6 e7
a1 S M D S M D D
a2 M S M M M D M
a3 M S M M D VD VD
a4 VS S M M M S S
a5 M S D M VD D M

Due to the restriction of space, we only present the decision
results as shown in Fig. 5. The detail implementation process of
the proposed method will be given in numerical example 2. From
Fig. 5, we can not only know the ranking order, that is, for all 300
alternatives, the 200rd alternative ranks the first and the 176th
alternative ranks the last, but also know the classification results.
With the help of 3WD rules, all alternatives are divided into three
parts, i.e., POS, BND and NEG. For alternatives in NEG regions, they
should not be chosen in any case; for alternatives in BND regions,
selecting it or not needs more information and consideration; for
alternatives in POS regions, they can be chosen and the order of
selecting them is further determined by expected utilities.

6.1.2. Numerical example 2-application to COVID-19 drug selection
To show the effectiveness and the superiority of proposed

method in tackling drug selection problem, we further applied the
proposed method to solve the COVID-19 drug selection problem.
This numerical example is from the case study in Mishra et al.’s
research [8].

(1) Background description
To select the suitable drug for the treatment of the patients

with mild symptoms of COVID-19, Mishra et al. developed a
questionnaire to collect information from doctors and patients.
The doctors investigated are qualified virologists with rich expe-
rience in medical field and have been trained about drug usage on
patients who have appeared COVID-19 symptoms. After the pro-
cesses of questionnaire collection, Delphi surveys and language
normalization, the decision matrix was obtained.

To be specific, five medicines are selected to be alternatives
to treat the patients who are suffering COVID-19, which are
LPV/RTV-IFNb (a1), Favipiravir (a2), LPV/PTV (a3), Remdesivir (a4)
and Hydroxychloroquine (a5), and seven attributes are deter-
mined to measure the impact, the performance and the possible
side effects of these medicines, namely, Anorexia (e1), Cough (e2),
Fatigue (e3), Fever (e4), Myalgia (e5), Shortness of breath (e6)
and Sputum production (e7). The corresponding weights of these
attributes are wi = {0.150, 0.163, 0.145, 0.176, 0.117, 0.127,
0.123}. Mishra et al. [8] had collected the performances of five
medicines with regard to the seven attributes of three experts,
which are in the form of seven-level linguistic terms {Extremely
dissatisfied (ED), Very dissatisfied (VD), Dissatisfied (D), Medium
(M), Satisfied (S), Very satisfied (VS) and Extremely satisfied (ES)}.
In this paper, we employed the decision matrix of expert 1 to
show the implement process of the proposed method. The initial
decision matrix is shown in Table 8.

(2) Implementation of the proposed method
Employing the proposed method to solve this problem mainly

includes the following steps:
Step 1. Determine the utility function v (xli) according to

Table 4. The results are shown in Table 9.
Step 2. Calculate the thresholds αli and βli by Eqs. (18) and

(20). The results are shown in Table 10.
Step 3. Construct decision matrix with distributed assess-

ment S (ei (al)) =
{(

Hn, ζn,i (al)
)

n = 1, . . . ,N} = {(N, βli) ,

(B, αli − βli) , (P, 1 − αli)}, l = 1, . . . ,M , i = 1, . . . , L as shown

in Table 11.

http://sinbad2.ujaen.es/sites/default/files/2022-04/Numerical%20example%201_0.pdf
http://sinbad2.ujaen.es/sites/default/files/2022-04/Numerical%20example%201_0.pdf
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Fig. 5. Results of all alternatives in numerical example 1.
Table 9
The utility function v (xli).

e1 e2 e3 e4 e5 e6 e7
X X c X X c X X c X X c X X c X X c X X c

a1
P 0.862 −1.256 0.766 −1.669 0.618 −1.892 0.862 −1.256 0.766 −1.669 0.618 −1.892 0.618 −1.892
B 0.114 0.074 0.101 0.098 0.081 0.111 0.114 0.074 0.101 0.098 0.081 0.111 0.081 0.111
N −1.939 0.558 −1.723 0.742 −1.391 0.841 −1.939 0.558 −1.723 0.742 −1.391 0.841 −1.391 0.841

a2
P 0.766 −1.669 0.862 −1.256 0.766 −1.669 0.766 −1.669 0.766 −1.669 0.618 −1.892 0.766 −1.669
B 0.101 0.098 0.114 0.074 0.101 0.098 0.101 0.098 0.101 0.098 0.081 0.111 0.101 0.098
N −1.723 0.742 −1.939 0.558 −1.723 0.742 −1.723 0.742 −1.723 0.742 −1.391 0.841 −1.723 0.742

a3
P 0.766 −1.669 0.862 −1.256 0.766 −1.669 0.766 −1.669 0.618 −1.892 0.343 −2.037 0.343 −2.037
B 0.101 0.098 0.114 0.074 0.101 0.098 0.101 0.098 0.081 0.111 0.045 0.119 0.045 0.119
N −1.723 0.742 −1.939 0.558 −1.723 0.742 −1.723 0.742 −1.391 0.841 −0.771 0.905 −0.771 0.905

a4
P 0.905 −0.774 0.862 −1.256 0.766 −1.669 0.766 −1.669 0.766 −1.669 0.862 −1.256 0.862 −1.256
B 0.119 0.045 0.114 0.074 0.101 0.098 0.101 0.098 0.101 0.098 0.114 0.074 0.114 0.074
N −2.036 0.344 −1.939 0.558 −1.723 0.742 −1.723 0.742 −1.723 0.742 −1.939 0.558 −1.939 0.558

a5
P 0.766 −1.669 0.862 −1.256 0.618 −1.892 0.766 −1.669 0.343 −2.037 0.618 −1.892 0.766 −1.669
B 0.101 0.098 0.114 0.074 0.081 0.111 0.101 0.098 0.045 0.119 0.081 0.111 0.101 0.098
N −1.723 0.742 −1.939 0.558 −1.391 0.841 −1.723 0.742 −0.771 0.905 −1.391 0.841 −1.723 0.742
Table 10
The thresholds αli and βli .

e1 e2 e3 e4 e5 e6 e7
αl1 βl1 αl2 βl2 αl3 βl3 αl4 βl4 αl5 βl5 αl6 βl6 αl7 βl7

a1 0.640 0.191 0.727 0.261 0.789 0.331 0.640 0.191 0.727 0.261 0.789 0.331 0.789 0.331
a2 0.727 0.261 0.640 0.191 0.727 0.261 0.727 0.261 0.727 0.261 0.789 0.331 0.727 0.261
a3 0.727 0.261 0.640 0.191 0.727 0.261 0.727 0.261 0.789 0.331 0.879 0.491 0.879 0.491
a4 0.511 0.122 0.640 0.191 0.727 0.261 0.727 0.261 0.727 0.261 0.640 0.191 0.640 0.191
a5 0.727 0.261 0.640 0.191 0.789 0.331 0.727 0.261 0.879 0.491 0.789 0.331 0.727 0.261
Table 11
Decision matrix with distributed assessment.

e1 e2 e3 e4 e5 e6 e7

a1

⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
a2

⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
a3

⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.491) ,

(B, 0.388) ,

(P, 0.121)

⎫⎬⎭
⎧⎨⎩(N, 0.491) ,

(B, 0.388) ,

(P, 0.121)

⎫⎬⎭
a4

⎧⎨⎩(N, 0.122) ,

(B, 0.389) ,

(P, 0.489)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
a5

⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.191) ,

(B, 0.449) ,

(P, 0.360)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭
⎧⎨⎩(N, 0.491) ,

(B, 0.388) ,

(P, 0.121)

⎫⎬⎭
⎧⎨⎩(N, 0.331) ,

(B, 0.457) ,

(P, 0.211)

⎫⎬⎭
⎧⎨⎩(N, 0.261) ,

(B, 0.466) ,

(P, 0.273)

⎫⎬⎭

11
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Table 12
The combined information.

e

a1 {(N, 0.253) , (B, 0.481) , (P, 0.266)}
a2 {(N, 0.245) , (B, 0.486) , (P, 0.269)}
a3 {(N, 0.307) , (B, 0.464) , (P, 0.230)}
a4 {(N, 0.196) , (B, 0.467) , (P, 0.337)}
a5 {(N, 0.285) , (B, 0.474) , (P, 0.240)}

Table 13
The thresholds αl and βl .

αl βl

a1 0.734 0.253
a2 0.731 0.245
a3 0.770 0.307
a4 0.663 0.196
a5 0.760 0.285

Step 4. Obtain the basic probability masses ζn according to
qs. (28)–(41). The results are shown in Table 12.
Step 5. Calculate the thresholds αl and βl. The results are

hown in Table 13.
Step 6. Determine the conditional probability Pr (X |al ) by

Eqs. (21)–(25). Then, we can obtain Pr (X |a1 ) = 0.475, Pr (X |a2 )
= 0.523, Pr (X |a3 ) = 0.245, Pr (X |a4 ) = 0.895 and Pr (X |a5 ) =

0.312.
Step 7. Classify all alternatives based on the decision rules

(P5)–(N5) and rank all alternatives in the same region according
to the expected utilities. Then, we can obtain POS (X) = {a4},
ND (X) = {a1, a2, a5} and NEG (X) = {a3}. And based on the
xpected utility, the ranking order is a4 ≻ a2 ≻ a5 ≻ a1 ≻ a3.
The decision result reveals: (1) Based on the opinion of expert

, Remdesivir (a4) is the most desirable medicine, the effective-
ess of LPV/RTV-IFNb (a1), Favipiravir (a2) and Hydroxychloro-
uine (a5) should be further tested and LPV/PTV (a3) should not
e chosen. (2) In the same way, we also can obtain the decision
esults of expert 2 and expert 3. For expert 2, the decision result
s POS (X) = {a3}, BND (X) = {a1, a4, a5} and NEG (X) = {a2}.
he ranking order are a3 ≻ a5 ≻ a4 ≻ a1 ≻ a2. For expert 3,
he decision result is POS (X) = ∅, BND (X) = {a1, a2, a3, a4, a5}
nd NEG (X) = ∅. The ranking order is a5 ≻ a4 ≻ a2 ≻

1 ≻ a3. The decision results are different even paradox. This
s common when dealing with a new disease. In this case, the
nvolvement of new experts and the discussion between group
s advised to reach consensus. (3) When making the final group
ecision, the classification should be priority to the ranking. To
e specific, the alternative medicines in the positive region will
e first considered. If all experts agree with the medicines in the
ositive region, then the decision results will be generated based
n the ranking order.

.2. Comparative analysis

In order to show the effectiveness and superiority of the pro-
osed method, we respectively compare it with the hesitant fuzzy
roup decision-making method proposed by Mishra et al. [8],
WD under MADM proposed by Jia and Liu [31], 3WD based
n regret theory proposed by Huang and Zhan [65] and 3WD
ased on prospect theory proposed by Liang et al. [34]. Except
or Mishra et al.’s method, other methods did not involve group
ecision. To make a fair comparison, we employ the aggregated
atrix in [8] (as shown in Table 14) to conduct the comparative
nalysis and the results are summarized in Table 15.

(1) The superiority of 3WD in medical decision. Mishra
et al.’s method [8] was also developed for the drug selec-
tion to treat the mild symptoms of COVID-19. Compared
12
Table 14
The aggregated matrix in [8].

e1 e2 e3 e4 e5 e6 e7
a1 0.684 0.608 0.512 0.633 0.450 0.423 0.370
a2 0.666 0.554 0.572 0.608 0.476 0.454 0.373
a3 0.696 0.633 0.549 0.633 0.454 0.469 0.401
a4 0.804 0.649 0.680 0.624 0.729 0.600 0.604
a5 0.604 0.690 0.615 0.644 0.548 0.547 0.381

with other 3WD-based methods, their method directly
output the ranking order of alternatives. That means that
the decision maker only relies on the ranking order to
make the decision regardless of whether the alternative
is good or not. This will increase the risk in medical deci-
sion and even lead to a dangerous situation. For example,
when evaluating the performance of medicines, five alter-
natives may all belong to negative region, namely, NEG =

{a1, a2, a3, a4, a5}. But when ranking them by two-way
decision methods, a ranking order will be obtained such
as a4 ≻ a5 ≻ a3 ≻ a1 ≻ a2. According to the result of
two-way decision, a4 will be chosen. However, even though
a4 is the first option, it is still of bad quality because it is
in the negative region. Choosing it will inevitably increase
the decision risk. In medical decision, this might be a
threat to the patients’ life. In this case, 3WD is a sensible
tool. It can not only provide a complete ranking order of
alternatives, but also provide their classification. This can
largely decrease the risk in medical decision.

(2) The consideration of psychological behavior. Mishra
et al.’s method [8] as well as Jia and Liu’s method [31] did
not consider the psychological behavior of decision makers.
However, human is bounded rational, which was initially
proposed by Simon [66] and has been approved by many
scholars. That means in the decision-making process, the
decision results are inevitably affected by the psychological
behavior of decision maker. Huang and Zhan [65] proposed
a 3WD method based on regret theory to reflect the regret-
aversion behavior of decision maker. From Table 15, we
can notice that the results obtained by Huang and Zhan’s
method is different from our method. The reason is that
their calculation of conditional probabilities is based on the
cardinality of class, which ignore the degree of difference.
Liang et al. [34] proposed a 3WD method based on the
prospect theory to reflect the risk-aversion behavior of
decision maker. The different outcomes between Liang
et al.’s method and Jia and Liu’s method can also reflect
the great influence of psychological behavior on decision
results. Besides, from Table 15, we can observe that the
result obtained by Liang et al.’s method is different from
that produced by our method. The reason is that Liang
et al.’s method does not take into account the regret-
aversion of decision maker. However, the regret feeling
is also a fact of life and it is irrational to ignore it [57].
Hence, the proposed method considers the risk-aversion
behavior and regret-aversion behavior at the same time
and produces a more reliable result.

6.3. Sensitivity analysis

In this section, sensitivity analysis is conducted to explore the
robustness of the proposed method. The parameter involved in
this method includes: the parameter used to calculate the value
of adopting non-commitment η (0 < η ≤ 0.5), the regret aversion
coefficient δ (δ > 0), the coefficients of risk attitude p and q
(0 ≤ p, q ≤ 1) and the risk aversion coefficient θ (θ > 1). In this
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Table 15
The results of comparative analysis.
Methods Classification Ranking order

Mishra et al’s method [8] a4 ≻ a5 ≻ a3 ≻ a1 ≻ a2
Jia and Liu’s method [31] Pos = {a4, a5}, BND = {a1, a2, a3} a4 ≻ a5 ≻ a3 ≻ a1 ≻ a2
Huang and Zhan’s method [65] Pos = {a3, a4, a5}, NEG = {a1, a2} a5 ≻ a4 ≻ a3 ≻ a2 ≻ a1
Liang et al.’s method [34] Pos = {a4} BND = {a1, a2, a3, a5} a4 ≻ a3 ≻ a2 ≻ a5 ≻ a1
The proposed method Pos = {a4} BND = {a1, a2, a3, a5} a4 ≻ a2 ≻ a3 ≻ a5 ≻ a1
Fig. 6. The influence of parameters η, δ, p, q and θ .
c
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nalysis, we respectively change the values of parameters η, δ, p,
and θ to analyze their influence on classification and ranking

order. The results are summarized in Fig. 6.
From Fig. 6, it can be noticed that: (1) No matter how the

arameters values change, it always obeys the priority principle.
hat is, the alternatives in POS are superior to the alternatives in
ND and alternatives in BND are better than those in NEG. (2) The
lassification and ranking order vary with different value of η, δ,
, q and θ . From the definition of prospect theory and regret–

rejoice function, we already know that different risk and regret
attitudes lead to different results. Hence, in a specific decision-
making problem, their values should be determined according
to the specific decision-making situation and decision maker. (3)
Although the classification and ranking order may have some
fluctuation, the variation of the decision results is almost stable.
That is, alternative a4 will rank first in all case even though a4 is
ot always in the positive region. For example, for η ≤ 0.18 and
≤ 0.185, all alternatives will be in the boundary region. The

anking results will be further based on their expected utilities
nd alternative a4 will still be the first option. In other words, the
roposed method maintains its validity when selecting the best
lternative.

. Conclusions

The epidemic of COVID-19 has led to unprecedented societal
nfluence, especially for the public health and the global economy.
he scientists from all over the world are trying their best to
ontrol this epidemic. In this paper, a new method with respect
o the treatment of mild symptoms of COVID-19 is proposed,
hich helps to select the most desirable therapy. The method
eveloped in this paper is based on behavioral 3WD model,
hich can help the managers and the doctors in making sensible

udgments, reducing the decision risks and working on prac-

ical applications. From the results of numerical example and F

13
omparative analysis, we can conclude that different from other
herapy selection methods, the proposed method not only can
rovide the ranking order of alternatives, but also classifies them
nto the positive region, boundary region and negative region,
hich can decrease the decision risks involved in the medical
ecision. Medical decision is related with the life of patient.
hen facing some unknown or unfamiliar diseases, the ranking
f alternative medicines may not be as the same importance as
heir classification. For medicines in negative region, it should not
e chosen even though it ranks the first. Besides, the sensitivity
nalysis also shows the robustness of the proposed method. The
edicine selection method provided in this paper provides a new
erspective for the therapy selection of COVID-19, which can be
sed in other or future possible medical problems.
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