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ABSTRACT: The dispersive liquid−liquid aerosol phase extrac-
tion (DLLAPE) method was applied for the determination of Ag,
Cd, Cu, Ni, and Pb in seawater samples by inductively coupled
plasma optical emission spectroscopy (ICP-OES). Key parameters
such as sample pH and extractant concentration were systemati-
cally evaluated, with ammonium O,O′-diethyldithiophosphate
(DDTP) identified as the optimal chelating agent. Optimal
extraction conditions were achieved at pH 2.5 for Ag, Cu, Ni,
and Pb, while Cd extraction efficiency was found to be pH
independent. The extractant concentration did not greatly improve
the extraction efficiency. Furthermore, the influence of nebulizer
gas flow rate and extraction time was evaluated, achieving the
maximum extraction yield at 0.6 L min−1 and 120 s, respectively.
The method was evaluated for accuracy and bias through recovery studies, and the results showed that most elements had recovery
rates close to 100% with relative standard deviation values in between 3 and 9%. However, in the case of Ag and Ni, 1.184 and 1.089
correction factors were, respectively, applied to compensate for the bias. Moreover, the procedural limits of quantification (pLOQs)
found for Ag, Cd, Cu, Ni, and Pb were 0.4, 0.14, 0.2, 0.2, and 0.2 μg L−1, respectively. The in-house validation of the method
provided expanded uncertainty values lower than 6% for all elements except for Ag (16.6%). Finally, the application of the method to
real seawater samples from coastal areas in Alicante and San Juan (Spain) confirmed its suitability for trace metal analysis in complex
marine matrices, underscoring its potential for environmental monitoring and research.

1. INTRODUCTION
Metals are inherently present in the biosphere, including
marine environments, where they play vital roles in the growth
and development of marine organisms. Elements such as zinc,
copper, and cobalt are essential nutrients; however, their
beneficial presence becomes detrimental when concentrations
escalate to toxic levels. Human activities have long contributed
to the elevated presence of metals in coastal and estuarine
ecosystems, posing a threat to environmental integrity and the
well-being of marine life.1−5 The accumulation of metals in
marine ecosystems, particularly in seawater, highlights urgent
concerns for biodiversity and the health of marine organisms.
Therefore, there is a need for monitoring and controlling their
levels to safeguard marine habitats and the quality of seawater.

The Water Framework Directive (WFD)6 assumes a critical
role in safeguarding the quality of the aquatic environment by
effectively addressing the risks posed by priority chemical
substances. These substances, including metals such as
cadmium, nickel, and lead, have been demonstrated to
adversely affect the chemical status of water bodies. In order

to ensure compliance with the environmental quality standards
(EQSs) outlined in Daughter Directive 2013/39/EU,7 the
WFD provides a comprehensive list of priority substances,
which include cadmium, nickel, and lead. The EQSs for Ni and
Pb, expressed as a maximum allowable concentration (MAC),
are 34 and 14 μg L−1, respectively. For cadmium, the EQS
values vary based on water hardness, ranging from 0.45 to 1.5
μg L−1.7

Nickel, cadmium, and lead pose significant threats to marine
ecosystems due to their inherent toxicity. These metals could
be absorbed by plankton or marine organisms, accumulating in
their tissues and causing adverse effects on their health and
aquatic ecosystems.8−15 However, while copper is essential for
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biological functions, excessive levels can become toxic,16

requiring regulatory thresholds such as those established by
the United States Environmental Protection Agency (EPA) for
copper (4.8 μg L−1) and silver (1.9 μg L−1) in seawater.17

The determination of metals in seawater using inductively
coupled plasma optical emission spectrometry (ICP-OES)
presents significant challenges due to the complex matrix
composition and trace concentrations of these elements. The
high salinity of seawater, approximately 3.5%, induces matrix
effects and spectral interferences that may adversely affect the
accuracy and precision of the ICP-OES measurements. The
complexity of matrices mainly composed by easily ionizable
elements (EIEs), such as seawater, presents a challenging
situation.18−23 Generally, the presence of an inorganic matrix
leads to either a decrease or an increase in the ICP-OES
emission intensity depending on the operating conditions and
the plasma observation height.24 Additionally, the increase in
matrix concentration tends to exacerbate interference, the
degree of which varies with the specific emission wavelength
chosen. Therefore, a previous sample preparation step is
required to perform this kind of analysis. The simplest
approach involves diluting the sample to mitigate matrix
effects.25,26 However, large dilution factors are often required,
which can degrade the limits of detection. Consequently,
various sample preparation methods have been developed to
efficiently isolate the target analyte from the sample matrix,
including liquid−liquid extraction,27−29 adsorption col-
umns,30,31 ion exchange resins,32−34 and coprecipitation.35,36

Conventional liquid−liquid extractions, which use vigorous
agitation to create small droplets and increase the contact
surface area to improve extraction efficiency, split the analyte
between two immiscible phases according to the distribution
law. To maximize the analyte recovery, extractive agents
forming complexes with the metal ions may be added.
Achieving efficient liquid−liquid extractions typically involves
performing multiple extractions on the same sample, which
requires a significant quantity of reagents, generates substantial
waste, and extends the agitation and extraction times.
Dispersive liquid−liquid microextraction (DLLME) has been
introduced as an alternative, significantly reducing the volume
of organic solvents needed.29,37 In DLLME, a solvent-
dispersing agent mixture is added to the sample, allowing
dispersion of the extracting solution within the sample. Both
phases are separated through centrifugation and filtration for
subsequent analysis. Unfortunately, these additional steps
increase the sample preparation time.29,37 Recently, a
dispersive liquid−liquid aerosol phase extraction method
(DLLAPE) has been successfully applied for the analysis of
water,38 oil,39,40 and biodiesel41 samples. This innovative
approach involves nebulizing one phase over another,
eliminating the need for a dispersing agent and minimizing
reagent consumption. The DLLAPE significantly shortens the
extraction time compared to traditional methods, attributable
to the extensive surface area created at the liquid−liquid
interface, estimated at approximately 1 m2 per cm3 of
extracting solution.41

This study aimed to develop, evaluate, and validate the
analytical performance of the DLLAPE method for determin-
ing silver, cadmium, copper, nickel, and lead concentration in
seawater samples using ICP-OES. The method validation
assessed the repeatability, intermediate precision, trueness, and
bias contributions to the expanded uncertainty. Finally, 10
seawater real samples were analyzed to demonstrate the

method applicability for metal determination in complex
marine matrices.

2. MATERIALS AND METHODS
2.1. Reagents and Samples. A multielemental organic

solution (100 mg kg−1, Conostan S-21 + Be + K + Li + Sb,

SCP SCIENCE, Clark Graha, Baie D’Urfe,́ Canada) was
diluted in xylene (Labbox Labware S.L., Vilassar de Dalt,
Barcelona, Spain) to prepare a multielemental stock solution.
Additionally, 2000 mg kg−1 Sc and 1000 mg kg−1 Y standard
solutions from Conostan (SCP SCIENCE, Clark Graha, Baie
D’Urfe,́ Canada) were used as internal standards.

Citric acid, sodium citrate, acetic acid, and sodium acetate
(Panreac Applichem, Barcelona, Spain) were used to prepare
the buffer solutions. O,O′-Diethyldithiophosphate (DDTP)
(Sigma-Aldrich, St. Louis, MO, USA) was used as a chelating
agent. Ultrapure water was supplied by the three-step ion-
exchange system Milli-Q, fed by the reverse osmosis system
Elix 3, both from Millipore (El Paso, TX, USA).

Three seawater certified reference materials were analyzed in
the present work: ERM CA 403 (European Commission, Joint
Research Centre, Geel, Belgium), NASS-5 (National Research
Council of Canada (NRC−CNRC), Ottawa, Canada), and
CASS-6 (National Research Council of Canada (NRC−
CNRC), Ottawa, Canada). The samples are certified in Ag,
Cd, Cu, Ni, and Pb concentrations, together with other
elements. Moreover, a total of 10 seawater samples were
collected from the seashore touristic coastal areas of Alicante
and San Juan (Spain). Before analysis, the samples were
filtered to eliminate any suspended solid particles.
2.2. Synthetic Seawater Sample Preparation. To

optimize and validate the DLLAPE method, a synthetic
seawater matrix was prepared (Table S1).42 Sodium chloride
(Scharlab, Barcelona, Spain), magnesium chloride hexahydrate
(Panreac Applichem, Barcelona, Spain), calcium chloride
dihydrate (Panreac Applichem, Barcelona, Spain), sodium
floride (Panreac Applichem, Barcelona, Spain), potassium
chloride (Sigma-Aldrich, Saint Quentin Fallavier, France),
sodium bicarbonate (Panreac Applichem, Barcelona, Spain),
potassium bromide (Probus, Barcelona, Spain), strontium
chloride hexahydrate (Panreac Applichem, Barcelona, Spain),
anhydrous sodium sulfate (Panreac Applichem, Barcelona,
Spain), and boric acid (Panreac Applichem, Barcelona, Spain)

Table 1. ICP-OES Operating Conditions

instrument parameter
cyclonic spray
chamber

hTISIS spray
chamber

temperature spray chamber
(°C)

20 350

RF power (kW) 1.4
plasma flow rate (L min−1) 15
auxiliary flow rate (L min−1) 1.0
nebulization flow rate

(L min−1), Qg

0.35 0.30

liquid flow rate (μL min−1), QL 50 30
sample injected volume (μL) 5
integration time (s) 0.1
sampling time (s) 0.4
replicates 5
emission lines (nm) Ag I 328.068; Cd I 228.802; Cu I

327.393; Ni II 231.604; Pb II
220.353

I: atomic line
II: ionic line
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were used for the preparation. This synthetic matrix was used
as a blank sample for optimization and recovery studies.
Moreover, the synthetic sample was spiked by using a
multielemental certified solution (Merck IV, Merck KGaA,
Darmstadt, Germany).
2.3. DLLAPE Extraction. Metals were extracted using an

aerosol phase extraction (DLLAPE) procedure.38−41 1.5 g of
the seawater sample was weighed and transferred into a 5 mL
polypropylene tube. Then, 0.5 g of pH buffer solution (acetic
acid/acetate) and 0.5 g of a solution containing the chelating
agent DDTP were added. The xylene-extracting solution was
delivered to a glass pneumatic concentric nebulizer (TR-30-
A2, Meinhard, USA) by means of a peristaltic pump (Perimax
16 antiplus, Spetec, Erding, Germany) using 0.25 mm i.d.
solva-based material with plasticizer tubing (Solva, Ismatec SA,
Glattbrugg, Switzerland). The organic solution was then
aspirated and nebulized over the sample for 120 s. Then, the
two liquid phases spontaneously separated, and the xylene
solution was collected using a pipet for direct analysis by ICP-
OES. Figure S1 shows a scheme of the DLLAPE extraction.
2.4. Instrumentation. An Optima 7300 DV PerkinElmer

ICP-AES spectrometer (Uberlingen, Germany) was used, and
the emission signals were axially viewed. The system was
equipped with a 40.68 MHz free-running generator and a
polychromator with an echelle grating. Segmented-array
charge-coupled device (SCD) detectors allowed the simulta-
neous measurement of several lines in the UV and visible
electromagnetic spectrum zones. Table 1 summarizes the
instrumental conditions for the two sample introduction
systems.

During the optimization of the DLLPPAE method, a PFA
concentric micronebulizer (CPI International, Santa Rosa, CA,
USA) attached to a cyclonic spray chamber (Glass Expansion,
Australia) was used as a sample introduction system. The
solutions were continuously delivered to the nebulizer by
means of a peristaltic pump (Perimax 16 antiplus, Spetec,
Erding, Germany) using a 0.25 mm i.d. solva-based material
with plasticizer tubing (Solva, Ismatec SA, Glattbrugg,
Switzerland).

To enhance the limits of detection and quantification, a
high-temperature Torch Integrated Sample Introduction
System (hTISIS)43 equipped with a 9 cm3 single-pass spray
chamber was employed and operated at 350 °C. An air
segmented injection methodology was employed where a
peristaltic pump (Perimax 16 antiplus, Spetec, Erding,
Germany) continuously aspirated air at a flow rate of 30 μL
min−1. A 5 μL sample volume was measured using an
automatic micropipette (Eppendorf, Hamburg, Germany) and
manually injected into the 0.25 mm i.d. contour flared end of
the solva pump tubing. Then, the sample was driven toward
the pneumatic concentric nebulizer. Transient signals were
obtained according to this approach, and the peak height was
taken as an analytical parameter. Metal concentration was
determined according to an external calibration method
without the addition of an internal standard. Calibration
curves were obtained from six standards prepared by the
proper dilution of the Conostan S-21 + Be + K + Li + Sb
multielemental organic solution in xylene. The calibration
curves ranged from 0.01 to 20 mg kg−1 and from 0.05 to 5 μg
kg−1 for the recovery study and the analysis of the samples,
respectively.

Seawater samples were analyzed using a 10-fold dilution
factor by using an Agilent 8900 ICPQQQ instrument (Agilent

Technologies, CA, USA) (ICP-MS/MS). This instrument is
equipped with an octupole collision-reaction cell (CRC)
located between two quadrupole analyzers. No gas or He
modes were selected. Moreover, the instrument is equipped
with a HMI (High Matrix Introduction) technology. The HMI
aerosol dilution technology significantly extends the matrix
tolerance of the instrument, allowing for the analysis of high-
matrix samples with lower dilution factors. The sample
introduction system was a glass pneumatic concentric
nebulizer (TR-30-A1, Meinhard Glass Products, Santa Ana,
USA) and a conventional double-pass spray chamber cooled at
5 °C. The solutions were delivered in continuous sample
aspiration mode to the nebulizer by means of an Agilent
G3160B autosampler, using a 0.25 mm flared-end PVC tubing
(Glass Expansion, Melbourne, Australia). The main operating
conditions are summarized in Table S2. Calibration curves
were obtained from six standards prepared by diluting a 100
mg L−1 multielemental stock solution (SCP33MS) purchased
form SCP SCIENCE (Clark Graha, Baie D’Urfe,́ Canada).
Internal standards were added to all solutions at the same
concentration level, including blank calibration standards and
samples. The final concentration was 40 μg L−1. The
calibration curves ranged from 0.01 to 10 μg L−1.
2.5. Method Validation. The contributions of repeat-

ability, intermediate precision, trueness, and bias were
considered for the calculation of the expanded uncertainty
(U) of the measurements (eq S1, Table S3). To evaluate
uncertainty contributions associated with trueness, repeat-
ability, and intermediate precision, five subsamples were
measured on 4 separate days. A synthetic seawater sample
was spiked with a 50 μg L−1 multielemental solution. Equation
S2 (Table S3) was used to calculate the contribution of
trueness to the uncertainty (ut). The uncertainty of the
measurement results on the spiked sample (uRec) was
determined by combining the root-mean-square bias (RMSBias)
between the experimental and theoretical added concentration
values with the combined uncertainty of the spiked sample
solution (uConc) and the uncertainty associated with sample
preparation (uPrep) (eqs S3 and S4, Table S3).

A one-way ANOVA test was used to determine the
repeatability and intermediate precision as within-group and
between-group standard deviations. The corresponding relative
standard uncertainty contributions were determined using eqs
S5 and S6 (Table S3).

In the case of Ag and Ni, where a correction factor was
required (as described in Section 3.2), the variation of the
correction factor should be included into the calculation of the
expanded measurement uncertainty.44,45 The contribution, uCF,
is the relative standard deviation of the correction factor
obtained through a recovery study at three different
concentration levels (0.1, 1, and 10 mg L−1) by measuring
six subsamples in 5 different days.

3. RESULTS AND DISCUSSION
3.1. Optimization of the Extraction Variables. The

optimization of variables affecting the extraction efficiency,
specifically the extraction equilibrium and aerosol character-
istics, was systematically undertaken in this study. Net emission
intensity was measured for 1 mg L−1 spiked synthetic seawater.
To evaluate the impact of the parameter optimization, a
relative intensity (Irel) was calculated according to
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I
Signal

Signal
i

m
rel =

(1)

where Signali corresponds to the experimentally determined
net intensity for the element “i” in the spiked sample under
different conditions (pH, extractant concentration, and
nebulization gas flow rate (Qg)) and Signalm is the emission
intensity at the lowest value for each studied variable. A relative
intensity higher than unity indicated enhanced extraction
efficiency.

Extraction equilibrium is heavily influenced by the chelating
agent (extractant) nature and its concentration as well as by

the pH of the sample. Different chelating agents, such as 8-
hydroxyquinoline, ammonium DDTP, ammonium pyrrolidine
dithiocarbamate (APDC), and sodium diethyldithiocarbamate
(NaDDC), have been employed in seawater elemental
analysis.28,29,46 A preliminary study was carried out to assess
the extraction capabilities of two reagents: 8-hydroxyquinoline
and ammonium DDTP. The extraction efficiency found for 8-
hydroxyquinoline was less than 20%, while that of DDTP was
higher. Consequently, DDTP was chosen as the extractant
agent for the DLLAPE method. This agent could form
complexes with a variety of elements, and its selectivity for
elements prevalent in seawater (Al, Ca, K, Na, and Mg) helps
minimize matrix effects and reduce spectral interferences.29,46

The pH of the sample plays a critical role in the distribution
of analytes between both phases and their interaction with the
chelating agent. It is expected that using DDTP as the
extractant would result in an improved extraction efficiency at
acidic pH.29 The impact of pH was evaluated by adding buffer
solutions with different pH values into the samples and
applying the DLLAPE method. Figure 1 shows the relative
intensity values plotted against the pH of the sample. The
highest relative intensity values for Ag, Cu, and Pb were
observed at pH 2.5, while the relative intensity of Cd and Ni
was not significantly impacted by the pH. Additionally, the
effect of extractant concentration on the emission intensity was
evaluated. The addition of an extractant agent improved the
extraction efficiency; however, at the evaluated range, the
concentration of the extractant did not notably influence the
efficiency (Figure S2). Nonetheless, the extractant concen-
tration did impact the precision of the DLLPAE method.
Optimal reproducibility, as quantified by the relative standard
deviation (RSD), was achieved with a 1% (w/w) DDTP
concentration for all of the analyzed metals except nickel. For
instance, the RSD for Cu was 10.3% at a 0.5% DDTP
concentration, which was reduced to 4.8% when the DDTP
concentration was increased to 1%. Similarly, the optimal RSD
for lead at the 1% DDTP concentration was found to be 2.4%
compared to an RSD of 5.3% at the lower DDTP
concentration.

Aerosol-phase extraction employs a pneumatic nebulizer to
generate an aerosol through interaction between a liquid
stream and a high-velocity gas stream. The aerosol drop size
distribution is influenced by the ratio between liquid flow rate
(Ql) and nebulizer gas flow rate (Qg). The value of the liquid
flow rate selected was 0.9 mL·min−1, providing sufficient
extractant solution for analyte extraction. As depicted in Figure
2, the impact of the liquid-to-gas flow rate ratio was evaluated
by modifying the Qg. In the DLLAPE method, the efficiency of
liquid−liquid extraction was determined by the total liquid
interface area, suggesting that generating finer aerosols could
improve extraction efficiencies.41 According to the data shown
in Figure 2, the highest Qg evaluated (i.e., 0.6 L·min−1) was the
optimum one, in terms of extraction efficiency. Although
higher nebulization gas flow rates were evaluated, it was
observed that a fraction of the sample was lost due to the liquid
partial ejection from the sample vial. Sample loss under high
gas flow rates was a critical limitation that affected the
reproducibility of the measurements.

The optimization of the extraction time led to a significant
improvement in extraction efficiency, with a maximum
efficiency observed when the nebulization time was 120 s. It
is important to note that the nebulization time was directly
proportional to the amount of the extracting phase employed.

Figure 1. Effect of pH on the relative intensity. pH: 2.5 (black bars),
4.0 (white bars), and 5.5 (gray bars). Metal concentration: 1 mg L−1;
1% DDTP; extraction time: 120 s; Qg: 0.5 L min−1; Ql: 0.9 mL min−1.
Error bars correspond to the standard deviation (three replicates).
ICP-OES experimental conditions: Table 1.

Figure 2. Effect of the nebulization gas flow rate (Qg) on the relative
intensity. Qg (L min−1): 0.4 (black bars), 0.5 (white bars), and 0.6
(gray bars). Metal concentration: 1 mg L−1; pH 2.5; 1% DDTP;
extraction time: 120 s; Ql: 0.9 mL min−1. Error bars correspond to the
standard deviation (three replicates). ICP-OES experimental con-
ditions: Table 1.

Table 2. Optimum Operating Conditions for the
Determination of Metals through the DLLAPE Method

variable optimal value

extraction time/s 120
extractant concentration/% 1
pH 2.5
nebulizer liquid flow rate (Ql)/mL min−1 0.9
nebulizer gas flow rate (Qg)/L min−1 0.6
nebulizer tip−sample level gap, d/mm 20
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Longer extraction times resulted in higher extraction solution
quantities and consequently greater dilution factors. Taking
into account the nebulizer liquid flow rate (Table 2) and the
nebulization time, the estimated amount of xylene used was 1.8
mL (1.5 g). However, after the aerosol was generated at the
nebulizer nozzle, the solvent evaporation from the droplet
surface had begun. Consequently, a fraction of the extracting
solution did not contact with the sample. Approximately 25%
of the xylene aerosol evaporated before it reached the sample
surface and was not available for extracting metals. To
compensate for this loss of extracting solution, the extraction
tubes were weighed with their contents before and after the
extraction step. Given that the seawater sample amount was 1.5
g, this sample preparation method achieved a preconcentration
factor of approximately 1.4. While this factor is not particularly
high, it is crucial to emphasize that the main benefit of the
DLLAPE technique compared to conventional methods is its
ability to analyze samples without dilution. Conventional
seawater analysis techniques, such as those using ICP-based
methods, typically require dilution factors between 10 and 100,
which can greatly impair analytical detection capabilities. The

optimal experimental conditions used for the extraction are
included in Table 2.
3.2. Accuracy and Bias of the Method. To assess the

method accuracy, an interday recovery study was conducted
using synthetic seawater samples spiked with 0.1, 1, and 10 mg
L−1 multielemental solution, with six subsamples analyzed over
5 different days. A recovery rate was calculated by applying eq
2:

R
C C

C
(%) 100S

A

NS= ×
(2)

where CS corresponded to the experimentally determined
analyte concentration in the spiked synthetic seawater sample,
CNS was the analyte concentration in the blank synthetic
seawater, and CA was the added concentration for a given
element.

For the DLLAPE method, the mean values of the recoveries
were approximately 100%, except for that of Ag (Figure 3).
The minimum and maximum values were in the ±10%
recovery range. Furthermore, the relative standard deviation
values were consistently below 10% for all cases. The recovery
values obtained for the studied concentration levels were
statistically evaluated to determine whether these values could
be considered statistically equivalent to 100%. Equations S7,
S8, and S9 were applied.47 Calculated biases were below the
bias uncertainty, indicating accurate measurements (Table S4).
Therefore, no statistically significant differences were found
between the measured and real concentrations except for silver
at 1 and 10 mg L−1 spiked levels and nickel with the highest
concentration. The observed recovery values below 100% for
Ag may be associated with its partial precipitation as AgCl. A
correction factor (eq S10, Table S3) based on the recovery
value could be employed to obtain the actual concentration of
Ag and Ni. It is important to note that the Guide to the

Figure 3.Mean recovery ratios obtained for three spiked samples at 0.1 (white bars), 1 (gray bars), and 10 mg L−1 (black bars) concentration levels
(n = 6, 5 days). Experimental conditions DLLAPE method: Table 2. Error bars correspond to the standard deviation. ICP-OES experimental
conditions: Table 1.

Table 3. Analyte Concentration (μg L−1) Measured for Each Certified Reference Seawater Samplea

CAAS−6 NASS−5 ERM CA403

analyte DLLAPE method certified value DLLAPE method certified value DLLAPE method certified value

Cu 0.504 ± 0.014 0.52 ± 0.03 0.308 ± 0.008 0.30 ± 0.05 0.86 ± 0.02 0.87 ± 0.13
Nib 0.393 ± 0.008 0.41 ± 0.04 0.251 ± 0.008 0.26 ± 0.03 1.07 ± 0.04 1.04 ± 0.16
Pb <0.09 0.014 ± 0.004 <0.09 0.008 ± 0.005 0.101 ± 0.005 0.098 ± 0.010

aExperimental conditions DLLAPE method: Table 2. ICP-OES experimental conditions: Table 1. bCorrection factor applied (1.089)

Table 4. Relative Standard Uncertainty Contributions and
Expanded Relative Uncertainty for Measurement of the Ag,
Cd, Cu, Ni, and Pb Contents in Seawater Samplesa

uncertainty contributions Ag Cd Cu Ni Pb

intermediate precision (uip) 2.1 1.2 1.3 0.4 0.7
repeatability (urep) 1.2 1.9 1.0 0.5 0.9
trueness (ut) 2.0 1.1 1.3 0.5 0.7
correction factor (uCF) 7.7 2.8
expanded relative uncertainty (U, k =
2)

16.6 5.1 4.1 5.9 2.8

aExperimental conditions DLLAPE method: Table 2. ICP-OES
experimental conditions: Table 1. Equations: Table S3.
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expression of uncertainty in measurement (GUM) recom-
mends the correction of known biases. The variation of the
correction factor must be included in the expanded measure-
ment uncertainty.44,45 It is crucial to consider that this
correction factor, used to compensate for bias, increases the
expanded measurement uncertainty. The correction factor
took a value of 1.184 for Ag, while for Ni, it was equal to 1.089.

The procedural limit of quantification (pLOQ) was
calculated by taking into account the limit of quantification
and the preconcentration factor (Table S5):

s
pLOQ

10
slope

1
preconcentration factor

b= × ×
(3)

The obtained pLOQ values were lower than the
concentration limits established by the European Commission7

and the EPA.17 Moreover, it is important to note that the
pLOQs obtained by applying the DLLAPE method in
combination with the ICP-OES analysis (Table S5) met the
minimum performance criteria established by Directive 2009/
90/EC,48 recommending that the LOQ of the methods should
be equal or below a value of 30% of the EQS.

Furthermore, the accuracy of the method was evaluated
through the analysis of three certified samples of seawater. Five
replicate samples were analyzed. Table 3 shows the
concentration and certified values for the analyzed samples.
No data are shown for Ag, as its concentration is not certified
in the analyzed reference samples, while in the case of Ni, the
results are not shown because the certified concentrations are
below the pLOQ (Table S5). To evaluate the results, the
difference (Δm) between the certified and measured values was
compared to the expanded uncertainty (UΔ) of both values.
Equation S11 (Table S3) was used to calculate the absolute
difference between the mean measured value and the certified
value. The uncertainty uΔ was calculated from the uncertainty
of the certified value and the standard deviation of the
measurement result (eq S12 and Table S3). The expanded
uncertainty UΔ was calculated by multiplying uΔ by a coverage
factor (k), which is usually 2 and represents a confidence level
of approximately 95%.49 Since Δm was lower than UΔ, it was
concluded that there were no statistically significant differences
between the concentrations obtained by applying the DLLAPE
method and the certified concentrations (Table S6).
3.3. In-House Validation Method. According to the

results previously shown, the combination of the developed
DLLAPE method with ICP-OES allows for the accurate
analysis of seawater samples. Under optimum extraction
conditions, an in-house validation and uncertainty estimation
was carried out.50,51 The expanded uncertainty values for Cd,
Cu, Ni, and Pb were lower than 6% for all elements, whereas
for Ag, this parameter was 16.6% (Table 4). In the case of Ag
and Ni, where a correction factor must be applied to
compensate for the bias, the assessment of this correction
factor represents the highest uncertainty contribution.
3.4. Analysis of Real Samples. Based on the above-

discussed results, 10 seawater samples were analyzed by
applying the DLLAPE method under optimal conditions,
followed by ICP-OES measurement. The concentrations of
metals detected in these real-world samples were all found to
be within legal limits (Table 5).7,17

The presence of Ag and Cu in seawater could be attributed
to a variety of sources including industrial activities, maritime
transport, and the natural erosion of coastal rocks and soils. Cu
is an essential trace element for aquatic life. HighT
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concentrations of this element could negatively impact water
quality and degrade marine ecosystems. Copper concentration
found in all the analyzed samples was below 2 μg L−1 (Table
5), demonstrating compliance with environmental standards.
Despite being a less common element in seawater, the
concentration values obtained for Ag were similar to those
for Cu (Table 5).

Moreover, samples were analyzed by applying a dilution
factor of 10 and their subsequent analysis by ICP-MS/MS. The
latter methodology was taken as a reference method to
compare the concentration results (Table 5). Statistical
comparison was performed to evaluate any differences between
the concentration results obtained by both methods. F test was
applied to assess statistical differences in terms of variance
between both methodologies. When variances were statistically
comparable, the concentration results were evaluated using the
Student t test. However, If the variances were not statistically
comparable, t value and the degree of freedom were calculated
by applying eqs S13 and S14 (Table S3). Only in four out of
the 36 evaluated cases, statistically different results were
provided by the two methods (see the figures in bold
characters in Table 5 and Tables S7 and S8).

4. CONCLUSIONS
The DLLAPE method combined with ICP-OES analysis
yielded an improvement in the analytical performance for the
determination of Ag, Cd, Cu, Ni, and Pb in seawater. This
improvement underscores the importance of selecting an
appropriate chelating agent, specifically DDTP, and adjusting
the sample’s pH to optimize extraction equilibrium and
efficiency. Additionally, the nebulizer gas flow rate and
extraction time play important roles in achieving an optimal
extraction efficiency. Under optimized conditions, the
DLLAPE method combined with ICP-OES offers several
advantages: (i) mitigation of matrix effects for seawater sample
analysis, (ii) minimization of reagent consumption and waste
generation in the sample preparation step, (iii) decreased
extraction times, (iv) low pLOQs that comply with regulatory
standards, and (v) low expanded uncertainty values, ensuring
the reliability and suitability of the method for determining
metal content in seawater samples.

Moreover, it is important to note that the DLLAPE method
has been applied for the first time to perform multielemental
analyses of aqueous samples. Previously, the DLLAPE method
was applied for the extraction of Mo using organophosphorus
chelating agents in hexane for seawater analysis. However, this
application was limited to one analyte (Table 6). On the other

side, the extraction method has been applied to the analysis of
organic samples by using aqueous solvents as extracting
solutions. Furthermore, the experimental conditions applied in
this recent application allowed the sample to be preconcen-
trated, which has a positive impact on the pLOQ values.
Consequently, this methodology has demonstrated enhanced
sensitivity relative to other methods, which have reported
higher pLOQ values (Table 6).

Regarding the analysis of Valencian Community seawater
samples, the determined concentrations of Ag, Cd, Cu, Ni, and
Pb were below the legal limits established by the European
Commission and the United States EPA.7,17
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Table 6. Comparison of the Different Applications of the DLLAPE Procedure as Sample Preparation Treatment for Metal
Determination

developed
method ref 38 ref 39 ref 40 ref 41

analytical technique ICP-OES ICP-OES ICP-MS ICP-OES, ICP-MS, ICP-MS/MS ICP-OES
sample seawater seawater olive oil oils and animal fat biodiesel
extracting solution xylene hexane 2% HNO3 choline chloride and ethylene glycol (1:2 mass ratio) 0.1 mol·L−1

HNO3

analyte Ag, Cd, Cu, Ni, Pb Mo Al, Ca, Cr, Cu, Fe, Mg,
Mn, Ni, Pb, Zn

Ag, Al, Ba, Cd, Cr, Cu, Fe, K, Li, Mg, Mn, Ni, Pb Ca, K, Mg, Na

dilution factor 2 2
preconcentration

factor
1.4 10 3

pLOQ 0.14−0.4 μg L−1 7 μg L−1 not reported 13−530 μg kg−1 (ICP-OES); 12−130 μg kg−1 (ICP-MS);
1−17 μg kg−1 (ICP-MS/MS)

24−51 μg kg−1
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