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)is research aims to conduct topic mining and data analysis of social network security using social network big data. At present,
the main problem is that users’ behavior on social networks may reveal their private data. )e main contribution lies in the
establishment of a network security topic detection model combining Convolutional Neural Network (CNN) and social network
big data technology. Deep Convolution Neural Network (DCNN) is utilized to complete the analysis and search of social network
security issues. )e Long Short-Term Memory (LSTM) algorithm is used for the extraction of Weibo topic information in the
memory wisdom. Experimental results show that the recognition accuracy of the constructed model can reach 96.17% after 120
iterations, which is at least 5.4% higher than other models. Additionally, the accuracy, recall, and F1 value of the intrusion
detection model are 88.57%, 75.22%, and 72.05%, respectively. Compared with other algorithms, the model’s accuracy, recall, and
F1 value are at least 3.1% higher than othermodels. In addition, the training time and testing time of the improvedDCNNnetwork
security detection model are stabilized at 65.86 s and 27.90 s, respectively. )e prediction time of the improved DCNN network
security detection model is significantly shortened compared with that of the models proposed by other scholars. )e exper-
imental conclusion is that the improved DCNN has the characteristics of lower delay under deep learning.)emodel shows good
performance for network data security transmission.

1. Introduction

In recent years, the Internet technology has made unprec-
edented progress with the continuous acceleration of the
globalization process [1]. )e number of smart grid ter-
minals has increased, big data, cloud computing, and other
technologies have been applied in various fields, and the
amount of data on the Internet has been exploded [2]. )e
Internet has gradually entered the era of big data with the
new features of high value and high transmission speed. Data
provides more support for people to find and extract useful
information.)e cross-age progress of the Internet has made
social networks larger and more diverse in forms. Various

social networks, such as QQ, WeChat, and Weibo, have
completely changed the life [3].

However, the development of science and technology is a
two-edged weapon. )e rapid technological progress brings
not only a new way of life but also the subsequent network
information security issues [4]. In social networks, users are
often threatened by network security issues including net-
work attacks, private data leakage, misuse, and theft of
confidential information. In the current network informa-
tion security monitoring system, there are many methods
and strategies for managing network information security
[5]. However, all these methods have varying degrees of
deficiencies in terms of security and operability when facing
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a huge amount of data. )ey cannot detect security topic
information on the network in time, especially the effective
information contained in the massive data of social net-
works. Traditional information search technology is difficult
to search and extract in time [6]. )erefore, to ensure data
and information security, timely and effective social network
security topic mining and analysis models are particularly
important for the development of information security and
network security [7].

To sum up, in today’s diverse social networks, it is
particularly important to mine and analyze the security
topic data on social networks and meanwhile ensure the
security of users’ social network information and avoid the
leakage and data loss of users’ private data [8]. At present,
the main problem is that the topics discussed on social
networks are mixed, and the inadvertent behavior of users
on social networks may leak their private data and threaten
their privacy. )e main contribution of the research lies in
the establishment of a network security topic detection
model by combining deep convolutional neural network
(DCNN) and social network big data technology. )e main
innovation lies in the use of DCNN to complete the analysis
and search of social network security issues. )e Long
Short-TermMemory (LSTM) is used to extractWeibo topic
information in the memory wisdom algorithm. )is is the
uniqueness and novelty of research and provides an ex-
perimental reference for the subsequent improvement of
the topic security and data transmission performance of
social networks.

2. Recent Related Work

2.1. Research Status of DCNNs. In recent years, the classi-
fication accuracy of Deep Neural Network (DNN) and
convolutional neural network (CNN) has begun to sig-
nificantly improve with the increasing network structure
and the comprehensive improvement of hardware per-
formance [9], as the neural networkmodel of the multilayer
network structure. )e neural network model has been
widely used in many fields, such as system intrusion de-
tection and images remote sensing recognition [10]. Rm
et al. used DNN to study benchmark intrusion detection in
the medical IoT environment, and the results showed that
the performance of the DNN model was more accurate
than the original machine learning algorithm, and the time
complexity was reduced by 32% [11]. Devan and Khare
used the softmax classifier to classify network intrusions
under the Tensor flow framework through DNNs, and the
results showed that the model was better than the shallow
machine learning algorithm of the original data set [12].
Chen et al. used an improved CNN architecture to evaluate
and calibrate the pollution degree of agricultural irrigation
water resources and improve the accuracy of near-infrared
prediction [13]. Igarashi et al. used DCNN (AlexNet) to
predict and study the degree of cancer invasion on en-
doscopic images of the upper gastrointestinal tract. )e
accuracy rates of the trained and validated data sets are,
respectively, 99.3% and 96.5% [14]. Kattenborn et al. used
deep learning CNNs to extract vegetation attributes from

remote sensing images. )ose improve the spatial resolu-
tion of vegetation remote sensing data [15]. Awais et al.
studied the classification of mixed and awake states of
newborns based on DCNN and support vector machine
algorithms. Its accuracy rate reaches 93.8% [16]. In sum-
mary, CNN and DCNN have been widely used in computer
vision in various fields.

2.2. Status of Social Network Security Issues. With the rapid
development of social networks, the personal privacy
leakage of users has become more and more serious. )e
private information of users in social networks is illegally
collected and used. Many scholars have conducted related
researches to solve the security protection problems of
social networks. Alshaikh et al. proposed a privacy mea-
surement algorithm on the degree of adjacency to achieve
the level of data availability and privacy protection “trade-
off” based on the differential privacy model, combined with
clustering and randomization algorithms [17]. Zhan and
Tao studied the security protection technology and security
protection mechanism under the 5th Generation Mobile
Communication Technology (5G) network [18]. Mar-
agatham et al. found that the trust-based photo-sharing
component can help solve the security problems in the
photo-sharing process of social platforms through simu-
lation experiments [19]. Meanwhile, the anonymization of
pictures should be represented with the edge characterized
by the distributor.

)e security issues of social networks are still at a basic
stage by analyzing the research of the abovementioned
scholars. Few scholars apply DCNNs to the topic mining
and analysis of social network security. )erefore, the use
of DCNN to construct social network information security
and intrusion detection models has extremely important
practical guiding significance for the analysis and predic-
tion of network information security under the trend of
increasing information security risks of social networks
[20].
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Figure 1: Mining topic data on social networks.
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3. Weibo Security Topic Mining and Security
Analysis on DCNN

3.1. Topic Mining and Demand Analysis of Social Network
Security. Weibo is one of the social networking platforms
that people use the most in their daily lives. )e infor-
mation on Weibo can not only describe people’s daily life,
but also the opinions and experiences of different groups
of people on a certain item. )e topic of Weibo has be-
come an important basis for reflecting popular social
topics [21]. )is research can identify and monitor im-
portant topics that affect network security from Weibo.
)e most important thing is to collect all Weibo infor-
mation on the topic in time after the incident. To collect
topic information comprehensively, it is necessary to
transform the messages sent by users into a topic model.
After the feature expression of Weibo is obtained in the
experiment, the DCNN model is used to train and learn
the deep semantic information in Weibo, and the system
will accurately identify and detect the topic feature ex-
pression ofWeibo [22]. Figure 1 shows the mining of topic
data on social networks. )e social network data extracted
from the user’s mobile phone client and computer ter-
minal are filtered by the Internet, stored in a big data
center, and extracted and analyzed through the data
center when needed.

3.2. Weibo Search Ranking and Topic Feature Mining and
Extraction. Weibo search ranking is playing an increasingly
important role in Weibo exploration and analysis [23]. As a
hot research topic, Weibo search is also widely used by
academic backgrounds and industries. )e main content of
the Weibo search is divided into two parts: extraction of
Weibo features and research on Weibo topics [24]. )e
extraction of Weibo features refers to the analysis of the
characteristics of Weibo social relations and the temporal
and spatial characteristics of Weibo on the micro-meaning
of Weibo text information, unifying the content of Weibo
blogs, eliminating the semantic gap between media, and
performing images and videos and unified extraction of
multimedia information. Weibo topic research is to
strengthen user search terms by inputting the user’s search
intent, combining semantic expansion and the expansion of
the knowledge base, and implementing a classification
model on Weibo features.

In the Weibo search, the most important thing is the
related classification, which combines all the features
extracted above, and obtains the similarity between the
Weibo message to be matched and the user request
according to the classification template and returns the
search result [25]. )e quality of the classification template
will affect the user’s search experience. )e classification
template directly determines the order in the search results
to study the network, and users tend to pay special at-
tention to the first tweet in the search results. )erefore, the
question about the Weibo information at the top of the
search results can satisfy the user’s needs in terms of in-
formation, and the search directly determines the user’s

search experience. )e classification model has played an
important role in the Weibo research framework for many
years.

Weibo information classification process: extract
Weibo features from Weibo information data, select
learning methods, learn classification models, and form the
weight of each feature [26]. )e linear combination used to
generate the classification function can be expressed as
follows:

f xi( 􏼁 � 􏽘

∣F∣

j�1
wj ∗ tj, (1)

xi represents the ith feature of tj, wj represents the weight
value of the jth feature in the ranking function, and F is the
feature set. On the ranking model, the Weibo topic infor-
mation related to the query sentence will be returned to the
search result. )e overall feature extraction structure is
shown in Figure 2.

3.3. Weibo Security Topic Detection on Hidden Dirichlet
Distribution. Because Dirichlet distribution has good
conjugation and aggregation, it is widely used in the field of
deep learning [27]. )e Dirichlet distribution is used to
mine and analyze the probability distribution of document
topics by using common appearance features in the text
[28]. Since Dirichlet distribution is an unsupervised
learning algorithm, it can easily realize vectorized repre-
sentation and modeling of text. Here, the trained model is
used to extract the topic detection features of the text, the
Weibo detection message is used as the topic distribution
vector, and the Gibbs sampling algorithm is used to sample
the distribution of lexical items. )e Gibbs sampling is
defined as follows:

P zi � k zi

􏼌􏼌􏼌􏼌 , w􏼐 􏼑θm, k ∗φk, (2)

φki �
nk,i + βt

􏽐
n
i�1 nk,i + βt􏼐 􏼑

. (3)

Equation (2) is the process of document generation,
which means that when the mth document is generated, the
topic number of the nth word of the document is first
generated from the document distribution matrix. Formula
(3) is the process of document word generation, which
represents the process of generating the nth word of themth
document in the thesaurus.

)e Dirichlet distribution is the foundation of digital
image processing. In the signal analysis and processing link,
Fourier Transform is used to transfer the signal from the
time domain to the frequency domain. )e frequency do-
main is used to process the signal to more accurately analyze
the composition of the signal frequency, laying the foun-
dation for the filtering operation. It is transferred from the
spatial domain to the frequency domain after the Fourier
transform of the image. )erefore, the image is subjected to
Fourier Transform operation. )is is very important in the
field of digital images. It is the basis of image feature

Computational Intelligence and Neuroscience 3



extraction and the basic necessary condition for image edge
detection and filtering and noise reduction.)eDNNWeibo
topic detection algorithm and DCNN’s Weibo security topic
detection are used to verify the effectiveness of the security
topic mining model.

3.4. Weibo Topic Detection on DNN. )e neural network-
based Weibo topic detection method requires the detection
object as a classification task [29]. Different from the pre-
vious vector machine model supported by the vocabulary
unit as the Weibo text vector, the neural network method
will extract the latent semantic features of the Weibo text
quantization process, and then use the Weibo text vector to
form multiple classifiers to supplement the Weibo topic
detection Model formation. )e research quantifies the text
through neural detection of Weibo topics, which has strong
linear separability. )e framework of the method for
detecting Weibo topic objects on neural networks is shown
in Figure 3. In the preprocessing part, the text of Weibo is
mainly processed for word classification, word banning, and
high-frequency word deletion.

3.5. Weibo Security Topic Detection Model on DCNN

3.5.1. Long Short-Term Memory (LSTM) Network. A re-
current neural network (RNN) uses short-term information
during the training process or makes the model lose the
long-term training results. To solve this problem, the re-
search uses the LSTM network structure [30]. In the LSTM
network, the threshold structure is introduced into the
“forget” and “memory” functions. During training, the
threshold structure selectively transmits information to the
network so that implicit long-term information can be
transmitted during the formation. )e vector words formed
by the LSTM network can better express the depth of se-
mantic information implicit in the semantic information in
the text and obtain more representative vector words of text
features, as shown in the following equations.

it � Wx,ixt + Wz,iZt−1 + bi􏼐 􏼑, (4)

ft � Wx,fxt + Wz,fzt−1 + bf􏼐 􏼑, (5)

ot � Wx,oxt + Wz,ozt−1 + bo􏼐 􏼑, (6)

gt � tanh Wx,mxt + Wz,mzt−1 + bg􏼐 􏼑, (7)

mt � ft ∘mt−1 + it ∘ gt, (8)

zt � ot ∘ tanhmt, (9)

mt represents the value mt−1 of the last iteration and the unit
function value of the input xt. Pass the vector ot to all
connected layers, and finally, calculate the output value with
zt. Meanwhile, mt indicates the iteration vector representing
the number of model training times, which is passed to the
next training as part of the input vector for the next iteration.
W is the weight matrix. b∗ is the bias vector, which is the
training parameter of the neural network. u ∘ v represents
the dot product operation between the two.

3.5.2. Use the Long and Short Temporal Memory Network to
Obtain the Deep Semantic Features of the Weibo Text.
On the LSTM sequence memory unit, the construction of
the neural network mechanism is shown in Figure 4.

To limit the transmission of the parameters of the neuron
network, the maximum number of expansion steps is set as
32, which means that the neuron network will restart after
the network is expanded 32 steps forward. A series of Weibo
topic data is used as the input of RNN, which predicts the
next word and updates the neural network settings
according to the prediction accuracy. )e LSTM state vector
of each iteration step of the neural network is used as the
corresponding word vector input to form a neural network
until the network converges to the specified maximum
number of iterations.
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Figure 2: Weibo topic feature extraction structure diagram.
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Meanwhile, eachWeibo has a start character and an end
character. )e LSTM state vector corresponding to the
formation step of the neural network of the ending
character can be expressed as a Weibo vector. After using
text corpus data to form a RNN, the proposed method can
obtain the Weibo word vector that represents the feature of
the Weibo text. )is vector representing the text features of
Weibo can be used to represent the words in Weibo and
apply them to subsequent Weibo search tasks and Weibo
topic detection.

3.5.3. Vectorized Representation of Weibo Text. )e first step
in implementing a Weibo topic object detection model on a
DCNN is to quantify Weibo text. )e quantification method
of Weibo text directly affects the detection effect of the
neural network [31]. In the text extraction model on CNN,
the common method of text direction quantification is to
supplement and crop the text after preprocessing and
concatenate the word vector corresponding to each word in
the text to obtain each word in the assembled text to obtain
the direct quantification of the text [32]. For the Weibo
object detection model on convolution depth, when pre-
processing the Weibo text, the text less than the threshold
length is filled with zero value, and the text greater than the
threshold length is cropped. And then, the word vector of
each word is spliced, and the obtained Weibo text infor-
mation is vectorized, and the vectorized representation
process of the entire Weibo text is shown in Figure 5.

)e training corpus in Figure 5 is the Weibo text corpus
and real-time news corpus. Text preprocessing includes
operations such as word segmentation, word extraction, and
removal of low-frequency words from the text information.
Filling and cropping: zero-value padding for the length less
than and cropping for the part whose length are greater than
the text length threshold. )en, the trained word vector is
used to assign the processed text to obtain the vectorized
representation of the Weibo text.

3.5.4. Optimized Training of the Neural Network.
Dropout layer: it is the characteristic layer for overfitting in
the neural network. In the process of forwarding propa-
gation of the network, some activated neurons are randomly
discarded, which can increase the necessary redundancy of
the network. Meanwhile, in the case of loss of activated
neurons, the model is allowed to maintain the correct
classification, which reduces the problem of overadjustment
so that the obtained model and training data will not be too
much [33].

)e formation of CNN is the principle of network
training for each layer. )e initial weight of the CNN
training layer is random, and the backpropagation algorithm
is used to adjust the corresponding weight value [34]. )e
reverse algorithm is divided into four parts: forward
propagation, backpropagation, comparison and update of
the loss function, and weight. )e initial filter cannot ef-
fectively extract features. )e loss function usually uses the
average square error, that is, the semiaverage square error, to
calculate the error between the result of the propagation
phase prediction and the propagation of the true mark.
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Figure 3: Framework diagram of Weibo security topic mining and detection.
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Backpropagation determines important weights and adjusts
the weights to reduce the overall error of the model. )e
detection process of the Weibo object detection algorithm
on DCNN is shown in Table 1.

3.5.5. Implementation and Research of Weibo Security Topic
Detection Model on DCNN. When building a new DCNN
model, a large amount of data training set and related in-
terference data set are usually needed for model training. It
aims to detect and identify Weibo security topics. )erefore,
the training data set and the interference data set are image
data.)e size of the image is defined as 224 ∗ 224 pixels.)e
DCNN model is designed on this basis. Information on
Weibo can usually be grouped into topic templates, like the
task of classifying text. )e most important step is to obtain
the expression characteristics of Weibo topics [35]. Tradi-
tional topic detection methods use unary language models to
represent Weibo topics, often ignoring potential syntactic
and semantic information. Using the DCNN model, it is

possible to learn the grammatical and semantic information
of Weibo more deeply, make the features of Weibo more
accurate, and improve the accuracy of Weibo topic detec-
tion. )e subject detection framework on DNN is shown in
Figure 6.

Weibo is first preprocessed and trained through the
network, and word vectors are obtained to represent each
piece of Weibo information. Second, the vector matrix of
Weibo keywords enters the DCNN, and the result shows that
the feature vector of each Weibo can be obtained by training
the DCNN. )e word vector representation of Weibo is
shown in the following equations:

P � w1 · · · ws. (10)

P is a Weibo sentence. )e short Weibo text can be seen as a
sentence.w1 · · · ws is the word vector of each word inWeibo.

)e Weibo word vector matrix is input into the DCNN,
and the feature map of the Weibo is obtained through the
convolutional layer including the filter.
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Figure 5: )e vectorized representation process of Weibo text.

Table 1: Weibo topic detection on DNN.

Weibo topic detection steps on DCNN
Input: Weibo text data of the topic to be detected
(1) Text preprocessing of Weibo topic data
(2) Build a DCNN model and initialize the network
(3) Use the word vector representation of the Weibo used for training as the input of the DCNN to train the DCNN model
(4) For the Weibo to be detected, use the trained DCNN model to predict, obtain the topic label, and complete the Weibo topic detection
Output: Weibo hashtag
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Figure 6: CNN text classification diagram.
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c � c1, c2, . . . . . . cn−h+1􏼂 􏼃. (11)

Ci is the feature of the Weibo topic after filtering the
results.

ci � f W · Xi.j+h−1 + b􏼐 􏼑, (12)

where h is the window size of the topic filter and b is the
paranoid value.

)is study aims to analyze and compare the performance
of DCNN’s Weibo security topic detection model. Irregular
data detection algorithms are used in the three-dimensional
data system to make judgments on topic extraction perfor-
mance. Topic security is detected on the Internet. )e algo-
rithm flow of data detection and transmission based onWeibo
text and semantic feature extraction is shown in Table 2.

3.6. SimulationExperiment. )e experiment usesWeibo as a
social network instance and uses the data crawled in Weibo
as a verification data set for judging the security of social
network topic content. )e experimental data is divided into
10 in total. )ere are 1,000 documents in text language,

including technology, art, life, entertainment, economy,
education, electronics, energy, environment, and history.
)e detailed distribution is shown in Table 3. Since some
categories of text are relatively small and not representative,
categories with more than 100 texts are selected for ex-
perimentation. Among them, the training data is 40%, and
the test data is 60%.

To verify the proposed algorithm more objectively, su-
pervised learning training is carried out in combination with
the click tag of the Weibo content, and topic subtags are
created for the click tag manually to further improve the
accuracy of the evaluation. )e algorithm uses MATLAB
software to carry out data analysis and simulation experi-
ments to verify the algorithm performance of the improved
DCNN. In the experiment, the number of iterations of the
neural network algorithm is 120, the simulation time is 2000
seconds, and the batch is 128. )e objective function is
optimized using MATLAB software. )e environmental
parameter settings of the software are shown in Table 4.

)e constructed DCNN Weibo security topic mining
and detection model is compared with neural network
models proposed in other related fields, including CNN,
DNN, and AlexNet, to evaluate the detection accuracy of the
model. )e prediction accuracy of the model is analyzed
from the angles of accuracy, precision, recall, and F1 value.

Table 2: Data security detection algorithm flow based on semantic feature extraction.

(1) Algorithm: DCNN
(2) Input: the raw points of P � p1, p2, . . . , pn􏼈 􏼉

(3) Output: the ground surface points pg

(4) Parameters:b0, bk,H, μ, λ, Cth, Vsn

(5) Mapping all the point cloud data into the polar grid Gri d (m, k) � PolarGri dM ap(P, b0, bk,H, μ, λ)

(6) Initialization pg � ∅
(7) Fors � 0: m − 1 do
(8) Forj � 0: k − 1 do
(9) Gri d (Sx, b1) � pi � (xi, yi, zi)􏼈 􏼉

(10) )e z-coordinate value of the point plus the laser installation Gri d (Sx, b1) � pi � (xi, yi, zi + H)􏼈 􏼉

(11) Order the points in the grid Gri d (Sx, b1) at height
(12) n� 1
(13) IFp21 >Cw

(14) return
(15) Else
(16) WhileΔz � pj+1 − p2i <Vta
(17) N� n+ 1;
(18) End while
(19) End IF
(20) End For
(21) End For
(22) Returnpg

Table 3: )e text used in the experiment.

Number Category Quantity Proportion (%)
1 Technology 75.5 7.55
2 Art 47.5 4.75
3 Life 65.3 6.53
4 Entertainment 138.4 13.84
5 Economy 124.1 12.41
6 Education 104.1 10.41
7 Electronics 163.2 16.32
8 Energy 104.4 10.44
9 Environment 107.6 10.76
10 History 20.2 2.02

Table 4: Parameter settings of simulation experiment
environment.

Test environment parameters
System structure B/S
CPU Intel Core i5-6300HQ
Main frequency 2.3GHz
RAM 8.00GB
Development language Java
Server database Tomcat MySQL

Computational Intelligence and Neuroscience 7



In addition, the above models are compared and analyzed,
and the average transmission rate and average delay time of
the models are used to evaluate the secure transmission
performance of social network data.

4. Results and Discussion

4.1. Analysis of Detection Performance of Different Models.
To study the detection effect of the improved DCNN on
social network security topics, the detection results of the
model are analyzed from the perspectives of accuracy,
precision, recall, and F1 value. )e indicators of the pro-
posed model are compared with models, such as CNN,
DNN, and AlexNet. And the results are shown in
Figures 7–10. Further compare the training time and testing
time required for each model, as shown in Figures 11 and 12.

As shown in Figures 7–10, the constructed system
model is compared with the neural network model pro-
posed by scholars in other related fields from the per-
spectives of accuracy, precision, recall, and F1 value. It is
found that the recognition accuracy of the constructed
model can reach 96.17% after 120 iterations of the model,

which is at least 5.4% higher than other models. Meanwhile,
the accuracy, recall, and F1 value of the intrusion detection
model are 88.57%, 75.22%, and 72.05%, respectively.
Compared with other algorithms, the model’s accuracy,
recall, and F1 value are higher, at least 3.1% higher than
other models. )erefore, compared with the network se-
curity detection model proposed by other scholars in re-
lated fields, the security detection model of the improved
social network platform has better recognition and pre-
diction accuracy.

)is research further compares and analyses the training
time and test time required for each algorithm, and the
results are shown in Figures 11 and 12. As the number of
iterations increases, the required training time and testing
time show a trend of first decreasing and then basically
stable; that is, convergence is achieved. In addition, the
training time and testing time of the improved DCNN
network security detection model stabilized at 65.86 s and

0 30 60 90 120
0

20

40

60

80

100

Epochs (n)

A
cc

ur
ac

y 
(%

)

DCNN
CNN

AlexNet
DNN

Figure 7: Comparison of the accuracy of different models.

DCNN
CNN

AlexNet
DNN

0 30 60 90 120
0

20

40

60

80

100

Epochs (n)

Pr
ec

isi
on

 (%
)

Figure 8: Comparison of precision of different models.

DCNN
CNN

AlexNet
DNN

0 30 60 90 120
0

20

40

60

80

100

Epochs (n)

Re
ca

ll 
(%

)

Figure 9: Comparison of recalls of different models with an in-
creasing number of iterations.

DCNN
CNN

AlexNet
DNN

Epochs (n)
0 30 60 90 120

0

20

40

60

80

100

F1
 (%

)

Figure 10: Comparison of F1 values of different models with an
increasing number of iterations.

8 Computational Intelligence and Neuroscience



27.90 s, respectively. Compared with themodels proposed by
other scholars, the prediction time of the improved DCNN
network security detection model is significantly shortened.
)is may be because the improved DCNN network security
detection model can enhance the generalization ability and
accelerate the convergence speed of the model training
process. )erefore, for the mining and analysis of social
network security topics, the improved DCNN network se-
curity detection model can obtain higher prediction results
in a shorter time.

4.2. Data Transmission Security Performance Analysis of
Different Network Models. From the aspects of the average
transmission rate and data transmission delay of network
data security transmission performance, the improved
DCNN network security topic detection model is further
compared with AlexNet, CNN, and DNN. )e results are
shown in Figures 13 and 14.

By comparing the network data security transmission
performance of each model under different transmission

data, with the increase of transmission data, the average
delivery rate of network data shows an upward trend.
Figure 13 shows that the data message transmission rate of
the improved DCNN network security detection model is
not less than 80%. In terms of average delay, the average
delay decreases with the increase of transmitted data. )e
average delay of the improved DCNN network security
detection model is stable at about 360ms, as shown in
Figure 14. )erefore, from the perspective of different data
transmission, the improved DCNN security detection model
has the characteristics of lower delay and shows good
network data security transmission.

4.3. Discussion of Results. )e test results of the model are
analyzed from the perspectives of accuracy, recall, and F1
value. )e accuracy, recall, and F1 values of the intrusion
detection model are 88.57%, 75.22%, and 72.05%,
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Figure 11: Comparison of training time of different models.
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Figure 13: Comparison of the average data transmission rate of
each model network under different transmission volumes.

DCNN
CNN

AlexNet
DNN

1 2 3 4 5 6
300

360

420

480

540

A
ve

ra
ge

 d
el

ay
 (m

s)

Data volume (Mb)

Figure 14: Comparison of average network data delay of each
algorithm under different transmission volumes.

Computational Intelligence and Neuroscience 9



respectively. Compared with other algorithms, this model
has higher accuracy, recall, and F1 value. It is at least 3.1%
higher than other models. )e data message transmission
rate of the improved DCNN network security detection
model is not less than 80% compared with AlexNet, CNN,
and DNN. )e average delay decreases as the transmitted
data increases. Li et al. [36] conducted gesture recognition
research based on CNN, optimized the classification
function of CNN, and improved the effectiveness and
robustness of the entire model. Geirhos et al. [37]
researched shortcut learning in DNNs. )e study shows
that fast learning is an important common feature of deep
learning systems. Jiang et al. [38] researched the design of
DNNs for photonic devices and discussed the network
training process, the division of different network types and
architectures, and the process of dimensionality reduction.
)e research has practical reference value for the simula-
tion and design of the photonic system [39–45]. In sum-
mary, the results of CNN and DNNs have been applied in
various fields in the research work of predecessors [46–49].
)e difference between this study and previous studies is
the use of DCNN to complete the analysis and search of
social network security issues [50–52]. Meanwhile, the
LSTM algorithm in the memory wisdom algorithm is used
for the extraction of Weibo topic information. )is is of
great significance to the improvement of the security
transmission performance of social network data.

5. Conclusion

With the rapid development of information technology,
information security issues in social networks have become
increasingly severe, and it is urgent to detect network at-
tacks or intrusions. )is study extracts the vector data of
Weibo-related security topics through the research of social
network security issues, combined with the mining and
data analysis of network security topics. Weibo security
topics are detected based on Latent Dirichlet Allocation
and DNN. Meanwhile, DCNN’s Weibo security topic de-
tection model is implemented and used to improve the
CNN. Combined with the DNN, the improved DCNN
security detection model is implemented to ensure the safe
operation of social networks. Finally, through the perfor-
mance analysis of simulation experiments, the improved
DCNN network security detection model predicts accuracy
and precision rates of 96.17% and 88.57%, respectively,
showing high prediction performance and good data
transmission performance. )e experimental results can be
as follows: the security of social networks provides ex-
perimental evidence. However, some shortcomings still
exist. Firstly, the dynamic growth of Weibo in real life is
very fast, and the establishment of a fast, iterative text data
representation is an important factor to be considered in
the subsequent research. Secondly, there are not only texts
on Weibo, but also a large amount of multimedia infor-
mation, such as images and videos. How to mine the se-
curity topics of this part of the information is a difficult
point in search research. )erefore, it is necessary to
consider more factors in this aspect in future research.
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