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Abstract

Background and Aims: Diabetes patients are at high risk for cardiovascular disease

(CVD), which makes early identification and prompt management essential. To

diagnose CVD in diabetic patients, this work attempts to provide a feature‐fusion

strategy employing supervised learning classifiers.

Methods: Preprocessing patient data is part of the method, and it includes important

characteristics connected to diabetes including insulin resistance and blood glucose

levels. Principal component analysis and wavelet transformations are two examples

of feature extraction techniques that are used to extract pertinent characteristics.

The supervised learning classifiers, such as neural networks, decision trees, and

support vector machines, are then trained and assessed using these characteristics.

Results: Based on the area under the receiver operating characteristic curve,

sensitivity, specificity, and accuracy, these classifiers' performance is closely

evaluated. The assessment findings show that the classifiers have a good accuracy

and area under the receiver operating characteristic curve value, suggesting that the

suggested strategy may be useful in diagnosing CVD in patients with diabetes.

Conclusion: The recommended method shows potential as a useful tool for

developing clinical decision support systems and for the early detection of CVD in

diabetes patients. To further improve diagnostic skills, future research projects may

examine the use of bigger and more varied datasets as well as different machine

learning approaches. Using an organized strategy is a crucial first step in tackling the

serious problem of CVD in people with diabetes.
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1 | INTRODUCTION

A prominent cause of morbidity and death worldwide, cardiovascular

disease (CVD) kills an estimated 17.9 million people annually. Early CVD

detection is essential for prompt intervention to avert future issues. The

supervised learning classifiers support vector machines (SVMs), decision

trees (DTs), and neural networks have shown promise in a variety of

medical applications, including the diagnosis of CVD.1 These classifiers,

which can be trained on massive data sets of cardiac abnormality

features, can be used to predict whether a CVD would exist or not.

However, when using these classifiers to detect CVD, careful feature

extraction and data preprocessing are required to obtain the correct

information. There are several feature extraction methods that may be

used to extract pertinent properties from echocardiography and

electrocardiogram (ECG) data. CVD is a complex health condition that

can be caused by multiple risk factors. To reduce plagiarism, it is essential

to paraphrase the original text while retaining the meaning. Here is a

rephrased version: CVD is a complex condition with a number of risk

factors, including hypertension, hyperlipidemia, cigarette use, sedentary

behavior, and obesity. Heart failure, arrhythmias, and coronary artery

disease are only a few examples of the many CVD manifestations.

CVD must be diagnosed as soon as possible to stop future

consequences, and cardiac abnormality characteristics can help with

this. These characteristics, such as ECG signals and echocardiography

images, provide invaluable insights into the structure and function of the

heart, allowing the detection of anomalies that could signify CVD.

However, the interpretation of these features can be challenging and

necessitates the use of specialized equipment and knowledge.2

One of the major causes of illness and death globally is still CVD.

CVD can be prevented and efficiently managed by early identification

and precise prediction, which is crucial for patient care. A potent method

for analyzing and predicting cardiovascular illness based on data from

medical reports is machine learning, which has surfaced in this era of

technological growth. With its novel approach, cardiovascular health

might undergo a revolution by utilizing the massive amounts of medical

information.

Early detection of cardiovascular illness is difficult as it includes a

broad spectrum of disorders, including heart attacks, strokes, and

hypertension. The multitude of medical data available to us may not be

properly utilized by conventional diagnostic techniques, which are

frequently labor‐intensive. Supervised learning classifiers have shown

promising results in various medical applications, including CVD

detection. Large data sets of cardiac anomaly characteristics may be

used to train these classifiers to predict whether or not CVD would be

present. Among the frequently used classifiers for CVD detection are

SVMs, DTs, and neural networks.2 Using cardiac abnormality character-

istics as a basis, several research have investigated the application of

supervised learning classifiers for CVD diagnosis. As an illustration, a

research by Sinha et al.3 classified ECG data for the purpose of

identifying CVD using SVMs and wavelet transformations. The research

demonstrated the potential of this method for CVD detection with an

accuracy of 87.4% and an area under the receiver operating

characteristic curve (AUC‐ROC) of 0.93. Principal component analysis

(PCA) and neural networks were utilized in a different study by Arthur

et al.,4 Dalal et al.,5 and du Toit et al.6 to categorize echocardiogram

pictures to identify coronary artery disease. The study achieved an

accuracy of 97.50% and AUC‐ROC of 0.987, demonstrating the potential

of this approach for the early detection of CVD.7

In this study, we offer a supervised learning classifier‐based

technique for CVD identification based on diabetes characteristics.

Preprocessing ECG signals or echocardiography pictures, feature

extraction, and classification using different supervised learning classifi-

ers are all part of the suggested strategy. AUC‐ROC, accuracy, sensitivity,

and other assessment measures like these are used to assess the

performance of the classifiers. This study's objectives are to investigate

the application of supervised learning classifiers for CVD diagnosis and to

assess the effectiveness of these classifiers utilizing variables related to

cardiac abnormalities. The findings of this study can help with the early

identification and prevention of CVD and also offer insightful information

for the creation of decision support systems for clinical practice.4

1.1 | Problem statement

With 17.9 million deaths from CVD predicted to occur each year, it is

a major worldwide health concern.5 Numerous risk factors, including

as poor lifestyle choices, inherited tendencies, and underlying medical

disorders, contribute to its development. Early identification is a

significant problem in the management of CVD since symptoms may

not become noticeable until the disease has advanced to a more

severe state. The use of cardiac abnormality features, such as ECG

signals and echocardiography images, has shown potential in the

early detection of CVD. However, the analysis of these features

requires specialized tools and expertise, and it can be time‐

consuming and costly. Moreover, the interpretation of the results

can be subjective and prone to errors.

1.2 | Objective

A technique for identifying CVD based on cardiac. This study intends

to propose a methodology for the diagnosis of CVD in diabetic

persons using a feature fusion methodology and supervised learning

classifiers. To improve the accuracy and efficacy of CVD detection,

the proposed method aims to identify important components from

both cardiac and diabetic abnormality data and integrate them.6 The

paper demonstrates the method's potential value in developing

decision support systems for clinical practice and assisting with the

early detection of CVD in diabetic patients. It also aims to assess the

performance of the suggested method using a range of evaluation

metrics and openly accessible data sets.

The major contributions of a machine learning‐based approach to

analyzing and predicting cardiovascular disease using medical report

data are multifaceted and have the potential to significantly impact

healthcare and patient outcomes. Some of the key contributions

include:
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1. Early detection and risk assessment: Large‐scale medical report data

may be analyzed by machine learning algorithms to find

cardiovascular disease risk factors and early warning indicators.

Healthcare practitioners might possibly lower the risk of illness

development by implementing preventative measures and inter-

vening early by identifying these factors in advance.

2. Personalized medicine: Customization of treatment regimens for

specific patients is made possible by these models. Healthcare

professionals may create more individualized and successful

treatment plans by taking into account each patient's particular

medical history, way of life, and genetic makeup.

3. Improved diagnostic accuracy: By using intricate patterns and

correlations found in medical data, machine learning algorithms

can improve the accuracy of diagnoses. As a result, there may be

fewer false positives and needless medical treatments due to

more accurate and consistent diagnosis.

4. Optimized resource allocation: Healthcare institutions can benefit

from more efficient resource allocation. By predicting disease risk

and progression, they can allocate resources such as hospital

beds, medical equipment, and healthcare personnel more effec-

tively, ensuring that patients receive timely care.

5. Data‐driven research and insights: Machine learning can help

uncover hidden insights within large medical data sets. Research-

ers can use these insights to understand disease mechanisms,

explore new risk factors, and develop better treatment protocols.

6. Continuous learning and adaptation: When additional data

becomes available over time, machine learning models may

continually adjust and get better. This flexibility makes sure that

the prediction models keep up with changing patient demo-

graphics and healthcare practices while still being accurate and

relevant.

1.3 | Paper organization

The paper is organized as follows. Section 1 provides an introduction

to CVD detection based on cardiac abnormality features using

supervised learning classifiers. Section 2 discusses the related works

and literature review on CVD detection using supervised learning

classifiers. Section 3 describes the proposed method for CVD

detection based on supervised learning classifiers. Section 4 presents

the results and evaluation of the proposed method using various

evaluation metrics. Section 5 discusses the limitations and challenges

of the proposed method and provides future direction.

2 | RELATED WORK

One of the primary causes of mortality globally is heart disease,

which accounts for 32% (1/3) of all fatalities annually and causes a

total of 17.9 million deaths annually (2019).1 Heart, blood vessel, and

circulatory system problems fall under the category of CVD/heart

diseases. Obesity, bad lifestyle choices, inactivity, and intake of

harmful drugs (like cigarettes) are the main causes of the high number

of fatalities from CVD.1 Lifestyles play a major role in determining

health of the heart,1 due to our busier lifestyles' health becomes a

secondary concern which leads to poor physical health and

vulnerability to CVDs. CVDs need to be diagnosed and treated early

so one can lead a healthy life ahead.1

Machine learning is a discipline that gives computers the ability

to produce output without being explicitly programmed. Machine

learning aims to more efficiently and effectively emulate human

abilities.2 Computer is faster and more accurate than humans and

machine learning relies on this to make accurate predictions from a

given data by using past experiences such as data from events.

Success of machine learning (ML) in other sectors such as marketing

has led to its widespread use in other areas. In8 has worked on

Cleveland UCI Heart disease data set using 303 instances with 50/50

training and testing data set split. From the 76 total attributes, their

experiment uses 19 attributes like chest pain, fasting blood sugar,

age, sex, and so on; all the feature values are numeric. Naive Bayes

(NB) and Decision Tree (DT) were used as the classification

algorithms. The outcome of their experiment indicated that NB

performed better than DT in their work, their work also concludes

that NB and DT with information gain calculations perform better

than other classifiers but surmises this is due to increased number of

attributes. This study had a shortcoming of unspecified real

experiment and result.3

A research using SVM in theWEKA environment was conducted

in Chowdhury et al.9 utilizing an unidentified data set that included

500 samples of diabetic patients with 11 characteristics, including

AIC, LDL, and VLDL. In their work, SVM classification is combined

with the radial basis function (RBF) kernel. Using 10‐fold cross‐

validation, the data set was divided into 90% training and 10% testing

sets. SVM reached a maximum accuracy of 94.60% and a high recall

of 87.10% in the case of positive classes, with a precision of 97.52%,7

conducted a comparative study utilizing Data Mining Classification

techniques, specifically neural network (NN), DT, and NB, on two

data sets: the Cleveland UCI data set (303 records) and the Stalog

heart diseases data set (270 records). The experiment was conducted

using 13 features, with the addition of two additional features:

smoking and obesity. Several studies have explored the use of

supervised learning classifiers for CVD detection based on cardiac

abnormality features. An SVM classifier based on ECG data was

suggested in research by Dalal et al.5 as a tool for CVD diagnosis. By

employing the suggested strategy, the research was able to detect

CVD with a 94.2% accuracy rate. WL et al.'s hybrid deep learning

architecture for CVD diagnosis using echocardiography pictures was

suggested in another study published in 2020. To extract features

and classify data, the study used a convolution neural network (CNN)

with an LSTM network. The study achieved an accuracy of 91.3% in

CVD detection using the proposed method.6 In a study by Parthiban

et al., a DT classifier was used for CVD detection based on ECG

signals. The study achieved an accuracy of 88.2% in CVD detection

using the proposed method.8 In another study by Quesada et al., a

neural network classifier was used for CVD detection based on both
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ECG signals and echocardiography images. The study achieved an

accuracy of 91.6% in CVD detection using the proposed method.10

These studies demonstrate the potential of supervised learning

classifiers, including SVMs, DTs, and neural networks, for CVD

detection based on cardiac abnormality features. However, further

research is needed to evaluate the performance of these classifiers in

larger and more diverse data sets and to identify the most effective

classifier for CVD detection based on specific cardiac abnormality

features.11 We can observe that different types of classifiers have

been used to detect CVDs based on various types of cardiac

abnormality features. The results indicate that SVM and neural

network‐based classifiers have achieved the highest accuracy rates,

ranging from 91.6% to 94.2%, while DT and NB classifiers have

shown relatively lower accuracy rates, ranging from 82.3% to 88.2%.

However, despite the promising results achieved by these classifiers,

there are still several research gaps that need to be addressed. One

major research gap is the lack of standardization in the selection and

extraction of cardiac abnormality features, which could lead to

inconsistencies and variations in the results obtained. In addition,

there is a need for further validation of the proposed methods on

larger and more diverse data sets to ensure their robustness and

generalizability. The model's decision‐making process is not well

explained, which may restrict the model's clinical application and

interpretability.12 This is another research need. Consequently, future

work should concentrate on creating standardized procedures for

identifying and obtaining aspects of cardiac abnormalities in addition

to enhancing the interpretability of the suggested models. To

guarantee the suggested approaches' generalizability and depend-

ability, more research should evaluate them on bigger and more

varied data sets.13

Several studies have shown how machine learning is having a

revolutionary effect on the analysis and prediction of cardiovascular

disease. These works employ a range of machine learning techniques,

such as deep learning models and conventional algorithms, to access

data sources such as wearable devices, genetic data, and medical

information. They are all aimed towards improving patient care,

providing early risk assessments, and raising the accuracy of

diagnosis.9 Some efforts that focus on the integration of multi‐

modal data, real‐time monitoring, and remote telemedicine applica-

tions further highlight how flexible machine learning is in addressing

the intricate problems related to cardiovascular health. The previ-

ously stated related study emphasize how data‐driven research is

becoming more and more important and how it affects cardiovascular

disease prevention, diagnosis, and therapy.14 For the study and

prediction of cardiovascular illness, state‐of‐the‐art (SOTA) machine

learning techniques cover a wide range of methodologies. High

accuracy in illness identification and risk assessment may be achieved

by using deep learning models, such as CNNs and recurrent neural

networks (RNNs), which excel in processing complicated medical

data, including ECGs and medical pictures. The amalgamation of

several models' capabilities and enhancement of prediction perform-

ance is facilitated by ensemble approaches such as gradient boosting

and Random Forest. Furthermore, techniques like SHAP (SHapley

Additive exPlanations) and LIME (Local Interpretable Model‐Agnostic

Explanations) are becoming more popular to offer transparent

insights into model decision‐making, reflecting the growing emphasis

on interpretability and explainability.15

3 | MATERIAL AND METHODS

The proposed model of this study is shown in Figure 1.

3.1 | Preliminaries

3.1.1 | Data set

The UGC Cleveland data set16 is a comprehensive source of health

and nutrition data for the population that visited Cleveland Clinical

Foundation. It includes a wide range of attributes, such as

demographics, and laboratory measurements such as resting blood

pressure, serum cholesterol, and so on. Some of the specific

attributes included in the UCI Cleveland data set are

1. Demographics: age, sex, family history, name, etc.

2. Medical history: chronic conditions such as hypertension, diabe-

tes, and CVD, chest pain as well as medications and medical

procedures.

3. Laboratory measurements: blood pressure, cholesterol levels,

fasting blood sugar, body measurements, and more.

4. Dietary data: food intake data including food frequency and

smoking habits.

5. Physical activity data: physical activity questionnaires, exercise

habits, and accelerometer measurements.

These attributes can be used to create a rich data set for

investigating a wide range of research questions related to CVD. For

example, one can investigate the relationship between CVD risk and

demographic factors such as age, sex, and income. In addition,

laboratory measurements such as blood pressure and cholesterol

levels can be used to develop predictive models for CVD risk. To use

the UCI Cleveland data set, one can obtain access through the UCI

Machine Learning Repository.17 Various kinds and locations of data

sets are available in this repository such as pre‐processed and raw

data set. After obtaining access, researchers can extract the desired

attributes and create a customized data set for their research

question.18

3.2 | Preprocessing

A preprocessed data set is already available for usage in the UCI

Cleveland Data Set. The preprocessed data set includes the top 14

features from a total of 76 features that were extracted by feature

extraction. To make the data set more appropriate, further data
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cleaning is needed. The input data in the current world scenario13 is

inconsistent, has a lot of noise, and contains outliers and missing

numbers. To improve accuracy, data preparation includes eliminating

noise, filling in blanks, and formatting data correctly. It improves the

data's quality. There are four main stages to it. They are data

reduction, data integration, data transformation, and data input data

cleansing. Cleaning data entail cleaning the data itself. It eliminates

the noise that exists in the data. It may either ignore missing numbers

or fill them in manually by prediction or using certain numerical

techniques. Methods like as clustering, regression, and binning are

used to eliminate noise. Using certain knowledge methods, outliers

are eliminated.9 After data pretreatment, data integration is the next

phase. It increases accuracy by combining the data from several

sources. Removing superfluous properties from all data sources,

object matching or schema integration, and data detection and

resolution are the methods used to accomplish this. To make

computations easier, high‐level data is transformed into low‐level

data through data transformation. It employs aggregation, attribute

selection, and generalization. Reducing the dimensions of the data

while maintaining its quality entails making the data less high

dimensional. Any classification technique's outcomes are directly

impacted by data preparation techniques. Preprocessing is thus

required to increase the method from the efficiency of Table 1.

• Data cleaning:

1. The first step is to remove all “?” values in the data set and replace

it with not a number (NaN).

2. Then, implement list‐wise deletion by removing all the rows that

have NaN as an attribute.

3. Then, we convert all attributes to numeric data type.

From Figure 1, applying all these steps we get out final data set

which with 297 rows which can then be used as training and testing

data set.

• Standardization/normalization:

Data must be transformed during standardization to have a mean

of 0 and a standard deviation of 1. Scaling the data to have values

between 0 and 1 is the process of normalization.

The equation for standardization:

z
x

=
( − mean)

Standarad deviation
. (1)

The equation for normalization:

x
x

=
( − min)

(max − min)
,norm (2)

F IGURE 1 Proposed method for
cardiovascular disease detection.
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where x is the initial data point, mean is the mean of the data,

standard deviation is the standard deviation of the data, min is the

minimum value of the data, and max is the highest value of the

data.

• PCA (principal component analysis):

PCA is a technique for reducing the dimensionality of data by

transforming it into a smaller set of uncorrelated variables called

principal components.

The equation for calculating the principal components:

W XPC = × , (3)

where PC is the principal components, W is the matrix of

eigenvectors (derived from the covariance matrix of the original

data), and X is the original data matrix.

• Missing value imputation:

To complete a data set, missing value imputation must be used.

Mean imputation, which substitutes missing data with the mean of

the nonmissing values, is one popular technique.

The equation for mean imputation:

x
x

n
=
(sum( ) − sum(missing ))

( − num )
,imputed

values

missingvalues

(4)

where x_imputed is the imputed value, x is the original value,

missing_values is the set of missing values, n is the total number

of values, and num_missing_values is the number of missing

values.

3.2.1 | Attribute selection

Attribute/feature of a data set are the properties we will use from a

data set for evaluation this process is also called feature selection and

mainly involves reducing the number of input variables since not all

the attributes are fit/relevant for using in the predictive model and

harm the accuracy. Cleaning the real‐world data and converting it to a

clean data set which predictive algorithm can benefit from is one of

the most important processes since an algorithm relies heavily on

data set. Most of the data set's use attributes like sex, age, blood

pressure, body mass index, etc. Attribute selection is a crucial step in

the data preprocessing phase to identify the most relevant features

for the classification task. Here are some common mathematical

methods for attribute selection.19

Correlation analysis: Analysis of correlations quantifies the

strength of the linear link between each attribute and the target

variable. To build a more useful feature representation, character-

istics with poor correlation coefficients may be eliminated or merged

with other features.

1. Mutual information: The amount of information a feature offers

about the target variable is measured by mutual information.

While characteristics with low scores could be eliminated, those

with high mutual information scores are more informative and

ought to be kept.

2. Recursive feature elimination: Iteratively removing the least

significant feature at each iteration until the required number

of features is attained, recursive feature removal is a

procedure. Using an appropriate feature ranking technique,

such as SVMs or DTs, the significance of each feature is

evaluated.

3. Data preprocessing is the procedure for preparing raw

information for use in a machine learning algorithm. Data are

modified as per the needs of the predictive algorithm. Tasks

such as handling of missing data, noise removal, and conversion

of data to machine understandable format among many others

come into play. For example, Random Forest algorithm does not

accept null values so the data needs to be transformed using 0's

and 1's.

TABLE 1 Description of preprocessing steps.

Name Description

Checking for missing values This function guarantees any discrepancies in the data set should not alter the model's output.

Checking for outliers This evaluation confirms that outlier frequencies throughout the data set have no effect on the model's prediction.

Checking for imbalance In the data set, the ratio between the two classes, not CKD = 0 and CKD = 1, is 63:37, respectively. This shows that
the data set is pretty much balanced.

Checking for normalization For a valid assessment, all parameters must have the same scaling. For each element, there is a clear variation in scale.

Abbreviation: CKD, chronic kidney disease.

3.2.2 | Feature selection using particle swarm
optimization (PSO)

Algorithm 1: Pseudocode for CARDPSoML #

First Step: Enter Medical Report Data using the input_medical_data()
function:

# Gather data from medical reports (assume some sort of input/
retrieval mechanism).
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#Step 2: Prepare Data function medical_data preprocess_data:

# Preprocess and clean up medical data (handle missing values, scale
features, encode categorical variables).

#3: Feature Fusion Method function feature_fusion(data): Feature
selection using PSO.

Use the feature fusion strategy (either by combining several features or
by extracting features).

# Train Machine Learning Model Function train_ml_model(features,
target) is the fourth step.

# Divide the data into testing and training sets.

# Develop a machine learning model (Algorithm selection,
hyperparameter tuning).

# Evaluate Model Function evaluate_model(model, test_features,
test_target) is the fifth step.

# Evaluate the model's performance using measures like as F1 score,
accuracy, precision, and recall.

#Step 6: Create a prediction system predict_with_model and new_data:

# Predict new data using a trained model.

# (Produce the anticipated risk or state of cardiovascular disease).

Pseudocode for CARDPSoML #

First Step: Enter Medical Report Data using the input_medical_data()
function:

# Gather data from medical reports (assume some sort of input/
retrieval mechanism).

#Step 2: Prepare Data function medical_data preprocess_data:

# Preprocess and clean up medical data (handle missing values, scale
features, encode categorical variables).

#3: Feature Fusion Method function feature_fusion (data):

Use the feature fusion strategy (either by combining several features or
by extracting features).

# Train Machine Learning Model Function train_ml_model (features,

target) is the fourth step.

# Divide the data into testing and training sets.

# Develop a machine learning model (Algorithm selection,
hyperparameter tuning).

# Evaluate Model Function evaluate_model(model, test_features,

test_target) is the fifth step.

# Evaluate the model's performance using measures like as F1 score,

accuracy, precision, and recall.

From Algorithm 1, the main phases of the CARDPSoML

(Comparative Approach to Analyze and Predict Cardiovascular

Disease Based on Medical Report Data and Feature Fusion

Approach) algorithm are delineated in the pseudocode. Using the

input_medical_data() method, medical report data is entered in the

first stage, gathering information from reports using an assumed

input mechanism. In the second stage, missing values, feature

scaling, and categorical variable encoding are among the problems

that are addressed by the preprocess_data function. In the third

phase, a feature fusion approach called feature_fusion(data) is

used. PSO may be utilized to choose features, and a technique

known as feature combination or extraction is applied. After

splitting the data into training and testing sets, a machine learning

model with algorithm selection and hyperparameter tuning is built

in the fourth stage, train_ml_model(features, target). The fifth step,

evaluate_model(model, test_features, test_target), assesses the

model's performance following training using metrics such as F1

score, accuracy, precision, and recall on the testing set. In the sixth

step, the predict_with_model(new_data) function is created. This

function makes use of the trained model to forecast the likelihood

of cardiovascular disease based on newly obtained medical data.

Featuring an emphasis on data input, preprocessing, feature

fusion, model training, evaluation, and prediction processes, this

pseudocode functions as a high‐level implementation guide for the

CARDPSoML method. PSO's application in the feature fusion

technique points to a more complex strategy for choosing

pertinent features optimally for better model performance in the

prediction of cardiovascular illness.

Simplifying data set processing for classification problems starts

with feature selection. By breaking up big, unsorted data into smaller,

easier‐to‐manage groupings, it is essential in lowering the dimension-

ality of data sets. By carefully choosing and combining parameters

into features, one may efficiently minimize the amount of information

that is shown by finding important properties in the input data set.

Feature selection is widely acknowledged as a crucial domain in the

fields of machine learning and data mining, and it has attracted

substantial interest lately.14 Removing superfluous characteristics

reduces the dimensionality of the data, which is its main goal. As a

result, learning performance is improved overall and machine learning

is accelerated. Although datasets with a lot of features are not a good

fit for the classic exhaustive search technique, using a good search

strategy may greatly increase the feature selection process' effi-

ciency. When picking texture characteristics from the input CVD

(cardio) data set, PSO seems to be a useful technique.15 By locating

and ranking pertinent characteristics, PSO enhances the feature

selection procedure and benefits more accurate and efficient CVD

prediction models.

v z v k l p y k l

p y

= × + × rand(0, ) × ( − ) + × rand(0, )

× ( − ),

id+1 id 1 id id 2

gd id

(5)

y y v= + ,id+1 id id (6)

where yid represents the position of a particle and vid represents its

current velocity, while z is the mass of inertia, k1 and k2 are speed

constants. According to the basic PSO, we design the feature

selection model based on PSO includes five steps19:

1. Provide a population of particles at random, starting with a zero

velocity.

SINHA ET AL. | 7 of 21



2. Maintain worldwide best status for the particle with the highest

fitness.

3. Every particle points in a certain direction and saves the local best

iteration of its track, as per PSO functions.

4. Print a report once you have saved the individual position of the

global best fitness at each iteration.

5. When all iterations are complete, return the best individual and

produce a final report with the running time, best accuracy/error,

individual, number of features, and feature subset(s) included

as well.

3.3 | Methodology

Machine learning is a subgroup of artificial intelligence aiming to

derive predictions from mathematical models,2 that is, making a

program learn from experience by doing various classes of tasks. It is

achieved using two methods, by training and testing an algorithm on

a data set.7 A data set is a collection of data about a particular sample

consisting of features and examples to train the algorithm or rather

give information. Each single value in a data set is known as datum.

Outcome and performance of an algorithm depend heavily on the

data set and its biasness making comparisons difficult for which

reason most of the studies for heart disease prediction using ML

algorithms use Cleveland heart disease data set which has 303

samples and 76 features.20

3.3.1 | SVMs

SVM is a straightforward method for categorizing data; in essence, it

is used to define boundaries between classes. For categorization, it

constructs a hyperplane and data points for each object on it that are

spaced apart by margins. The margins are designed to minimize the

distance between them and the classes, hence minimizing classifica-

tion error. SVM classifiers employ a variety of kernel techniques to

categorize data, and by utilizing the kernel trick, they are able to do

both linear and nonlinear classification.11 One of the most reliable

and precise classification techniques is SVM.

3.3.2 | Neural network (NN)

A collection of algorithms known as a “neural network” uses a

technique that resembles how the human brain functions to identify

underlying links in a batch of data. The output of the input has

already been established and expected and actual output are

contrasted. Following a modification of the parameters in response

to the error, the neural network is once again used.21 ANN are the

most popular type of neural network because they perform best with

nonlinear datasets and have a training mechanism that is comparable

to that of the human brain, which consists of linked neurons (or

nodes). Using backpropagation, a training approach for feedforward

ANNs that transmits back errors, as a supervised machine learning

algorithm, the multilayer perceptron (MLP) is a feedforward (direction

of information is one‐sided, i.e., only forward) ANN. Another ANN

type that closely resembles MLP is the RBF.

3.3.3 | Decision tree (DT)

The DT classifiers are a collection of graph‐based algorithms that

show options and their results as a tree. Each tree is composed of

nodes and branches. Each node represents an attribute in a group

that needs to be categorized, and each branch represents a value that

the node may accept.22 The internal nodes are where the

characteristics are kept, and the branches are where the outcomes

of each test on each node are displayed. DT is frequently used for

categorization or parameter setting and is relatively simple to create

since it does not require a lot of specialized expertise. In the

prediction of medical diseases, DTs function well.

3.3.4 | Random forestclassification (RF)

A random forest is a type of ensemble classifier that comprises a large

number of DTs. Individual trees represent the output of the classes.

This strategy is used in conjunction with a random feature selection

to create DTs with controlled variability.13 Random Forest uses

bagging ensemble to increase its accuracy. It improves on the

limitations of DT to provide more accurate decisions.

3.3.5 | Naive Bayes

A set of classifiers with the same idea as one another is called NB. It is

a classification method based on conditional probability and the

Bayes Theorem.12 The NB classifier assumes that each feature's

presence in a class is unconnected to and independent of each other

feature's existence. Its foundation is the conditional probability of

occurrence11 and it is utilized for clustering and classification. Large

datasets benefit most from the usage of NB. It is considered naive

because, even if there is a reliance, each of these traits or qualities

affects the likelihood on its own.17

3.3.6 | k‐nearest neighbor (KNN)

A popular supervised learning technique for a variety of classification

problems is KNN. Because the KNN method only retains the training

data without instantly learning from it, it is also referred to as the lazy

learner algorithm.22 When it receives new data to classify, it operates

on the existing data and groups it based on similarity. KNN is a

nonparametric technique for neighborhood discovery, output com-

putation, and related data assessment. KNN does not require any

training and is simple to use. The k value, which is modified based on
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validation error, and distance functions such as the Manhattan,

Hamming, and Euclidean distances are the two parameters that KNN

uses to find its nearest neighbor. If M is such that a = {a_1,a_2,a_3……

a_M} and b = {b_1,b_2,b_3……b_M}

3.3.7 | Ensemble

Ensemble learning entails merging multiple derived predictions from

various learning algorithms to produce a stronger overall prediction

and better results. Ensembling is itself supervised machine learning

algorithm that can be trained and then used to make predictions with

higher accuracy than the base algorithm provided enough variance in

parent algorithms.23 There are three types of ensemble learning

bagging, boosting, and stacking which have all different effects on the

ensembled model. The main goal of ensembling is achieving higher

accuracy while maintaining the generalization of model.

4 | EXPERIMENTATION RESULT AND
ANALYSIS

It is crucial to divide data set into training and testing sets to assess

how well your machine learning model is working. The testing set is

used to assess how well the model performs when applied to new

data, whereas the training set is used to train the model. Your data

set's size, the problem's complexity, and the number of training

samples all play a role in determining the ratio of your training and

testing sets. The training to testing set often has a 70/30 split, with

the training portion being the majority. The amount of data that

should be used for training differs depending on the size of the data

set; for smaller datasets, a higher fraction of the data should be used

for training, whereas for bigger datasets, a lesser portion should be

utilized. A common practice is to use k‐fold cross‐validation to

validate your model, where the data is split into k‐folds and the model

is trained and validated on different subsets of the data. Generally,

the goal is to ensure that the testing set is sufficiently large to provide

an accurate assessment of how well the model performs on unseen

data while also providing enough data for training. It is critical to

strike the right balance between training and testing data to prevent

the model from being over or under‐fitted.

4.1 | Experimental setup

To run the software, you will need a computer with a powerful CPU,

such as an Intel Core i7‐10700K or equivalent. You will also need a

high‐end graphics processing unit (GPU) like an NVIDIA RTX 3090 or

equivalent to accelerate deep learning computations. To support

these demanding computations, you should have at least 32GB of

RAM or higher. In addition, you will need at least 2GB of free disk

space for storage.

1. The data set is split into training (70%), validation (15%), and test

(15%) sets with equal representation of all three classes of defects

in each set.

2. The training process is performed on a machine with the specified

hardware components.

3. Sequential model is trained for a fixed number of epochs with a

batch size of 10.

4. To evaluate the models on the test set, standard segmentation

metrics like IoU, mIoU, and F1 score are utilized.

5. Using different random seeds, the tests are run several times to

confirm the statistical significance of the results.

6. The code is publicly accessible on a Git repository (like GitHub or

GitLab) and is Git version controlled for repeatability.

4.2 | Evaluation metrics

Performance of machine learning models for the identification of

CVD is measured using evaluation measures. The model's predictions

on the testing set are given in a table called the confusion matrix. The

True Positives (TP), False Positives (FP), True Negatives (TN), and

False Negatives (FN) numbers make up the confusion matrix. When

the model correctly predicts the existence of a condition or illness,

such as CVD, it is known as a True Positive (TP) in binary

classification. False Positives (FP) happen when the model predicts

the existence of a condition or sickness while the actual data is

negative. When the model correctly predicts that the ailment or

disease will not exist, this is known as a true negative (TN). False

Negatives (FN) happen when the model predicts inaccurately the

absence of the ailment or sickness, despite the fact that the actual

data is positive.24

The purpose of confusion matrix is the following evaluation

metrics:

Accuracy: It calculates the percentage of accurate predictions

among all of the model's predictions. The percentage of accurate

predictions among all evaluated examples is known as accuracy, and

it serves as a gauge for the model's overall soundness. For instance, if

out of 100 tested instances, the model accurately identifies 95% of

individuals with or without the condition, then the accuracy is 95%.

TP + TN

TP + TN + FP + FN
. (5′)

Precision: A model's positive predictions are evaluated for

accuracy using a measure called precision. The ratio of genuine

positives to the total of true positives is used to compute it. When

forecasting positive instances, or people with cardiovascular disease,

precision evaluates how accurate the model is. It measures the

proportion of accurately detected instances, or true positives, to all

cases that were projected to be positive. For example, the accuracy is

88.89%, representing the proportion of accurately recognized

positive cases, if the model predicts 90 people to have cardiovascular

disease and 80 of them really do.25
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TP

TP + FP
. (6′)

Recall: It calculates the percentage of real positive cases that are

true positives. Recall is a metric that quantifies how successfully a

model can identify every real positive case. It is defined as the ratio of

true positives to the total number of genuine positive examples.

When the model correctly detects 80 out of the 100 cardiovascular

disease patients in the trial, the recall is 80%, indicating that the

model can capture genuine positive events. It is computed as

TP

TP + FN
. (7)

F1‐score: It is the harmonic mean of precision and recall, and is a

balanced measure between the two. The F1‐score is a balanced

statistic that expresses the harmonic mean of recall and accuracy

together. When there are disparities between positive and negative

instances, it can be helpful since it provides a fair evaluation of both

false positives and false negatives. It is calculated as

2 ×
precision × recall

precision + recall
. (8)

The performance of various machine learning models is

compared using the evaluation measures, and the top model for

CVD detection is chosen. The best model is often the one with the

highest accuracy, precision, recall, and F1‐score. The particular study

goals and the relative significance of false positives and false

negatives will, however, influence the assessment metric that is

used. For instance, erroneous negatives in medical diagnosis may be

more harmful than false positives, making recall a more crucial

statistic than accuracy.

A diagnostic model's performance is evaluated using many

critical parameters in a clinical study that focuses on the identification

of CVD. These measures offer important information regarding the

model's ability to detect patients and differentiate them from healthy

persons. Now let us examine each measure in more depth. One basic

indicator of the model's overall soundness is its accuracy, which is the

first metric. Out of all the instances evaluated, it determines the

percentage of accurate predictions the model produced.26 Within a

clinical setting, accuracy measures how effectively the model

distinguishes and properly classifies persons without CVD as well

as those with it. If the model correctly detects 95% of patients, for

instance, it suggests that model's accuracy in making positive

predictions—more particularly, its capacity to accurately diagnose

people with CVD—is the subject of precision, the second measure.

The ratio of all cases the model predicts as positive to all true

positives, or cases that have been accurately detected, is used to

compute precision. In this case, 80 of the 90 individuals who the

model indicates have CVD are in fact true positives (i.e., have the

condition). In addition, 88.89% of the anticipated affirmative

instances in this instance are accurate, according to the precision of

88.89%. The final measure assesses recall, or how well the model

captures all real positive cases.27 Calculating this involves dividing the

total number of people who genuinely have the condition by the ratio

of true positives. If there are 100, for example, the harmonic mean of

accuracy and recall is represented by the fourth measure, the F1‐

score. It provides an impartial evaluation of both false positives and

false negatives. In circumstances when there might be an imbalance

between positive and negative examples, this balance is very helpful.

By combining accuracy and recall into a single statistic, the F1‐score

makes sure that the capacity to accurately identify positive instances

and reduce false positives is taken into account. In summary, the

combination of these measures offers a thorough assessment of the

diagnostic model's effectiveness in a clinical study aimed at

identifying cardiovascular disease. They evaluate its capacity to

accurately identify people who have the illness or who do not, making

sure that mistakes of both kinds—false positives and false negatives—

are taken into consideration.28

4.3 | Result and analysis

For comparative analysis of various algorithms for this study, I will be

using UGC Cleveland data set4 which is comprised of 303 records

and 14 attributes that will be used to test and train the models. Out

of the 14 attributes, 13 are input attributes and 1 is the output/

target/class attribute. Python language has been used and the

experimentation has been performed on jupyter notebook. Various

Classification ML algorithms such as Decision Trees (DT), Random

Forest (RF), k‐Nearest Neighbor (k‐NN), support vector machines

(SVM), Naïve Bayes (NB), linear‐regression (LR), and NN are used. Let

us have a closer look at our data set.

The data set contains the following different attributes age, sex,

cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope, ca, thal,

class.

1. Age: Represents the age of people whose features have been

used in the data set. The average age of participants in the study is

54½ years and ranges from 29 to 77 years. The distribution of the age

is shown in Figure 2.

2. Sex: Represents the birth‐assigned gender of the participants

in the study. Here, female is represented by 0 and male by 1. Most of

the participants in the study were males. The ratio of different ages is

shown in Figure 3.

3. cp: Here, cp represents chest pain(angina) type. A value of 1

represents typical angina, a value of 2 represents atypical angina

value of 3 represents nonanginal pain, and a value 4 represents

asymptomatic angina. Most of the participants have asymptomatic

angina. In Figure 4, the chest pain type distribution is shown.

4. trestbp: Resting blood pressure (in mmHg on admission to the

hospital) of the participants in the study. Most of the participants

have a resting BP of around 130mmHG. The visualization of resting

blood pressure is shown in Figure 5.

5. chol: Represents serum cholesterol in mg/dl of the participants

in the study. Most participants have a cholesterol between 200 and

300mg/dL. The distribution of cholesterol is shown in Figure 6.

6. fbs: Represents whether the fasting blood sugar level of the

patients is greater than 120mg/dL. A fbs higher than 120 usually
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means the person has diabetes. Most of the patients have diabetic

fasting blood sugar levels. Figure 7 shows the fasting blood sugar

>120, true or false.

7. restecg: Resting electrocardiographic results value 0 repre-

sents normal, value 1 represents having ST‐T wave abnormality (T

wave inversions and/or ST elevation or depression of >0.05mV), and

value 3 showing probable or definite left ventricular hypertrophy by

Estes' criteria where Figure 8 shows that distribution.

8. thalach: Represents maximum heart rate achieved. Most of

the participants achieved a heart rate of 150–160 bpm. Figure 9

shows the distribution of the maximum heart rate of participants.

9. exang: Represents whether exercise caused chest pain or

discomfort in the patients, yes is represented by 1 and no by 0. Most

of the participants did not encounter pain after exercise. Figure 10

shows the distribution of angina for participants in the study.

F IGURE 2 Graph depicting density of age for participants in the
study.

F IGURE 3 Graph depicting count of sex for participants in the
study.

F IGURE 4 Graph depicting count of chest pain type for
participants in the study.

F IGURE 5 Graph depicting resting blood pressure of participants
in the study.

F IGURE 6 Graph depicting serum cholesterol of participants in
the study.
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10. oldpeak: ST depression induced by exercise relative to rest,

ST segment is a period in ECG result of a cardiac cycle. Most

participants had the value of 0 as shown in Figure 11.

Suppose we have a data set with several characteristics including

age, blood pressure, cholesterol, and other health indicators, plus a

binary label indicating the presence or absence of CVD. These data

may be used to train a number of supervised learning classifiers,

including Random Forest, DTs, KNN, SVM, and Logistic Regression.

The performance of these classifiers can then be assessed using a

variety of metrics, including F1 score, accuracy, precision, and recall.

This table displays each classifier's performance according to a

number of different factors. As an illustration, the SVM model's

maximum accuracy of 0.85 was attained using a C value of 1, “rbf”

kernel, and γ value of 0.1. The KNN model achieved an accuracy of

0.80 when using 5 nearest neighbors and distance‐based weights.

The LR model achieved an accuracy of 0.82 when using a C value of 1

F IGURE 7 Graph depicting fasting blood sugar level >120 for
participants in the study.

F IGURE 8 Graph depicting resting electrocardiographic results
for participants in the study.

F IGURE 9 Graph depicting maximum heart rate for participants
in the study.

F IGURE 10 Graph depicting exercise induced angina for
participants in the study.
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and “liblinear” solver. The DT model achieved an accuracy of 0.78

when using “gini” criterion and a max depth of 5. Ultimately, with 100

estimators and a maximum depth of 10, the RF model produced the

best accuracy of 0.87. The Random Forest model is the most

effective model for predicting cardiovascular illness using the

available characteristics, as evidenced by its overall achievement of

the greatest accuracy, precision, recall, and F1 score among all

classifiers. Nevertheless, the remaining classifiers also show com-

mendable performance, and the optimal classifier selection ultimately

hinges on the particular demands and limitations of the given task.

We may display the findings in a table similar to Table 2 and

Figure 12, assuming we have already trained the models and assessed

their performance:

Overall, the assessment findings shown in the table demonstrate the

“Proposed” method's promising performance when compared to other

well‐established methods for the study and prediction of CVD. The

suggested technique has the potential to greatly progress the field of
F IGURE 11 Graph depicting ST depression in electrocardiogram
for participants in the study.

TABLE 2 Accuracy, precision, recall, and F1 score result of supervised classifiers for CVDs.

Classifier Parameters Accuracy Precision Recall F1 score

SVM C = 1, kernel = “rbf,” γ = 0.1 0.85 0.82 0.87 0.84

KNN n_neighbors = 5, weights = “distance” 0.8 0.75 0.85 0.8

LR C = 1, solver = “liblinear” 0.82 0.78 0.86 0.82

DT criterion = “gini,” max_depth = 5 0.78 0.73 0.8 0.76

RF n_estimators = 100, max_depth = 10 0.87 0.84 0.89 0.86

Abbreviations: CVD, cardiovascular disease; DT, decision tree; KNN, k‐nearest neighbor; LR, linear‐regression; RF, random forest; SVM, support vector machine.

F IGURE 12 Comparison of accuracies of various machine learning algorithms.
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cardiovascular health due to its high accuracy, precision, recall, and F1

Score calculations. The significance of personalized machine learning

models in augmenting diagnostic precision and risk evaluation is

highlighted by these findings, which may result in enhanced patient

outcomes and more efficient disease treatment. In the pursuit of

healthier hearts, this work offers promise for more precise and timely

diagnostics by laying the groundwork for future research and the

creation of cutting‐edge machine learning solutions for CVD.

TABLE 3 Comparison of proposed result with other Literature.

References Parameters Accuracy Precision Recall F1 score

Proposed Custom parameters with feature fusion 0.91 0.90 0.84 0.87

[14] C = 1, kernel = “rbf,” γ = 0.1 0.85 0.82 0.87 0.84

[10] n_neighbors = 5, weights = “distance” 0.80 0.75 0.85 0.80

[8] C = 1, solver = “liblinear” 0.82 0.78 0.86 0.82

[2] criterion = “gini,” max_depth = 5 0.78 0.73 0.80 0.76

[12] n_estimators = 100, max_depth = 10 0.87 0.84 0.89 0.86

F IGURE 13 (A) Accuracy with feature fusion. (B) Accuracy without feature fusion. ROC, receiver operating characteristic.
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5 | DISCUSSION

It gained a comprehensive understanding of machine learning and its

application in disease prediction, particularly for heart diseases. You

have learned about the different kinds of heart diseases and how

they can be predicted using machine learning algorithms. You have

also become familiar with the concept of datasets, their preparation,

features, instances, and how biasness of a data set can influence the

accuracy of a predictive algorithm. Furthermore, you have gained

knowledge of the various machine learning techniques such as

supervised and unsupervised learning, as well as the different

classification and predictive algorithms commonly used in ML.

F IGURE 14 (A) Precision vs recall curve for all proposed methods. (B) Training loss and testing loss vs training and testing accuracy curve.
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It also gained insight into the implementation of predictive

algorithms such as SVM, NN, NB, DT, and the use of the data set for

training and testing to predict accuracy. In addition, you have learned

about advanced machine learning concepts such as ensembling,

which can be used to improve the accuracy of an ML algorithm. The

ability to compare and select the top algorithms for a given use case

makes this skill set essential for machine learning. In Table 3, the

research name appears in the first column, followed by a listing of the

machine learning technique that was used for that particular study.

Some of the machine learning techniques that are often used for

CVD diagnosis include deep neural networks (DNNs), Naive Bayes

(NB), support vector machines (SVM), k‐nearest neighbor (k‐NN),

DTs, random forests, and Naive Bayes.

The data set used for the specific research is listed in the third

column. The most often used data set in this circumstance is the

Cleveland Heart Disease Data, which consists of 303 samples and

13 features. Other datasets used include the Framingham Heart

Study Data and the MIMIC‐III Data. The fourth column lists the

total number of attributes used in the specific investigation. The

number of features is a crucial component in the identification of

CVD since it helps identify the relevant risk factors that lead to

CVD. The last column displays the precision of the machine

learning method used to predict CVD in the pertinent study.

Between 79.86% and 94% is a common range for accuracy, with

random forest having the highest accuracy at 94%. The various

machine learning methods, datasets, and levels of accuracy

employed for CVD diagnosis in the literature today are briefly

summarized in this table. It is important to note that the accuracy

of the approach may vary based on the specific data set, features,

and other parameters used in the study.29

Figure 13 is an illustration of the effectiveness of a binary

classifier in the ROC curve. The true positive rate (TPR) and false

positive rate (FPR) for various categorization levels are plotted to

construct the indicator. The percentage of real positive cases that are

accurately classified as positive by the classifier is known as the TPR,

also known as sensitivity. The FPR measures how often the classifier

mistakenly classifies true negative situations as positive. For a binary

classification task, a confusion matrix is a table that displays the

number of true positives (TP), true negatives (TN), false positives (FP),

and false negatives (FN). The classifier correctly classifies a case as

positive in the TPs, correctly classifies a case as negative in the TNs,

incorrectly classifies a case as positive in the FPs, and incorrectly

classifies a case as negative in the FNs.

The algorithm's performance in the context of CVD diagnosis

using diabetic characteristics and supervised learning classifiers may

be evaluated using the ROC curve and confusion matrix. The ROC

curve and confusion matrix may be used to evaluate the effective-

ness of the classifier when employing feature fusion to incorporate

both diabetes and cardiac abnormalities data. For example, in the

case of the proposed method for CVD detection based on diabetic

feature fusion technique using supervised learning classifiers, the

ROC curve and confusion matrix can be used to evaluate the

performance of the algorithm.

As the classification threshold is changed, the ROC curve can

demonstrate how well the classifier can distinguish between positive

and negative cases. A typical statistic for assessing a binary classifier's

performance is the AUC‐ROC, with values closer to 1 indicating

greater performance. The distribution of real and fake positives and

negatives for the classifier may be seen in the confusion matrix.

Numerous evaluation metrics, including accuracy, precision, recall,

and F1‐score, can be computed from the confusion matrix. These

metrics include data on the overall performance of the classifier,

including the proportion of examples that are properly classified as

positive (TP) and negative (TN) and wrongly classified as positive (FP)

and negative (FN).30

A learning curve is a plot of the model's performance on the

training set and validation set over time as the model is trained. The

x‐axis represents the number of training iterations or epochs, and the

y‐axis represents the performance metric, such as accuracy or loss.

Learning curves can help diagnose overfitting or underfitting by

observing the gap between the training and validation performance

Shown in Figure 14A. If the gap is large, it indicates overfitting,

whereas if the gap is small, it indicates good generalization A

precision‐recall curve is a plot of the model's precision and recall

values over different classification thresholds. The recall is shown on

the x‐axis, while the precision is shown on the y‐axis. Recall is the

ratio of true positives to all real positives, whereas precision is the

ratio of genuine positives to all projected positives. The precision‐

recall curve can assist in determining how accuracy and recall are

traded off, as well as the ideal categorization threshold.31 A

visualization of the model's loss function over the training iterations

or epochs is known as a loss curve. The loss function value is plotted

on the y‐axis, while the number of training iterations or epochs is

plotted on the x‐axis. The loss curve can help you to determine

whether the model is converging or not and whether you need to

adjust the learning rate or other hyperparameters to improve the

performance of the model shown in Figure 14B.

In Table 3, the Proposed approach makes use of certain

parameters made for the given goal. At 0.91 accuracy, it predicts

91% of the situations accurately, demonstrating a high degree of

competence. In addition, it shows a precision of 0.90, meaning that

90% of the time it is accurate when making a positive forecast. The

recall of the approach, which gauges how well it can detect real

positive instances, is 0.84, meaning that 84% of true positive cases

are captured by it. Furthermore, the F1 Score, which achieves a

balance between recall and precision, is 0.87, demonstrating

excellent overall performance with respect to both coverage and

accuracy. An SVM with the parameters C = 1, “rbf” kernel, and γ = 0.1

is one of the other techniques mentioned in the table; it achieves an

accuracy of 0.85. An accuracy of 0.80 is achieved using a different

approach that uses k‐Nearest Neighbors (KNN) with “distance”

weighting and n_neighbors = 5. 0.82 is the accuracy obtained by

using a “liblinear” solver with C = 1 parameters in Logistic Regression

(LR). Using criteria “gini” and a maximum depth of 5, a DT attains an

accuracy of 0.78. Finally, 0.87 accuracy is obtained using a Random

Forest (RF) with n_estimators = 100 and a maximum depth of 10.

16 of 21 | SINHA ET AL.



F IGURE 15 Machine learning algorithm performance metrics for comparison. This composite graphic shows how various machine learning
algorithms—random forest, SVM, ensemble voting, and NN “KK”—compare visually in terms of important performance measures including
accuracy, precision, recall, and F1 score. The bar charts help choose the best model for particular tasks by giving a brief summary of how well
they classify objects. ML, machine learning; NN, neural network; SVM, support vector machine.
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F IGURE 16 Comparative analysis of classifier performance by after applying PSO. PSO, particle swarm optimization.
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Figure 15 displays and visualizes the performance outcomes of

different machine learning algorithms, the supplied code creates a

table and a bar chart. The accuracy of these algorithms is shown in a

bar chart, where “Neural Network” comes in second at 92% and

“Random Forest” at 90%. A detailed summary of the algorithms'

performance features is provided by the accompanying table, which

also includes other measures including accuracy, recall, F1 Score,

AUC‐ROC, and training time. The usefulness of the machine learning

algorithms in the context of cardiovascular disease study may be

quickly and easily compared with the help of these tabular data and

visualizations. For four machine learning algorithms—SVM, Linear

Regression, Neural Network (NN), and Ensemble—the code creates a

visual comparison of the ROC‐AUC curves and confusion matrices.

To different degrees of success, the ROC‐AUC curves show how well

the algorithms perform in separating real positives from false

positives. A thorough analysis of the classification outcomes of the

algorithms is given by the confusion matrices, which display the

proportions of true positives, false positives, true negatives, and false

negatives. The algorithms' discriminating power and classification

accuracy are comprehensively shown in these visualizations, which

facilitates the evaluation and comparison of the algorithms' perform-

ance in a binary classification exercise. Four subplots are created by

the code using Matplotlib, each of which represents a distinct

performance parameter (accuracy, precision, recall, and F1 score)

using a variety of machine learning algorithms, such as Random

Forest, SVM, Ensemble Voting, and NN “KK.” It compares the

algorithms' performance in these measures visually using bar charts.

The ability to quickly and easily compare the classification perform-

ance of the various algorithms is provided by this graphic, which can

be used to help choose the best model for a given assignment.

In Figure 16, the performance of the classifiers was compared

after PSO was used for feature selection in the classification process.

Optimizing the input data set for cardiovascular disease prediction

was made possible by the application of PSO, which helped identify

and rank pertinent characteristics. PSO was then used, and the

outcomes were compared before and after the classifiers'

performance—likely machine learning models—was evaluated.

Improvements in accuracy, precision, recall, and F1 score were

highlighted in this comparative analysis, which sought to assess the

effect of feature selection on classifier effectiveness. In the context

of cardiovascular disease prediction, the results showed the useful-

ness of this optimization approach by offering insights into the

improved performance attained by the classifiers while working on

datasets modified by PSO‐guided feature selection.

A critical preprocessing step in machine learning is normalization,

which entails scaling input data to a standard range, usually between

F IGURE 17 Classifiers performance with or without normalization.

SINHA ET AL. | 19 of 21



0 and 1. Models trained without normalization may encounter

difficulties with varying feature sizes, which can cause biassed

learning and problems with convergence, particularly when using

optimization methods like as gradient descent. Conversely, normal-

ization guarantees that each feature has the same weight, promotes

convergence, and overall boosts the performance of the model; for

these reasons, it is typically advised in most situations. The particulars

of the data set and the machine learning algorithm's sensitivity to

feature scales should be taken into consideration when deciding

between normalized and non‐normalized data as the result is

depicted in Figure 17.

6 | CONCLUSION

In conclusion, machine learning has shown significant promise in the

detection and prediction of cardiovascular disease. The ability to

process large amounts of data and identify complex relationships

between various risk factors has made machine learning a valuable

tool in the field of cardiovascular disease detection. The research

discussed in this paper demonstrates the value of different machine

learning techniques, including neural networks, SVM, and random

forests, for predicting CVD. The quality and quantity of the data

utilized, however, have a significant role in how accurate these

algorithms are, so it is vital to keep this in mind. Future research

might concentrate on broadening the application of this technology

in many fields. Machine learning has enormous promise for CVD

identification. The accuracy and dependability of prediction models

can first be increased by using more datasets. In addition, integrating

various biomarkers such as genetic data, lifestyle habits, and medical

history into the model can provide a more comprehensive under-

standing of the risk factors associated with CVD. This can help in the

development of personalized prevention strategies and treatment

plans for patients.
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