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Abstract: Glioblastoma (GBM) is the most common and aggressive primary brain tumor in adult
patients with a median survival of around one year. Prediction of survival outcomes in GBM patients
could represent a huge step in treatment personalization. The objective of this study was to develop
machine learning (ML) algorithms for survival prediction of GBM patient. We identified a radiomic
signature on a training-set composed of data from the 2019 BraTS challenge (210 patients) from MRI
retrieved at diagnosis. Then, using this signature along with the age of the patients for training
classification models, we obtained on test-sets AUCs of 0.85, 0.74 and 0.58 (0.92, 0.88 and 0.75 on the
training-sets) for survival at 9-, 12- and 15-months, respectively. This signature was then validated
on an independent cohort of 116 GBM patients with confirmed disease relapse for the prediction of
patients surviving less or more than the median OS of 22 months. Our model insured an AUC of
0.71 (0.65 on train). The Kaplan–Meier method showed significant OS difference between groups
(log-rank p = 0.05). These results suggest that radiomic signatures may improve survival outcome
predictions in GBM thus creating a solid clinical tool for tailoring therapy in this population.

Keywords: glioblastoma; biomarker; radiomics; machine learning

1. Introduction

Glioblastoma (GBM), the most common and aggressive primary brain tumor in adult
patients, is associated with a dismal prognosis [1]. The standard of care for the initial
management of GBM is based on the maximal safe resection of the tumor followed by
concomitant chemoradiotherapy and adjuvant chemotherapy with temozolomide [2–4];
nevertheless, the median survival of GBM patients remains merely equal to 12 months [5,6].
Prediction of survival outcomes in GBM patients at early stages constitutes a major step
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in the optimization of treatment selection and personalization. At present, only several
potential prognostic tumor-specific biomarkers are identified in GBM patients. However,
only a handful of these biomarkers have a significant role in daily clinical practice as
prognostic or predictive biomarkers, such as O6-methylguanine-DNA-methyltransferase
(MGMT) promoter methylation status [7]. On the other hand, it is sometimes challenging
to accurately retrieve complex molecular variables given the high intratumor heterogeneity
of GBM [8–11], which suggests that additional phenotypic signatures may improve prog-
nosis stratification and enable better predicting long-term survival. Therefore, additional
phenotypic signatures are eagerly needed to identify a subgroup of patients with long- or
short-term survival.

Magnetic resonance imaging (MRI) is the key radiological test used by neuro-
oncologists for the evaluation and follow-up of brain tumors [12]. It has emerged as
a powerful non-invasive exam for the classification of diseases and prediction of treatment
outcomes. Recent developments in the field of radiology have encouraged researchers to
use radiomics in various indications. Radiomics were applied to retrieve the information
from pixels in MR images, which consist of the extraction of shape, texture, and voxel’s
intensity from the segmented tumor on the images. A multitude of studies has proposed
several models based on radiomics for classification [13], treatment outcomes [14,15], or
OS prediction [16–22] in brain tumors. For instance, Pak et al. [16] used radiomics from
pre-operative DCE MRI to stratify GBM patients into high-risk and low-risk in terms
of survival. Moreover, Kickingereder [17] successfully designed a radiomics signature
composed of eight features to classify GBM patients into low-, medium- and long-risk
survival subgroups using pre-operative post-T1 weighted, T2 FLAIR, and T2 weighted
images. In addition, Sanghani et al. [18] tended to classify GBM patients and their survival
outcomes into three distinct subgroups, based on the 2018 Brain Tumor Segmentation
(BraTS) challenge datasets, their machine learning method achieved an accuracy of 87.5%.
These papers have provided a solid confirmation on the potential role of radiomics in
predicting OS in GBM patients; nonetheless, they suffer from the lack of sufficient patient
data and most importantly, radiomics signatures with ease of use in daily practice have
not been validated in all these papers. To ensure the robustness of a potential radiomics
signature, the evaluation of different datasets is eagerly needed.

To our knowledge, the robustness and generalization error of radiomics signatures
have never been evaluated on different datasets. In this study, machine learning (ML)
models for survival prediction of GBM patients from the training dataset of the 2019 BraTS
challenge were developed. Based on these models, we identified a radiomic signature to
validate a completely independent cohort of GBM patients.

2. Materials and Methods
2.1. Dataset
2.1.1. BraTS 2019 Cohort

Data from the train dataset of the 2019 BraTS challenge [23–25] were retrieved to
train a neural network for brain tumor segmentation, and to select a set of radiomics
features to be evaluated on a distinct cohort for the survival prediction of GBM. The initial
train dataset was composed of 259 patients with GBM and 76 patients with lower-grade
gliomas (LGG) with a pathologically confirmed diagnosis. The OS of 210 GBM patients
were available in the training data for the identification of a radiomics signature, to be used
for survival analysis.

For every patient, the dataset contained: the pre- (T1) and post-contrast T1-weighted
(T1ce), the T2-weighted and fluid attenuated inversion recovery 3D MR images along with
one ground truth mask containing 3 segmentation labels, covering 3 different anatomical
parts of the tumor (the necrotic (NCR) and non-enhancing (NET) tumor core, the peri-
tumoral edema (ED) and the enhancing tumor (ET)).
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2.1.2. Validation Cohort

This cohort was composed of 116 patients with histologically confirmed GBM (based
on the World Health Organization [WHO] classification of central nervous system tumors,
Grade IV [26]). All the radiological data were retrospectively collected from baseline MRI
(at diagnosis) performed at Gustave Roussy Cancer Campus (Villejuif, France) between
2006 and 2016. All included patients, with an age ranging between 18 and 80 years
old, had confirmed disease relapse and then received bevacizumab for the treatment of
recurrent GBM. Disease relapses occurred after initial management by surgery (when
possible) (70% patients) followed by post-operative chemo-radiotherapy or by chemo-
radiotherapy alone. This study was approved by the institutional review board as per
RGPD provisions and was declared on the Health Data Hub site and the CNIL as per
RGPD recommendations. Whenever feasible, patients were informed of their enrolment in
the study. Patients’ characteristics are summarized in Table 1.

Table 1. Patient characteristics of the validation cohort.

Characteristics Value

Age———-years
Mean 59

Median 58.8
Min-max 26–80

Sex———-n (%)
Female 44 (38%)
Male 72 (62%)

OS———-months
Mean 27.33

Median 21.87
Min-max 3.93–117

Tumour location———-n (%)
Left 58 (50%)

Right 58 (50%)
Multifocal 0 (0%)

Surgery———-n (%)
Yes 81 (70%)
No 35 (30%)

MR acquisitions were all performed on 2 imaging machines (MRI) from the same
manufacturer (General Electric, Milwaukee, WI, USA): Optima MR450w 1.5T and Discovery
MR750w 3T. MRI data included a post-contrast (gadoterate meglumine, Dotarem, Guerbet,
Villepinte, France) three-dimensional T1-weighted Fast Spoiled Gradient Recalled (FSPGR)
acquisition (post-contrast 3DT1), post-contrast 3DT1, and fat-suppressed FLAIR images.
MR images were only used as inputs of the radiomics classifier. To ensure image quality,
neuro-radiologists analyzed all the available imaging sequences. Table 2 details the MRI
parameters for both machines.

2.2. Image Processing
2.2.1. Pre-Processing

The whole pre-processing and post-processing pipelines are summarized in Figure 1.
As the BraTS cohort was already pre-processed (pixel-wise normalization, co-registration
and skull-stripping), the same pre-processing pipeline was applied on the validation
set thanks to the BraTS preprocessor from the BraTS toolkit [27]. First, the T2-FLAIR
images were registered on the T1ce images using the Advanced normalization tools (ANTs)
software. Then, T1ce images were registered on the T1-weighted BraTS atlas and the
same transformation was applied on the previously registered T2-FLAIR images to have
every imaging modality from both cohorts in the same spatial coordinates. Afterwards,
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the HD-BET brain extraction tool [28] was used on all images of the validation cohort for
skull-stripping.

Table 2. MRI parameters.

Machine Weighting Sequence TR TE Slice Thickness

Optima MR450w 1.5 T
Installed in 2016, 70 cm

tunnel, 32 channels, 40 cm
z-axisFOV, gradient 40

mT/m SR 200 T/m/s.

T1 pre-contrast 3D rapid gradient echo 9 ms 4.2 ms 1 mm
T2-FLAIR Turbo spin echo 7002 ms 138 ms 1.4 mm

DWI EPI, two b-values (0 and
1000 mm/s) 3349 ms 79 ms 4 mm

T1 post-contrast 3D rapid gradient echo 6.1 ms 1.2 ms 1 mm

Discovery MR 750w 3 T
Installed in 2012, 70 cm

tunnel, 32 channels, 50 cm
z-axisFOV, gradient 44

mT/m SR 200 T/m/s.

T1 pre-contrast 3D rapid gradient echo 9 ms 2.1 ms 1 mm
T2-FLAIR Turbo spin echo 7002 ms 118 ms 1 mm

DWI EPI, two b-values (0 and
1000 mm/s) 3349 ms 62.6 ms 3 mm

T1 post-contrast 3D rapid gradient echo 6.1 ms 2.1 ms 1 mm

Figure 1. The workflow of radiomics and analysis used in this study. The overall procedure of identifying an MRI radiomics
signature model and a practical ML model for the stratification of the GBM patients’ prognosis based on OS.

2.2.2. Tumour Segmentation

The nn-Unet [29] framework was used to segment the tumours on the MR images
of the validation cohort. This neural network ranked first in the 2020 BraTS challenge
on an identical dataset as the 2019 challenge’s segmentation task. nn-Unet offers a pre-
trained brain tumour segmentation model. However, it needs four MRI modalities for the
creation of the 3-labeled mask, while our validation cohort had only T1ce and T2-FLAIR.
Therefore, the use of the pre-trained inference model available on the GitHub repository of
the authors was not possible. Consequently, a new training task was carried out on the
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BraTS cohort using only these two modalities. The architecture of the neural network was
kept untouched. This newly trained nn-Unet model was then applied for the segmentation
of the validation cohort. All the segmentations were verified by a trained radiologist (AS
with more than 10 years of experience). Eventually, the NCR/NET and ET regions were
gathered within the same label in every mask.

2.2.3. Radiomics and Features Extraction Technique

On both cohorts, radiomics were extracted from the two sub-masks (NCR/NET/ET
and ED) on the T1ce and T2-FLAIR MRI modalities using the Python library Pyradio-
mics [30]. The sub-masks from the BraTS ground-truth were utilized for the BraTS cohort
while the radiomics extraction of the validation cohort was performed on the images
automatically segmented by the nn-Unet model. The radiomic set of features included:
18 first-order statistics, 14 shape-based features, 24 grey level co-occurrence matrix features
(GLCM, texture), 16 grey level run length matrix features (GLRLM, texture), 16 grey level
size zone matrix features (GLSZM, texture), 5 original neighboring grey tone difference
matrix and 14 grey level dependence matrix features (GLDM, texture), 5 neighbouring
grey tone Difference Matrix (NGTDM, texture). In the end, 448 radiomics (112 from each
sub-mask and modality) were analyzed in addition to the age of the patients.

2.3. Machine Learning (ML) Algorithms
2.3.1. BraTS Cohort Survival Analysis

Several ML algorithms were evaluated to process the BraTS cohort along 3 binary
classification tasks: surviving less or more than 9, 12, and 15 months, respectively. GBM
patients of the BraTS cohort were divided into train and test datasets. The proportion
of each class in every classification model was kept in the train and test datasets. Cross-
validations (CV = 5) were applied on the train datasets to avoid overfitting and to find
the best feature-scaling method, classifier and hyper-parameter. Then, the best ML model
found was trained on the overall train-set and evaluated on the test-set. Using the Scikit-
learn Python library, 3 scaling methods (standard scaler, min–max scaler and robust scaler)
and 7 classifiers (KNN, random forest, logistic regression gradient boosting, AdaBoost,
naïve Bayes and SVM) were tested. Performances on the cross-validations were assessed
using mean AUC over the 5 folds. In addition, due to the high dimensionality of the data,
a feature selection using only the train-sets was imposed (from every fold of the cross-
validation and the final evaluation) to be then validated on the test-sets. Only features with
a concordance-index (c-index) with an OS superior to the threshold were kept. Afterwards,
the correlation between all the remaining variables was measured; if it was superior to
a second threshold, the one with the lowest c-index was removed. The two threshold
values were estimated by cross-validation. Due to the imbalanced classes in the 9- and
15-month models (Table 3), a resampling method, namely the random over sampler tool
from imblearn Python package, was used to avoid the overfitting of the majority class.

Table 3. Classes’ distribution before resampling.

Model Classes Number (%)

9 months survival
<9 73 (35%)
≥9 137 (65%)

12 months survival
<12 105 (50%)
≥12 105 (50%)

15 months survival
<15 136 (68%)
≥15 74 (32%)
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2.3.2. Identification of Radiomic Signature

To validate a potential radiomic signature for the survival prediction of GBM patients,
the features selected on the BraTS cohort were used to classify the patients of the validation
cohort into two groups: survival < or > 50th percentile in terms of OS (median of 22 months).
Only the features selected in at least two models trained on the BraTS cohort were retained.
Then, the same data processing was applied to the validation cohort (separation in train and
test-set, cross-validation, training, and validation). The c-index and correlation thresholds
were retained to select the most appropriate signature.

2.4. Statistical Analysis

OS was calculated as the number of days between the diagnosis of GBM and death.
Concordance index (C-index) [31] was used as an evaluation metric and for the selection
of features. The area under the curve (AUC) of the receiving operating characteristic
(ROC) curve was used to evaluate the classification performance. Kaplan–Meier curves
and log-rank statistics served to assert whether or not the binary classification models
distinguish two significantly different populations in terms of OS.

3. Results
3.1. OS Outcomes on BraTS Cohort

Several ML algorithms were tested for each model. On the cross-validation, an RFT
(random forest) obtained the best score for the 9- and 12-months classification models with
a mean AUC of 0.75 ± 0.04 (±1 standard deviation) and 0.74 ± 0.14, respectively. For the
15-months model, a logistic regression had a mean AUC value of 0.69 ± 0.09. These best
models on the cross-validations had an AUC on the test-sets of 0.85 (0.92 on the train-set)
for the 9-months model, 0.74 (0.88) for 12-months and 0.58 (0.75) for 15 months. Precision
and recall for each class of each classification model are provided in Table 4.

Table 4. Results metrics of the classification models on the test sets.

Model Cohort Best
Classifier

AUC on Test
(on Train) Classes Precision Recall

9 months
survival

BraTS RFT 0.85 (0.92)
≥9 0.77 0.85
<9 0.67 0.53

12 months
survival

BraTS RFT 0.74 (0.88)
≥12 0.71 0.71
<12 0.71 0.71

15 months
survival

BraTS
Logistic

regression 0.58 (0.75)
≥15 0.48 0.67
<15 0.76 0.59

22 months
survival Validation Logistic

regression 0.71 (0.65) ≥22
<22

0.62
0.75

0.83
0.50

Although the 15-months model had a low AUC value, it has succeeded to stratify
GBM patients into two significantly different populations on the test-set (log-rank p = 0.05)
with well-separated Kaplan–Meier curves (Figure 2). The survival probability at 15 months
is equal to 0.24 for the subgroup “before 15 months” and 0.48 for “beyond 15 months”. The
two other models also had two significantly different populations on the test sets (log-rank
p = 0.04 for 12 months and log-rank p < 0.005 for 9 months). The class “before 12 months”
had a survival probability of 0.29 at 12 months while the class “beyond 12 months” had a
probability of 0.71. The results on the 9-months model were more significant with survival
probabilities of 0.33 and 0.77 for “before 9 months” and “beyond 9 months”, respectively.
These probabilities went down to 0 versus 0.37 for the same classes.

3.2. Radiomic Signature

The three classification models on the BraTS cohort selected 14, 13, and 9 features
for the 9-, -12, and 15-months models, respectively. Six features were chosen in each
model: age, one shape radiomic from ED’s T1ce sub-mask, one shape and one texture
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radiomics from NCR/NET/ET’s T1ce sub-mask, and one histogram intensity with one
texture radiomics from NCR/NET/ET’s FLAIR sub-mask. Three other features were
present in two models over the three: one shape radiomic from ED’s FLAIR sub-mask
and two texture radiomics from NCT/NET/ET’s FLAIR sub-mask. These nine features
were then used for the prediction of patients surviving less or more than the OS median
of 22 months in the validation cohort. On this cohort, a logistic regression insured the
best performance on the cross-validation with a mean AUC of 0.60 ± 0.10. This result was
obtained due to a small c-index threshold of 0.51 in the feature selection. The algorithm
reached an AUC of 0.71 on the test set (0.65 on the train). The Kaplan–Meier curve (Figure 3)
showed two well-separated curves which represent two significantly different populations
(log-rank p = 0.05). Among the nine pre-selected features, five were kept in the final model
of the validation cohort. The age, sphericity, and the NCT/NET/ET sub-mask appear to be
of utmost importance in the prediction of OS within both our cohorts (Table 5). Models
using the age as only feature were also trained. The age-only factor models had every
time lower results than the radiomic and age models. Indeed, it obtained AUC’s on the
test-sets equal to 0.69, 0.69, 0.62 and 0.47 for the 9-, 12-, 15- and 22-months models. Only the
9-months model succeeded to significantly stratify two different population. The Kaplan–
Meier curves of 9-, 12-, 15- months models (Figure S1) and 22- months model (Figure S2)
are available in the Supplementary Materials (Figures S1 and S2).

Figure 2. (a–c) Kaplan–Meier curves of the results on the test-sets for the 9-, 12-, and 15-months
models; (d–f) receiver operating characteristic (ROC) curves of the results on the test-sets for the 9-,
12-, and 15-months models.
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Figure 3. (a) Kaplan–Meier curve of the results on the test-set for the 22-months model; (b) receiver
operating characteristic (ROC) curve of the results on the test-set for 22-months model.

Table 5. Essential features found in the feature selection based on their C-index with the OS on the train sets.

Feature Source Sub-Mask Radiomic
Type

9 Months
(C-index)

12
Months

(C-index)

15
Months

(C-index)

22
Months

(C-index)

Correlation/
Anticorrelation

with OS

Sphericity Gadolinium ED Shape 0.59 0.58 0.59 - Correlation
Sphericity Gadolinium NCT/NET/ET Shape 0.58 0.56 0.56 0.53 Correlation

Minimum Flair NCT/NET/ET Histogram
intensity 0.59 0.59 0.59 - Correlation

Strength Flair NCT/NET/ET Texture 0.57 0.58 0.58 0.57 Correlation
Strength Gadolinium NCT/NET/ET Texture 0.56 0.57 0.58 - Correlation

Age Flair - - 0.63 0.64 0.62 0.53 Anticorrelation
Major axis

length Flair ED Shape - 0.58 0.56 - Anticorrelation

Contrast Flair NCT/NET/ET Texture 0.56 0.56 - 0.58 Correlation
Coarseness Flair NCT/NET/ET Texture 0.59 - 0.60 0.53 Correlation

4. Discussion

In this study, ML algorithms based on radiomics from MR imaging were designed
for the survival prediction of GBM patients. A total of 448 radiomics from T1ce and
FLAIR images were extracted from two independent cohorts of GBM patients. A radiomic
signature was identified on the first cohort of 210 patients, arisen from the train dataset
of the 2019 BraTS challenge. Then, the robustness of this signature for survival prediction
of GBM was tested on a validation cohort composed of 116 patients. The results of
this study suggest that these models can provide some valuable insights into the OS of
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GBM patients. The novel classification models successfully stratified patients into two
significantly distinct populations, thus suggesting a possible role in the identification of
GBM phenotypes. This classification reflects the aggressiveness of some phenotypes and
might permit an optimal selection of therapy with personalized management based on the
patient and tumor characteristics.

Survival analysis was performed at three different endpoints: 9, 12, and 15 months
on the 2019 BraTS challenge. Based on the features selection, a radiomic signature of nine
features were identified including eight radiomics in addition to age. Using ML algorithms,
the signature successfully stratified two unique populations at every endpoint. For instance,
Chen et al. [22] reported a radiomic signature of four features for the stratification of GBM
patients with the survival of more or less than 12 months using a Cox proportional hazard
regression model. Their model obtained similar AUC’s as our models. However, their
signature was only composed of texture radiomics that were from the same sub-type as the
contrast radiomic of our signature (grey level co-occurrence matrix features). They did not
select any shape radiomic for example. These differences could be partially explained by
the fact they used minimum redundancy feature selection method, while we used a feature
selection based on the C-index. Similarly, Kickingereder et al. [17] used an eight-radiomics-
based model to successfully classify a cohort of GBM patients into low-, medium- and
high-risk groups, still using a multivariate Cox model. Their signature was composed
of six texture radiomics (only the entropy was common to the Chen et al.’s signature
while none of them was found in our study) and two shape radiomics such as sphericity.
Strength and sphericity were also important parameters in our model. These features were
among those selected for the successful prediction of outcomes in GBM patients treated
with bevacizumab in a previous publication [32]. Adding age as a clinical variable, which
also appeared in several reported survival models, appeared to be highly relevant in both
our cohorts. Moreover, as stressed by our age-only factor models, radiomics significantly
improve the OS prediction. Kickingereder et al. also found that hybrid models using
clinical variables along radiomics should significantly improve the results compare to only-
radiomics or only-clinical models [17]. Even though several reported radiomic signatures
have successfully stratified GBM patients based on OS, none were able to validate their
signature on a second independent cohort, to the best of our knowledge. This last step
of validation is crucial for the assertion of a radiomic signature and its generalization,
as the radiomic signature can vary from one to another, even though the subtypes can
be similar. Indeed, one of the main limitations with the use of ML algorithms based on
radiomics is the lack of reproducibility [33]; in this study, selected features were relevant,
reproducible, and robust in two distinct populations. However, even though the BraTS
cohort was multicentric, further validation on a new independent cohort was still needed
to ensure the generalization and the robustness of our radiomic signature.

The new 2021 World Health Organization (WHO) classification of central nervous
system tumors recognizes molecular evaluation as a critical step in their classification. Mu-
tation status of the IDH1 (isocitrate dehydrogenase), IDH2, and the co-deletion of 1p/19q
are crucial for diagnosis, prognosis and prediction of chemotherapy benefit [34]. Despite the
recent advances in the molecular and genomic understanding of GBM, MGMT methylation
status remains the most studied predictive biomarker of GBM, which is predictive of an im-
proved response to alkylating chemotherapy such as temozolomide [35]. On the other hand,
the presence of IDH genes mutation has been identified as a positive prognostic marker
and linked to a different clinical outcome compared to IDH wild-type (WT) GBM [36].
To further improve the prognostic and predictive potential of non-invasive biomarkers,
imaging models, particularly with the advent of radiomic phenotyping based on multi-
parametric MRI data, might improve survival predictions when integrated into the clinical
and genetic status of GBM patients with glioblastoma [37]. Future building of predictive
models for survival could induce more accurate and robust models with the addition of
further clinical and molecular features. For example, MGMT (O6-methylguanine–DNA
methyltransferase) promoter methylation [7], transcriptomic [38], DCE-MRI [16], blood
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derive biomarkers [39] or diffusion MRI [40] have already been studied for their potential
in the survival prediction of GBM patients.

One relatively major limitation of this paper is the difference in the median OS of the
two populations (12 months in the BRATS cohort versus 22 months in the validation cohort).
Nevertheless, the BRATS population was largely heterogeneous due to the multicentricity
without relevant data on the initial management of patients and the absence of a homoge-
nous therapeutic strategy among the different cancer centers. While on the other hand,
the validation cohort included GBM patients from a single expert center with a standard
protocol (Stupp protocol) on initial diagnosis as well as on relapsing setting (bevacizumab)
in addition to an adapted supportive care program for GBM, thus explaining the vast
difference in OS between the two cohorts. Nevertheless, this limitation might represent an
actual strength for this study since adapting the same features and survival model from the
BRATS population have induced successful outcomes in the validation cohort similar to the
training population, despite having two distinct populations with different characteristics.

In conclusion, a signature of radiomics combined with age was identified which has
successfully stratified a cohort of GBM patients into two distinct populations on 3 ML
binary classification models for survival at 9,12 and 15 months. Additionally, this model
significantly stratified two populations with different survival outcomes on a completely
independent cohort of GBM patients. This study highlights the key role of radiomics for
survival prediction and their potential of creating a daily clinical routine tool for decision-
making and a more personalized approach.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
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