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A B S T R A C T   

This study proposes an artificial intelligence (AI) kit for high school students in science, tech-
nology, engineering, and mathematics (STEM). The AI kit includes an edge AI machine and 
electronic components. A compact, purpose-built kit resembling a laptop was designed for ease of 
replication and portability. Utilizing pre-trained convolutional neural network models and 
computer vision algorithms, five Thai schools participated in on-site instructions. A quasi- 
experimental study assessed the students’ learning outcomes using a paired sample t-test. Re-
sults revealed improved knowledge and reduced score variation. Additionally, gender analysis 
confirmed that both male and female students met the learning criteria. The students expressed 
satisfaction with the distinctive hardware and learning method employed during the class ac-
tivities. Notably, the test results demonstrated that the AI kit enhanced students’ enthusiasm and 
facilitated comprehension.   

1. Introduction 

Science, technology, engineering, and mathematics (STEM) education, as a meta-disciplinary framework, integrates independent 
knowledge to assist students in solving real-world problems. It equips students with essential technical expertise while emphasizing 
crucial soft skills vital for leadership and effective project management. Educators seek novel approaches to boost student motivation 
and foster learner engagement [1]. A study investigated female STEM instructors’ representation in secondary education in Columbia 
from 2010 to 2013. Researchers analyzed the correlation between female STEM teachers’ exposure during secondary education and 
female enrolment in tertiary STEM program [2]. 

A quantitative study in Vietnam explored STEM education. The findings correlate teachers’ attitudes with the tension between their 
beliefs and teaching goals, which are directly linked to local cultural values and expectations [3]. 

A meta-analysis of computer-supported collaborative learning (CSCL) effects in STEM education, based on studies conducted 
between 2005 and 2014, revealed insight regarding the way factors interact with overall CSCL effectiveness [4]. 

Regarding early childhood education, a curriculum design for artificial intelligence was proposed in China [5]. This study 
established a framework encompassing essential components: aim, subject matter, method, and evaluation. The authors advocated for 
artificial intelligence (AI) literacy, emphasizing three core competencies: AI knowledge, AI skill, and AI attitude. 
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A study developed a compact Arduino-based platform for monitoring student cardiac functions in educational settings [6]. This 
integrated solution bridges the gap between education and technology, fostering proper engineering approaches and attitudes among 
future science, technology, and engineering students. 

AI is critical to advancing computer vision. Its applications span diverse domains including, gaming [7–9], medical treatments 
[10–12], and autonomous driving [13–15]. An embedded system utilizing real-time AI was developed for apple detection in orchards. 
The study investigated edge AI boards and employed transfer learning with the YOLOv3-tiny framework to detect, count, and measure 
apple sizes. The results demonstrate significant potential for real-time power consumption monitoring [16]. 

An article on virtual reality (VR)-supported instructional design for primary and secondary STEM education is reviewed. The 
authors recommend that instructional designers either develop innovative VR applications or integrate existing approaches into their 
teaching methods [17]. 

Animal repelling using embedded edge AI was designed to safeguard crops. This study employs AI hardware for precision agri-
culture, safeguarding crops against threats, and minimizing production losses. Various edge-computing devices have undergone 
rigorous evaluation for cost-effectiveness and performance optimization [18]. 

Educators aim to employ AI for engineering student instruction. The AI curriculum targets students in Grades 7 to 9 at the Chinese 
University of Hong Kong [19]. This study introduces a co-creation process for assessing junior secondary curricula. It analyses the 
experimental results using descriptive statistics, thereby significantly contributing to the existing literature by presenting an effective 
curriculum evaluation method. 

Scratch, a low-code programming language, has been recommended for high school students. The authors introduced an academic 
course covering AI systems and robotic fundamentals [20,21]. Their findings demonstrate that this course significantly improved 
students’ comprehension of AI algorithms. Furthermore, students could analyze AI algorithms and grasp computational concepts 
related to the AI process. 

The proposed cutting-edge technologies enable interdisciplinary STEM education. An electronic board facilitated on-site structural 
experiments for civil engineering students [22]. These components addressed digital-era challenges in engineering education. The 
research team advocates implementing this approach across STEM disciplines. 

The Digital Economy Promotion Agency (DEPA) in Thailand initiated a campaign to encourage high school students to acquire 
coding competencies. DEPA emphasizes that adolescents in the digital age should possess problem-solving skills, critical thinking 
abilities, and innovative idea development [23]. Academic and classroom environments must provide coding skill-building oppor-
tunities for student engagement. 

This study introduced innovative AI kits for computer-based AI systems in STEM education. These kits utilize electronic compo-
nents to create an all-in-one experimental platform. Additionally, the learning process incorporates the motivation information 
application progress (MIAP) model [24]. Students receive instruction in Python programming and technological hardware. 

1.1. Research objectives  

- To design and construct AI prototypes tailored for high school students.  
- To monitor student engagement with an AI kit during instruction.  
- To assess high school students’ learning outcomes using an AI kit and an active learning model.  
- To investigate AI-related learning outcomes in high school students with a focus on gender. 

1.2. Research question 

The active learning model and AI kits were evaluated using the following research questions: 
RQ1: How do students engage with the AI kit? 
RQ2: Can MIAP model and AI kits enhance student learning achievements? 
RQ3: Is gender associated with learning achievement in AI systems? 

1.3. Research hypothesis 

The study posits the following hypotheses.  

- Students satisfy 80 % of the learning criteria through their proficiency in software and hardware.  
- Learner satisfaction through the MIAP model is significantly high.  
- No significant gender difference exists in AI learning achievement. 

2. Hardware design 

The AI kit design incorporates portable, durable, and stackable features. A custom-designed printed circuit board (PCB) precisely 
accommodates the Jetson Nano [25–28], sensors, and protoboard. Additionally, the edge device seamlessly interfaces with peripherals 
such as keyboards, electronic components, and cameras. 
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2.1. Structure design 

Fig. 1 depicts an experimental box created using SOLIDWORKS, a computer-aided design (CAD) program. The laptop-like frame 
and base customized from colored plastic were precisely laser-cut to achieve a perfect fit. The form factor allows easy replication for 
mass production with a portable monitor connected via a standard high-definition multimedia interface (HDMI) port on the lid. 

Fig. 2 depicts the top view of the box, with a hinged lid on both sides. The lid’s laptop-friendly design allows for space-saving 
functionality. The material covering the box is black gloss plastic, laser-engraved with the “STEM Education” logo. The experi-
mental box measures 28.5 × 21.5 × 8.5 cm, as illustrated in Fig. 3. 

2.2. PCB design and electronic components 

The PCB layout features an L-shaped, as depicted in Fig. 4. The front and bottom sides of the mainboard are uniquely fabricated 
from an FR-4 copper-clad PCB material. The device legend on the front side is labelled to ensure accurate placement. 

The Jetson Nano can be inserted into the top-left corner, aligning with the basement, as depicted in Fig. 5. The Jetson Nano’s 
general-purpose input/output (GPIO) port is connected to external pins on the board. In the PCB design, a central protoboard facil-
itated wiring. Power was delivered via a single direct current (DC) adapter connected to the top-right corner. This approach eliminates 
the necessity for an alternating current (AC) outlet, enhancing convenience during teaching. 

In the experimental box, electronic components were included. Each part had a jumper pin-head connector for convenient wiring 
during experiments. Additionally, to safeguard against damage, each part is equipped with a small switch for circuit control. Fig. 6 
illustrates the positions of the light-emitting diode (LED) and buzzer. The first LED circuit consists of eight bits (D1 to D8). The second 
features an RGB LED (D9) capable of emitting red, green, or blue light. Additionally, the board includes both active and passive buzzers 
[29]. Fig. 7 depicts the 7-Segment, while Fig. 8 illustrates the tactile switches, relays, and servo motors. 

This study utilized the MCP3008 Analog-to-digital converter (ADC), which employs a serial peripheral interface. This chip 
effectively converts analog signals to digital signals and features eight channels, as depicted in Fig. 9. This section incorporates a light- 
dependent resistor (LDR) and a potentiometer. 

3. Edge-AI device 

The Jetson Nano B01 from NVIDIA, an AI computer, was chosen as an edge device for computer vision and AI tasks. Table 1 
provides detailed specifications and features of the Jetson Nano. Regarding AI applications, the Jetson Nano, with its 128-core Maxwell 
graphical processing unit (GPU), outperforms the Raspberry Pi 4. This efficiency advantage makes the Jetson Nano a preferred choice 
for AI workloads, leveraging its compute unified device architecture (CUDA) technology. 

In this study, the Jetson Nano was positioned at the base of the experimental box and shielded with plastic to prevent unforeseen 
incidents during teaching. The GPIO ports were wired using a 40-pin cable on the PCB board to facilitate convenient connection and 
maintenance, as depicted in Fig. 10. 

Fig. 1. Front view of an experimental box.  
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Fig. 2. Top view and lid.  

Fig. 3. Dimension of experimental box.  

Fig. 4. PCB layout.  
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4. Software for computer vision and AI 

The selected software concept, JetPack, is used under a public educational license and is thus not a copyright violation. JetPack, 
developed by NVIDIA, serves as a development environment for the Jetson Nano. It includes a Linux kernel, device driver, and pre- 

Fig. 5. Component installation.  

Fig. 6. LED and buzzer.  

Fig. 7. Seven-segment installation.  

Fig. 8. Tactile switches, relays, and servo motors.  
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bundled components such as the open computer vision library (OpenCV) [30–33] and Python [34–36]. These components are tailored 
specifically for the Jetson Nano platform. 

This study employed OpenCV, a powerful open-source library for computer vision, to handle real-time video data (VDO) in AI and 
machine learning applications using Python. Table 2 provides a succinct summary of essential OpenCV statements in Python, including 
library import, camera configuration, frame display, and geometric visualization. 

This study focused on leveraging pre-trained AI models for computer vision, simplifying the learning process for beginners, as 
depicted in Fig. 11. The output of the pre-trained model is transmitted to IO devices, including servo motors and LEDs. 

The Python code for the AI model is presented in Table 3. The algorithm initializes the model using cv2.dnn.readNetFromCaffe() 
based on a pre-trained model. The captured frame underwent preprocessing using the cv2.dnn.blobFromImage function, involving 

Fig. 9. ADC, LDR, and potentiometer.  

Table 1 
Jetson Nano features.  

CPU 64-bit Quad-Core Arm 1.43 GHz 

GPU 128 CUDA core 
Memory 4 GB 64-bit LPDDR4 25.6 GB/s 
Video Port HDMI 
Camera 2 × CSI 
Networking Gigabit Ethernet (RJ45) 
USB 4 USB 3.0  

Fig. 10. Jetson Nano installed at the base of the experimental box.  

Table 2 
Python statements for computer vision using OpenCV.  

Python Statement Description 

import cv2 Import OpenCV library 
cap = cv2.VideoCapture() Set camera ID for cap 
ret, frame = cap.read() Capture a single frame 
cv2.imshow(’Input’, frame) Show a captured frame 
cap.release() Close camera 
img = cv2.imread(’lena.jpg’) Read image from file 
cv2.rectangle() Draw a rectangle in VDO or image 
cv2.putText Add text in VDO or image 
ed = cv2.Canny() Detect edge using Canny Method 
blur = cv2.GaussianBlur() Blur image 
cw = imutils.rotate(img,45) Rotate image CCW 45◦
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mean subtraction and image scaling. In preparation for subsequent computation, an image must undergo suitable preprocessing. An 
OpenCV deep learning module (DNN) is employed to detect and predict objects within the image frame. The results of this processing 
are fed into the net.forward statement. Rectangles are drawn when confidence values surpass the specified threshold. 

Fig. 11. Pre-trained model algorithm.  

Table 3 
Python statements for prediction from pre-train model.  

Python Statement Description 

net = cv2.dnn.readNetFromCaffe() Set a pre-trained model 
blob = cv2.dnn.blobFromImage() Preprocessing input image 
net.setInput(blob) Pass blob to CNN 
detections = net.forward() Perform prediction process 
confidence = detections[0, 0] Draw the confidence  

Fig. 12. MIAP learning model.  

M. Lohakan and C. Seetao                                                                                                                                                                                           



Heliyon 10 (2024) e31366

8

5. Active learning model 

This study employed the MIAP learning model as an active learning approach. The model focuses on fostering learner growth, 
transitioning “Cannot Do It” to “Able to Do It”. Expected student behaviors encompass practical skills, positive attitudes, and 
knowledge. MIAP learning consists of four distinct components, as depicted in Fig. 12. The model can be described as follows.  

- Motivation (M) facilitates student learning by inspiring them to comprehend new material and tackle challenges. Consequently, 
learners exhibit a heightened enthusiasm for studying.  

- Information (I) imparts knowledge to students within the course objectives.  
- Application (A) involves applying acquired knowledge and skills to identify and solve problems.  
- Progress (P) serves as a metric for evaluating student learning performance. Learning achievements are assessed via problems and 

exercises. 

The MIAP learning model commences with an introductory lesson (M) on real-world AI system applications. Subsequently, Python 
programming and hardware content (I) are imparted through an activity and an AI kit. Instructors mandated students to complete the 
exercise (A) and submit results via the mobile application. During the final step (P), teachers assess student knowledge and provide 
guidance. Upon completion of the MIAP procedure for each module, results are returned to the instructor. If learning outcomes are 
suboptimal, the teacher should revisit the information, application, and progress steps to enhance student comprehension, as depicted 
in Fig. 13. 

6. Methodology 

6.1. Participants 

For this study, all participants consented to image publication, and parental consent was obtained before data collection. The 
investigation procedure was comprehensively explained. The study received authorization from the school director and was approved 
by the Human Research Ethics Committee of the STEM Education Center, King Mongkut’s University of Technology North Bangkok, 
Thailand (Reference Number: STEM-01-2566). This study involved a large-scale experiment with high school students (Grade 10) from 
five schools in Thailand. A total of 149 participants (65 males and 84 females) took part. This study employed purposive sampling to 
investigate students in science and mathematics programs. The average participant age was 16 years. The experiment took place 
between June 2023 and August 2023. Table 4 presents detailed information for each school. 

6.2. Procedure 

This study conducted a one-day course from 08:30 to 16:30. The Line application was utilized for students, and students were 
mandated to provide feedback via the mobile application. A quasi-experiment [37,38] with a one-group pretest and posttest was 
performed to measure learning achievement in the course. The experimental procedure comprised nine steps, as depicted in Fig. 14. 
The pretest and posttest questions comprised 20 multiple-choice questions, assessing knowledge related to four key AI concepts with 
scores ranging from 0 to 20. The study employed questions to evaluate learning progress in four domains: Python programming (four 
questions), computer vision (four questions), hardware interface (four questions), and AI application using the experimental box (eight 

Fig. 13. Feedback process of MIAP model.  
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questions). The test assessed participants’ ability to evaluate students’ learning achievements following instructional guidance. 
In the initial phase, students completed a pretest within a 20-min timeframe. This step, which encouraged the use of the experi-

mental box and learning resources, fostered student motivation and inspiration. Students received instruction in fundamental Python 
programming and were required to submit assignments via the Line application. The teacher provided guidance on Python scripting 
based on the e-book, assisting students in algorithm implementation. The entire process lasted 170 min. In the subsequent phase, a 1-h 
session on Python-based computer vision was presented to the students. Within 15 min, the historical context and motivation behind 
AI were introduced. Subsequently, the students were instructed on Python-based training for pre-trained AI models. Finally, the 
operation of sensors and electronic components was conducted using Python for 60 min. This stage integrates the AI process with 
hardware devices. In the eighth phase, students completed a 20-min posttest and 10-min satisfaction assessment, maintaining con-
sistency by using identical questions from the pretest in the first phase [37]. 

6.3. Educational statistic and measurement tools 

A quasi-experimental design was used to evaluate the effectiveness of the proposed learning approach. The educational statistics 
used in this study were t-test, data frequency, average value, and standard deviation (SD). A t-test with paired differences was per-
formed to determine learning achievement in each school. The IBM SPSS statistical software was used to process the data. The 
measurement tools used were an AI kit, pretest, posttest, and questionnaire. Pretest and posttest were used to assess students’ learning 
achievements. Both tests included 20 multiple-choice questions. Questionnaire items were measured using a 5-point Likert scale 

Table 4 
Participant detail.  

School Grade Male Female Total 

Satrinonthaburi 10 0 30 30 
Anurat Prasit 10 17 15 32 
Samsenwittayalai 10 9 6 15 
Wat Khemapirataram 10 21 17 38 
Satriwitthaya 2 10 18 16 34 
Total  65 84 149  

Fig. 14. Experimental procedure.  
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ranging from 1 (strongly disagree) to 5 (strongly agree) [39] for satisfaction evaluation. 

7. Research results 

7.1. On-site teaching 

In five schools, on-site teaching involved 15 student groups, each assigned to an experimental box equipped with a keyboard, 
mouse, and USB camera. Two teaching assistants provided guidance to students. Fig. 15 illustrates student activities during Python 
programming using Visual Studio Code (VS Code). 

The students received instructions on utilizing OpenCV for computer vision tasks and AI functions. The VDO frame is generated by 
an AI algorithm that captures a single frame using a camera. One of the tasks involves adding rectangles and text to the frame at the 
detected face position using a face-detection model. Subsequently, students’ exercise outcomes were transmitted via a Line applica-
tion, as depicted in Fig. 16. Furthermore, they exhibited proficiency in coding AI concepts using the following algorithms.  

- Face detection using Haar cascade [40–42],  
- Vehicle detection,  
- Face detection using deep learning models and  
- Real-time object detection. 

7.2. Learning achievement 

In this study, paired-sample tests were utilized to assess learning achievement by comparing pretest and posttest scores. The 
learning achievements of all schools according to the large-scale experiment are listed in Tables 5–9. The results for each school 
revealed significant differences in learning performance (p < 0.05). 

The overall learning achievement of all schools (N = 149) is presented in Table 10. The results showed significant differences in 
learning performance, with t = 23.81 (p < 0.05). After the procedure, students’ average scores increased from 11.15 to 18.67, with the 
SD decreasing from 3.76 to 2.92. This aspect implies that students can enhance their knowledge and have less variation in mean scores. 

Fig. 15. Student activities at schools.  
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Fig. 16. Assignments to handle the face detection algorithm.  

Table 5 
Learning achievement at Satrinonthaburi school.  

Pretest (n = 30) Posttest (n = 30) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

10.53 3.44 19.13 1.25 8.60 3.37 0.62 29 13.98 

*p < 0.05. 

Table 6 
Learning achievement at Anurat Prasit school.  

Pretest (n = 32) Posttest (n = 32) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

11.44 3.42 18.75 1.74 7.31 3.32 0.59 31 12.47 

*p < 0.05. 

Table 7 
Learning achievement at Samsenwittayalai school.  

Pretest (n = 15) Posttest (n = 15) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

13.87 3.96 18.93 1.83 5.07 3.01 0.78 14 6.51 

*p < 0.05. 

Table 8 
Learning achievement at Wat Khemapirataram school.  

Pretest (n = 38) Posttest (n = 38) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

10.68 3.64 18.26 2.72 7.58 4.11 0.67 37 11.36 

*p < 0.05. 

Table 9 
Learning achievement at Satriwitthaya 2 school.  

Pretest (n = 34) Posttest (n = 34) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

10.76 4.03 18.53 1.99 7.76 4.42 0.67 33 10.23 

*p < 0.05. 
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Fig. 17 presents bar graphs depicting the alignment of learning achievements with the established learning criteria. The learning 
criterion set for this study was 80 % [43] (equivalent to 16 points). Pre-procedure, all students scored below 80 %. Post-procedure, 
their learning achievement exceeded the criteria by 80 %, confirming the effectiveness of a practical teaching technique using Py-
thon programming for AI topics in STEM education. 

Fig. 18 depicts data scattering characteristics for the entire student cohort (N = 149). The pretest group (blue dot) was significantly 
lower than the posttest group (red dot). Despite satisfying the posttest learning criteria, certain students need additional intervention to 
enhance their knowledge and skills beyond 80 %. Subsequent learning revisions were necessary following in-class teaching via online 
content. 

Tables 11 and 12 present learning achievement results by student gender, with t = 12.47 for male and t = 21.01 for female (p <
0.05). Notably, both male and female students achieved the 80 % learning criteria, as depicted in Fig. 19. 

Table 10 
Learning achievement of all schools.  

Pretest (n = 149) Posttest (n = 149) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

11.15 3.76 18.67 2.92 7.52 3.85 0.76 148 23.81 

*p < 0.05. 

Fig. 17. Learning criteria in each school.  

Fig. 18. Data scattering of pretest (blue dot) and posttest (red dot). (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 
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7.3. Satisfaction evaluation of students 

The conductive class environment fostered student engagement, curiosity, and energy, contributing to effective teaching and 
seamless class management. As presented in Table 13, the students were impressed with their studies. Subsequently, they reflected on 
their satisfaction assessments for each topic. All topics were assessed by the students (N = 149) as very high. Moreover, the SD was 
below 1, indicating satisfactory results. 

8. Discussion 

The significance of this study was the development of AI kits for teaching modern AI topics, including software and hardware 
systems. An active learning model was used in the learning process to achieve the learning outcomes. 

8.1. RQ1: students’ engagement behaviors 

The on-site teaching results from five schools demonstrated significant student engagement in active activities using the MIAP 
model. This engagement was primarily focused on Python programming and an AI experimental box due to the practical-based 
approach. In the initial phase, students enhanced their Python programming skills for computer vision. Subsequently, they demon-
strated increased engagement in AI programming related to electronic hardware, as depicted in Figs. 15 and 16. In alignment with the 
AI curriculum in early childhood education in China [5], students actively engage in questioning and collaborative experimentation 
during the class, rather than adopting passive approaches. In the STEM class, the teacher facilitated student learning by assigning a 

Table 11 
Learning achievement for male students.  

Pretest (n = 65) Posttest (n = 65) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

11.44 3.42 18.75 1.74 7.31 3.32 0.59 31 12.47 

*p < 0.05. 

Table 12 
Learning achievement for female students.  

Pretest (n = 84) Posttest (n = 84) Paired Differences df t 

M SD M SD M SD Std. Err Mean 

10.69 3.31 18.83 1.87 8.14 3.55 0.39 83 21.01 

*p < 0.05. 

Fig. 19. Learning criteria compared between male and female.  

Table 13 
Satisfaction evaluation of students with N = 149.  

Topics M SD Interpretation 

An experimental box 4.93 0.26 Very High 
Learning facility 4.87 0.52 Very High 
Knowledge for future study 4.61 0.64 Very High 
Teaching procedure 4.73 0.46 Very High 
Teaching assistant 4.71 0.61 Very High 
Service 4.65 0.60 Very High  
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spectrum of exercises. Active learning, particularly effective in group settings, enabled students to acquire both software [20] and 
hardware skills for AI applications. 

8.2. RQ2: students’ learning achievement 

This study developed and designed new AI kits and learning methods for STEM education, including software and hardware op-
erations, learning activities, and educational evaluations. Pretest and posttest [37] were employed to assess students’ AI competency. 
Learning achievements demonstrated that students improved their coding and AI knowledge skills. They boosted their critical 
thinking, creativity, communication, and cooperation skills after completing the group assignments, as indicated in Table 10. In 
addition, the students’ average scores consistently exceeded the 80 % learning criteria [43], as depicted in Fig. 17. 

8.3. RQ3: students’ gender related to learning achievement 

In this study, the student’s gender was investigated. The findings from Tables 11 and 12 indicate no statistically significant 
disparity in learning achievement between male and female students studying AI, whether using Python programming or AI kits. As 
depicted in Fig. 19, the male student scores averaged 18.75, while the female scores averaged 18.83. Both genders demonstrated score 
improvement after completing the AI kit-based learning procedure. Ultimately, the teaching method and AI experimental box enhance 
learning outcomes for all genders. 

9. Limitations 

This study acknowledges certain limitations. Specifically, teachers are required to assemble various hardware components for AI 
kits, including wiring cables, external cameras, and power adaptors, before conducting their teaching activities. The optimal student- 
to-AI kit ratio is two. In addition, the Jetson Nano requires installation on an NVIDIA-specific operating system (OS). Prior to any 
instructional activities, related software, including VS Code, Python library, and AI dependencies, should be installed. Following 
software installations, an image file can be restored to replicate other AI kits. The classroom setup time before teaching was 20 min. 
Teaching assistants are necessary for large classrooms (over 30 students). 

10. Practical implications 

The findings of this study indicate that the AI kit can be used as an experimental device for various subjects, such as computer 
programming and the Internet of Things (IoT) for high school students. The AI kit is a computer-based box with low power con-
sumption. No additional computers are required to operate. Because of its compact shape, the AI kit is suitable for both on-site training 
and classrooms and can be scaled to support large classrooms. 

An interdisciplinary approach using an AI kit with MIAP for STEM classrooms has broad appeal. Project-based learning and 
problem-based learning can be applied to teaching using an AI kit. These findings suggest that the AI kit enhances student engagement 
in active learning. 

11. Conclusion 

Regarding sustainable learning and education, this study developed AI kits and instructional procedures to impart AI concepts for 
STEM education on a broad scale. The experimental box was tailored to facilitate diverse applications. Within this box, a specifically 
designed PCB accommodated the Jetson Nano as an edge AI device. On the assembled PCB, sensors and electronic components are 
meticulously soldered onto the panel. The enclosure houses a portable monitor and sensors within a single box, making it suitable for 
both on-site and online teaching. A laptop-style plastic case underwent precise laser shaping. Subsequently, students received pre-
installed software and training to operate the hardware. OpenCV with Python programming was used to perform the real-time VDO for 
the AI task. 

In this study, experiments were conducted across five high schools with Grade 10 students, representing a mix of male and female 
participants. Following the teaching process, the posttest scores exhibited a statistically significant improvement compared to the 
pretest scores. In addition, learning achievements exceeded the learning criteria. Students’ satisfaction was also assessed. Students 
exhibit engagement behaviors in AI programming with electronic devices. They were satisfied with the hardware and learning pro-
cesses during enjoyable class activities. No significant gender disparities were observed in learning achievements related to AI topics 
when utilizing AI kits. The study’s outcome suggests that AI kits offer a promising avenue for enhancing both hardware and software 
competencies among high school students and those at higher education levels. 

In future research, learning topics focusing on AI graphical programming with electronic components for industrial applications 
will be developed using low-cost devices. Specifically, a human machine interface (HMI) board with a Node-RED will be employed as 
an embedded device. A small size and built-in monitor are advantageous for this platform. Furthermore, custom training techniques for 
various frameworks will be included in the learning kits for STEM or STEAM education for high school and vocational students in 
Thailand. 
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