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Oligonucleotide aptamers are typically identified through a
rigorous and time-consuming process known as systematic evo-
lution of ligands by exponential enrichment (SELEX), which re-
quires 20 to 30 iterative rounds to eliminate non/weak binding
sequences and enrich tight binding sequences with high affinity.
Moreover, inherent experimental biases and non-specific inter-
actions within SELEX could inadvertently exclude high-affinity
candidates, leading to a high failure rate. To address these
challenges, we proposed DeepAptamer for identifying high-
affinity sequences from unenriched early SELEX rounds. As
a hybrid neural network model combining convolutional
neural networks and bidirectional long short-term memory,
DeepAptamer integrated sequence composition and structural
features to predict aptamer binding affinities and potential
binding motifs. Trained on comprehensive SELEX data,
DeepAptamer outperformed existing models in accuracy as
substantiated by experimental evidence. More importantly,
DeepAptamer effectively identified key nucleotides for target
binding. DeepAptamer can efficiently identify high-affinity ap-
tamers against various targets, enhancing its potential to
discover promising sequences in initial screening stages and
obviating the 20–30 iterative selection rounds required for
full enrichment of selection pools. This represented a notable
leap forward in aptamer technology, with broad implications
for its application across a spectrum of selection targets.

INTRODUCTION
Aptamers are single-stranded oligonucleotides that bind to their tar-
gets with high sensitivity, selectivity, and affinity, rendering them
ideal for diagnostic and therapeutic applications.1,2 In the 1990s,
the development of aptamers was accelerated by the introduction of
the screening technology called systematic evolution of ligands by
exponential enrichment (SELEX).3 This screening method enabled
the process of gradual accumulation and enrichment of the target-
specific aptamers with repeated rounds of binding, partition, amplifi-
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cation, and regeneration. Subsequent sequencing of the SELEX pools
using next generation sequencing (NGS) allowed for statistical ana-
lyses that unveil the dynamics within the aptamer populations across
different SELEX stages, offering insights into the enrichment process
of sequences (Figure S1).4 Theoretically, sequences with relatively
high enrichment are likely to be the high-affinity aptamers. These en-
riched sequences are then clustered by sequence similarity, with a few
representative sequences chosen for experimental affinity character-
izations, leaving the vast majority unexplored. Nonetheless, practical
challenges such as sample loss, non-specific binding, amplification
bias, and limitations in sequencing depth can affect the enrichment
condition of high-affinity sequences. Consequently, it is desirable
to establish a strategy that can swiftly and accurately identify high-
affinity sequences within the extensive NGS datasets, regardless of
whether they are enriched.

Aptamer-target binding relies on 3D conformational complemen-
tarity, making the prediction of aptamer affinity a complex endeavor
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that must account for both the sequence and structural information
of the aptamers. Current prediction approaches, including unsuper-
vised clustering methods such as RaptRanker and SMART-
Aptamer, clustered aptamers based on their predicted secondary
structures, inferring affinity through comparison with high-affinity
counterparts in database.5–9 However, these methods were compu-
tationally intensive and may yield inaccuracies stemming from a
preposition toward existing sequence data. On the other hand, su-
pervised machine learning techniques utilized SELEX experiment
data to construct models for affinity prediction. An improved
SVM algorithm that combined sequence and structural features
was proposed,10 but it lacked the scalability required for large data-
sets. Deep learning approaches, recognized for their proficiency in
extracting intricate features from voluminous data for sequence
analysis are promising.11–13 However, current deep learning models
such as DeepBind and DeepSELEX, only focused on sequence infor-
mation, neglecting the critical aspect of spatial conformation.11,14

Therefore, to bridge this gap, it is essential to propose an advanced
deep learning framework that can integrate both sequence and
conformational information of aptamer sequences to improve the
accuracy of aptamer affinity prediction.

In this paper, we introduce DeepAptamer, a hybrid deep learning
framework that combined a convolutional neural network (CNN)
and a bidirectional long short-term memory (BiLSTM) neural
network. This architecture was engineered to harness the CNN’s
capability to extract distinctive features from aptamer sequence
data and their conformational configurations, and BiLSTMwas adept
at detecting long-term associations within sequences. DeepAptamer
was trained on an extensive dataset exceeding 300 GB of NGS data
acquired from SELEX targeting three distinct targets. This model
was then employed to identify potential high-affinity aptamers, eval-
uating both sequences enriched through SELEX and those overlooked
in early SELEX rounds due to experimental bias. The efficacy of
DeepAptamer was compared with existing models, with its efficacy
substantiated through experimental validations. Furthermore, the
key binding motifs were identified and validated. This research held
the potential to considerably streamline the discovery process of
potent aptamers by facilitating their identification in the early stages
of SELEX, thereby obviating the need for fully enriched sequence
pools. This approach could shorten the screening duration and in-
crease the success rate of SELEX.

This study is crucial, as it addresses significant challenges in the dis-
covery and characterization of high-affinity aptamers, which are
essential for advancing diagnostic and therapeutic applications. By
developing DeepAptamer, a hybrid deep learning framework that in-
tegrates both sequence and structural information, we aim to enhance
the accuracy and efficiency of aptamer identification. This research
not only provides a novel computational tool for researchers in mo-
lecular biology and bioinformatics but also benefits pharmaceutical
companies and biotechnology firms that rely on aptamer technology
for drug development and targeted therapies. Ultimately, this study
has the potential to transform the aptamer discovery process, making
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it more efficient and accessible to a diverse range of stakeholders in
science and medicine.

RESULTS
Architecture of DeepAptamer

DeepAptamer was a deep learning framework that integrated CNN
and BiLSTM networks (Figure 1). DeepAptamer took advantage of
both one-hot encoding and DNA shape features to capture the
sequence and conformational information of aptamers. Addition-
ally, DeepAptamer employed variational autoencoders (VAE) to
identify the key nucleotides that contribute to aptamer-target bind-
ing. We applied DeepAptamer to datasets derived from multiple
rounds of SELEX targeting an array of proteins. The protocol
involved the following steps: (1) conducting SELEX to identify ap-
tamers against a specific target protein, and sequencing the single-
stranded DNA (ssDNA) pools from different SELEX rounds; (2)
counting and analyzing the sequence enrichment across the rounds;
(3) encoding the DNA sequences into matrices using one-hot coding
and DNA conformational information; (4) curating the encoded da-
tasets into training, test, and validation sets; (5) modeling the ap-
tamer-target affinity using the framework combining CNN and
BiLSTM to extract both sequence and conformation features and
capture long-term dependencies within nucleotides; (6) outputting
the aptamer affinity scores and integrating them into a fully concat-
enated layer; and (7) loading both data types into the VAE feature
extraction program to identify the key nucleotides that are crucial
for the aptamer-target binding. This protocol constructed a compre-
hensive pathway, from SELEX to the identification of high-affinity
aptamer candidates, leveraging the advanced analytical prowess of
DeepAptamer.

DeepAptamer consisted of input sequencing data analysis, model
training, output data evaluation, and interpretability analysis (Fig-
ure 1). Following SELEX, the selection pool from each round was
sequenced by NGS. The quality of the sequencing was assessed to
exclude sequences with a high error rate. The enrichment levels of er-
ror-free sequences were statistically analyzed using reads per million
(RPM), with those exhibiting high enrichment chosen as the input
data. These sequences were then converted into matrices using one-
hot encoding, while conformational information was extracted by
DNA shape software using sliding window processing. The input
data were randomly distributed into training, testing, and validation
sets. The test set was used to refine and optimize the model during the
training process. The validation set was used to evaluate the final per-
formance post-training and turning. To ensure unbiased learning, the
number of positive samples was equalized with that of negative sam-
ples. Upon completion of the model training by CNN and BiLSTM,
all features were integrated within two fully connected layers for pre-
dicting the affinity values of the sequences. These one-hot vectors
were then loaded into the variational autoencoder (VAE) module,
for extracting distinctive features from DNA sequences and identi-
fying key binding nucleotides in the sequences.15 Subsequently, bind-
ing sites and binding patterns associated with the high-affinity se-
quences were then identified and characterized.



Figure 1. General architecture of DeepAptamer

The flowchart illustrates aptamer selection, sequencing, encoding, model training, and result prediction steps involved in the DeepAptamer pipeline.
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Statistical analysis of NGS data after SELEX

DeepAptamer was trained with NGS datasets derived from SELEX
targeting three distinct target proteins, each exhibiting a range of ap-
tamer binding affinities: (1) B cell maturation antigen (BCMA), an
emerging target for immunotherapy in multiple myeloma16; (2) con-
nective tissue growth factor (CTGF), a member of the CCN protein
family of secreted proteins with roles in cell proliferation, migration,
adhesion, wound healing, and angiogenesis17; and (3) Dickkopf-1
(DKK1), a marker of poor prognosis in a variety of cancers.18

Each SELEX experiment yielded six to nine sequencing samples, cor-
responding to the ssDNA pools obtained from individual SELEX
rounds (Figure 2). Following extraction of valid sequences from the
raw NGS data, sequencing quality was assessed by calculating error
rates and unmatched rates (Figure 2A). The error rate referred to
the sequencing error by calibrating with the conserved regions in
the initial SELEX library. The unmatched rate referred to the
sequence differences identified from the two conserved primer re-
gions. It was found that most SELEX pools had error rates at �7%,
which was reasonable, while DK-26 (the 26th SELEX round against
DKK1), DK-28, and DK-30 had relatively higher error rates
(�26%, �28%, and �34%, respectively), which might be attributed
to the fact that the mutations in PCR accumulated through repeated
SELEX rounds, thus resulting in a relatively high error rate. Similarly,
the unmatched rates in the SELEX pools were relatively low (�3%),
except for DK-28 and DK-30 (�18% and �20%, respectively). Se-
quences with these errors were then excluded. Despite these outliers,
the overall sequencing quality was deemed sufficiently high for subse-
quent analysis.

The enrichment levels of the sequences within each SELEX pool were
analyzed by the ratio of the number of different sequences in the total
number of sequences (Figure 2B). The ratio in the initial ssDNA li-
brary before SELEX (IN_1) was 0.896. For CTGF-targeted SELEX,
this ratio decreased gradually through SELEX rounds and dropped
down to 0.155 at round 20, indicating an effective convergence of
sequence types. For DKK1, the ratio remained almost unchanged un-
til round 20, and dropped down to 0.020 at round 30. For BCMA, the
ratio decreased significantly in the first several rounds, dropped down
to 0.031 at round 6 and remained nearly unchanged after that. There-
fore, considering the enrichment condition, the sequences from
round 20 of CTGF, round 30 of DKK1, and round 6 of BCMA
were chosen as the input data for subsequent model training.

The input sequences from round 20 of CTGF, round 30 of DKK1, and
round 6 of BCMA were systematically categorized to form the posi-
tive and negative datasets. The occurrence of sequences was counted
and ordered based on reads per million (RPM). Subsequently, the dis-
tribution of occurrence for the top 20,000 ranked sequences from
each SELEX round was graphically represented (Figure 2C). Accord-
ing to the occurrence distribution patterns, the top 7,500 sequences
for CTGF, 4,000 sequences for DKK1, and 2,000 sequences for
Molecular Therapy: Nucleic Acids Vol. 36 March 2025 3
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Figure 2. Sequence enrichment analysis from SELEX pools

(A) Sequencing quality assessment, including error and unmatched rates. (B) Enrichment analysis through SELEX rounds, showing sequence diversity reduction. (C)

Occurrence distribution of the top 20,000 sequences ranked by reads per million (RPM).
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BCMA were designed as the positive dataset. For the negative dataset,
150,000 sequences in each SELEX were selected from those present in
the initial library but absent in subsequent rounds.

The integrated DeepAptamer model demonstrated superior

performance comparedwith the individual CNNor BiLSTMmodel

DeepAptamer was designed as a deep neural network model to pre-
dict the affinity of aptamer sequences from NGS data (Figure 3A).
The model comprised four primary components: an encoding layer,
a convolutional layer, a BiLSTM layer, and a multilayer perceptron
layer. The encoding layer could transform the input DNA sequences
(length %35 base pairs [bp]) into one-hot vectors and extract DNA
shape features, such as minor groove width (MGW), propeller twist
(ProT), helical twist (HelT), and roll, using the DNAshape method.19

The convolutional layer applied two-dimensional convolutional fil-
ters and rectified linear units (ReLU) to the one-hot vectors and the
DNA shape features separately, and then performed max-pooling
to reduce the dimensionality of the inputs. The BiLSTM layer
captured the long-term dependencies among the nucleotides by pro-
cessing the outputs of the convolutional layer in both forward and
backward directions. The multilayer perceptron layer integrated the
features learned by the BiLSTM layer and output a two-dimensional
vector that represented the predicted affinity of the aptamer sequence.

For both the positive and negative datasets, 72% of the sequences were
randomly selected as the training dataset, 18% of the sequences were
selected as the validation dataset, while the remaining 10% were used
as the testing dataset. DeepAptamer was then trained with the
4 Molecular Therapy: Nucleic Acids Vol. 36 March 2025
training and validation subsets, providing four key metrics: train
loss, validation loss, train accuracy, and validation accuracy. These
metrics are crucial for adjusting the model’s hyperparameters.
Following training, DeepAptamer was utilized to predict the affinity
of sequences within the corresponding testing dataset.

To comprehensively evaluate the performance of DeepAptamer, we
calculated both the area under the receiver operating characteristic
curve (AUROC) and the area under the precision-recall curve
(AUPRC) as primary metrics. The AUROC provides insight into
the model’s ability to distinguish between classes, while the AUPRC
is particularly valuable for assessing performance with imbalanced
datasets, focusing on the quality of positive predictions. We bench-
marked DeepAptamer against individual CNN or BiLSTM models
to evaluate its accuracy in affinity prediction. The AUROC values
(Figure 3B) for CTGF were 0.897 for CNN, 0.905 for BiLSTM, and
0.919 for DeepAptamer. For DKK1, the AUROC values were 0.742
for CNN, 0.762 for BiLSTM, and 0.809 for DeepAptamer. For
BCMA, the AUROC values were 0.981 for CNN, 0.982 for BiLSTM,
and 0.989 for DeepAptamer. Similarly, the AUPRC values (Figure 3C)
showed that DeepAptamer outperformed the individual models: for
CTGF, AUPRC was 0.843 for CNN, 0.848 for BiLSTM, and 0.870
for DeepAptamer; for DKK1, AUPRC was 0.573 for CNN, 0.596
for BiLSTM, and 0.672 for DeepAptamer; for BCMA, AUPRC was
0.956 for CNN, 0.932 for BiLSTM, and 0.973 for DeepAptamer. These
results confirmed that DeepAptamer consistently outperforms both
CNN and BiLSTM models across different metrics, underscoring its
enhanced predictive capabilities.
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To further assess the performance of different modules, the confusion
matrix was employed to determine the true positive rate (TPR) for
the predicted results on the testing dataset (Figures 3D and S2). For
CTGF, the TPRs were 0.49 for CNN, 0.72 for BiLSTM, and 0.73
for DeepAptamer. For DKK1, the TPRs were 0.85 for CNN, 0.97 for
BiLSTM, and 0.98 for DeepAptamer. For BCMA, the TPRs were 0.90
for CNN, 0.93 for BiLSTM, and 0.89 for DeepAptamer. Furthermore,
the true negative rate (TNR) of three modules were analyzed. For
CTGF, the TNRs were 0.97 for CNN, 0.97 for BiLSTM, and 0.98 for
DeepAptamer. For DKK1, the TNRs were 0.77 for CNN, 0.85 for
BiLSTM, and 0.86 for DeepAptamer. For BCMA, the TNRs were 1.00
for CNN, 1.00 for BiLSTM, and 0.99 for DeepAptamer. The TNR and
TPR data revealed no significant differences across the three modules.

As both local sequence features and structural conformations were
incorporated into the training process, the combinational model
DeepAptamer was deemed more appropriate for this study.

DeepApatamer demonstrated superior performance compared

with current protein-DNA binding prediction models

DeepBind and DeepSELEX were deep learning models used for pre-
dicting the binding between transcription factors and genomic DNAs,
and SVM was a machine learning model for predicting the binding
between proteins and aptamers.10,11,14 For comparison, SVM,
DeepSELEX, and DeepBind were trained and tested with the same da-
tasets (Figure 4). It was found that DeepAptamer exhibited higher
AUROCs (0.963 for CTGF, 0.861 for DKK1, and 0.996 for BCMA)
compared with SVM (0.431 for CTGF, 0.608 for DKK1, and 0.896
for BCMA), DeepBind (0.864 for CTGF, 0.761 for DKK1, and
0.984 for BCMA), and DeepSELEX (0.864 for CTGF, 0.649 for
DKK1, and 0.996 for BCMA) (Figures 4A and 4B).

In addition, for the TPR and false positive case rate (FPR) values,
DeepSELEX and DeepBind showed inferior performance compared
with DeepAptamer for all three targets (TPRs were 0.00 and TNRs
were 1.00) (Figure S3), suggesting that deep learning models used
for predicting the binding of transcription factors and genomic dou-
ble-stranded DNAs were not suitable for predicting aptamer-protein
binding. We further validated the performance of DeepAptamer us-
ing external datasets of SELEX data targeting streptavidin.20 F1 Scores
was employed as the primary metric to reflect the model’s ability to
balance true positive predictions. It was found that DeepAptamer
demonstrated superior performance compared with DeepBind and
DeepSELEX models on this external dataset (Figure S4).

Pre-trained DeepAptamer could effectively identify the potential

high-affinity aptamer sequences in early SELEX rounds

Theoretically, high-affinity sequences would be enriched through
SELEX. However, due to limitations in experiments such as PCR
Figure 3. DeepAptamer model training

(A) Neural network structure combining CNN and BiLSTM to predict aptamer affinity. (B

network confirgurations. (D) Quantitative TPR and TNR bar charts for DeepAptamer an
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bias, sequencing bias, and non-specific bindings, potential sequences
with high affinity may not be enriched, leading to a high missing rate
of potential candidates. To address this issue, the pre-trained
DeepAptamer was used to predict and identify the potential high-af-
finity candidates from the sequences with low enrichment. Sequences
that were present in early rounds but not enriched in the selected final
input rounds (round 20 of CTGF, round 30 of DKK1, and round 6 of
BCMA) were extracted. The binding affinity of these sequences was
predicted by DeepAptamer, and the top 100 sequences were identi-
fied. The distribution of probability values of the top 100 sequences
predicted by DeepAptamer from unenriched early rounds and top
100 sequences with high enrichment from the enriched rounds
were plotted (Figure 5A). For CTGF, DKK1, and BCMA, the affinity
of the top 100 sequences predicted by DeepAptamer from unenriched
early rounds were higher (lower mean Kd values) than that of the top
100 sequences with high enrichment (higher mean Kd values).

To validate the predicted results, 10 sequences from the top 100 se-
quences predicted by DeepAptamer from unenriched early rounds
and 10 sequences with high enrichment from the enriched rounds
were randomly selected, and the binding affinity of these sequences
was determined by Biolayer Interferometry (BLI) analysis. It was
found that the mean Kd value of predicted sequences was significantly
lower than that of the enriched sequences (p = 0.020), demonstrating
a higher binding affinity of the predicted sequences (Figures 5B and
5C). These data suggested that the pre-trained DeepAptamer could
effectively predict and identify potential high-affinity aptamers in
the early SELEX rounds, without the requirement of enriched pools.
Pre-trained DeepAptamer could identify key nucleotides

essential for target binding

DeepAptamer was further employed to identify the key nucleotides of
the candidate sequences essential for target binding. The top 4,000 se-
quences, as ranked by high-affinity probability values predicted by
DeepAptamer, served as the input data for VAE. The VAE recon-
structed and processed these sequences to interpret important bind-
ing features (Figure 6A). The distribution of the reconstructed hidden
layer for low-enrichment sequences was plotted, with different
colored dots representing different degrees of high-affinity probabil-
ity values (Figure 6B). For CTGF, the distribution of probability
values for the input sequences was highly concentrated, predomi-
nantly centered at around 0.98, indicating the presence of a strong
consensus within the high-affinity sequences for CTGF binding. In
contrast, the distribution for DKK1 was broader, ranging from 0.7
to 0.95, suggesting a more diverse set of sequences contributing to
high-affinity binding. For BCMA, the input sequences exhibited
even broader range in probability value distribution, extending
from 0.1 to 0.7, with most sequences exhibiting values above 0.6.
) AUROC values for different network configurations. (C) AUPRC values for different

d individual models.



Figure 4. Performance comparison of DeepAptamer against SVM, DeepBind, and DeepSELEX on different targets

(A) AUROC scores for all models. (B) Quantitative AUC bar charts for each model.
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This extensive distribution implied a more complicated binding land-
scape for BCMA.

Subsequently, the hidden layer features of these sequences were clus-
tered using the Gaussian mixture model (GMM) (Figure 6C). It was
observed that sequences with similar affinity probability values were
grouped into the same clusters. Therefore, high-affinity sequences
from the cluster with higher probability values were selected for
analyzing the binding motif features. It was found that CATCA motif
for CTGF, GGTTGG-NNN-GGTTGG motif for DKK1, and
AATGCAGmotif for BCMAwere the commonmotif features among
the high-affinity sequences (Figure 6D). Furthermore, experimental
validation through BLI confirmed that the sequences containing the
corresponding motifs had high binding affinities to the corresponding
targets among the top-ranked sequences (Table S1). To investigate
the role of the binding motifs, the identified nucleotides were
mutated. The predicted secondary structures indicated that the struc-
ture was stabilized by the common binding motif, in conjugation with
the two loops formed by the conserved primer region at both termini
(Figure S5), while mutations on these nucleotides disrupted the orig-
inal loops and changed the secondary structure. Furthermore, muta-
tions within the core motif resulted in an increase in the minimum
free energy (MFE) for the secondary structure, indicating a loss of
structure stability (Figure S6). To further validate the significance of
the predicted core motifs, we designed aptamers with altered nucleo-
tide sequences in regions outside of the predicted motifs. Specifically,
the core motifs identified by DeepAptamer were mutated to poly-T
sequences, while sequences outside the motifs were mutated
randomly to serve as control groups. BLI analysis revealed that muta-
tions within the core motifs significantly reduced the binding affinity
of the aptamers to their protein targets, whereas mutations outside the
core motifs had no effect on binding (Figure S7). These results under-
score the critical role of the predicted core motifs in aptamer-protein
interactions and support the robustness of DeepAptamer’s predictive
capabilities.

Moreover, the biological activity of aptamer candidates, both with and
without the core motif, was determined. Two DKK1 aptamer
Molecular Therapy: Nucleic Acids Vol. 36 March 2025 7
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Figure 5. Validation of predicted high-affinity sequences

(A) Probability distribution of predicted vs. enriched sequences. (B) Binding affinity of predicted and enriched sequences via BLI. A paired t-test was performed to determine

the difference between groups. p<0.05. (C) Affinity-level distribution between predicted and enriched sequences.
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candidates were selected for this comparison. Candidate AptDK-20
was enriched in SELEX but lacked the core motif (Kd = 25.8 nM, Fig-
ure S8A). Candidate AptDK-5, which contained the core motif, was
not enriched in the SELEX but predicted by DeepAptamer (Kd =
2.55 nM, Figure S8A). The results revealed that AptDK-5, which con-
tained the core motif, exhibited significantly higher biological activity
compared with AptDK-20, which lacked the core motif (Figure S8B).
This finding implied that the presence of the core motif was intricately
linked to the enhanced biological function of the aptamers.

Overall, these findings highlighted the importance of the identified
core motifs by DeepAptamer in both binding affinity and structural
stability. They provide essential insights for the subsequent modifica-
tions of these factors, which are pivotal for the advancement of drug
discovery and development.

DISCUSSION
Recent advancements in computational methods for predicting ap-
tamer-protein interactions have significantly enhanced the speed
and efficiency of aptamer design. For example, the deep learning
model AptaNet achieved an impressive accuracy of 91.38% in its pre-
8 Molecular Therapy: Nucleic Acids Vol. 36 March 2025
dictions, effectively addressing the class imbalance commonly found
in these datasets.21 Concurrently, Zhang et al. demonstrated the effec-
tiveness of ensemble classifiers that integrate multiple feature extrac-
tion methods, achieving a balanced sensitivity of 0.753 and specificity
of 0.725.22 The incorporation of in silico techniques into the SELEX
process has notably accelerated aptamer selection, reducing both
time and costs associated with traditional methodologies.23 Addition-
ally, Fang et al. highlighted the importance of diverse feature repre-
sentations, such as k-mer and reverse complement k-mer frequencies,
in enhancing the robustness of interaction predictions.24 Collectively,
these findings underscore the value of leveraging computational ap-
proaches, which not only streamline the development of aptamers
but also broaden their potential applications in diagnostics and
therapeutics.25–27

However, despite these advancements, existingmodels possess limita-
tions that hinder their broader application in aptamer discovery.
Currently, no models integrate SELEX and NGS technologies for
deep learning-based affinity prediction, apart from earlier approaches
utilizing SVM. Most available tools rely on small sample databases
with limited aptamer counts (approximately 1,000) or focus on
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generative modeling and data acquisition methods other than
SELEX-seq technology. Given this context, we chose to compare
DeepAptamer with DeepBind and DeepSELEX, both of which repre-
sent well-established algorithms in the realm of deep learning applied
to NGS sequence data. Their proven methodologies in modeling bio-
logical interactions, particularly with DNA, provide a suitable bench-
mark for demonstrating the capabilities of DeepAptamer.

Building on these advancements, we trained the DeepAptamer model
using SELEX-seq data targeting three specific targets. DeepAptamer
integrates a sophisticated deep learning framework that utilizes mul-
tiple neural networks to mitigate noise interference inherent in raw
data. It predicts binding affinity between aptamer sequences and pro-
teins with high accuracy, while also effectively identifying key motifs
essential for target binding.

The hybrid architecture of DeepAptamer, which synergizes CNN and
BiLSTM networks, proved instrumental in achieving promising per-
formance across all three targets. While CNNs are adept at identifying
local patterns, they often struggle to capture long-range dependencies
due to limited receptive fields.28 Such dependencies are crucial in DNA
sequences, where functional interactions may involve distant nucleo-
tides. This limitation emphasizes the need for sequence-specific struc-
tural features beyond the capabilities of CNN alone. The BiLSTM
component complements this by modeling long-term dependencies
among nucleotides, thereby enhancing the insights garnered by the
CNN’s convolutional filters.29 By leveraging the strengths of both
CNN and BiLSTM, DeepAptamer effectively employs deep multi-
modal learning to integrate these distinct data modalities.

Across various datasets, DeepAptamer consistently outperformed
alternativemodels, including DeepBind, DeepSELEX, and SVM.While
most models demonstrated relatively strong results in terms of receiver
operating characteristic (ROC) curves and TNR, DeepAptamer
distinguished itself with a markedly superior TPR. This exceptional
performance can be attributed to the intricate architecture of
DeepAptamer, which merged CNN and BiLSTM to capture complex
features indicative of nucleotide binding affinity. Other models lacked
the sophistication to identify these features effectively. Although
DeepSELEX performed commendably on the BCMA dataset, it still
fell short compared with DeepAptamer’s performance. These findings
highlighted the effectiveness of DeepAptamer’s multimodal deep
learning strategy, which enabled superior predictive performance by
mastering joint representations of various data modalities and identi-
fying shape variants and key nucleotide binding sites. In contrast, other
existingmodels, such as RaptGen andMLPD, did not account for DNA
structural information during feature learning, which limited their abil-
ity to predict high-affinity aptamers effectively.30,31 We also experi-
mentally validated the binding affinities (Kd values) of the predicted
aptamer sequences using BLI, confirmingDeepAptamer’s performance
in classifying and predicting high-binding aptamer sequences.

Furthermore, we validated the performance of DeepAptamer using
an independent third-party dataset, specifically the top 100 sequences
from SELEX-seq targeting streptavidin, as reported by Tatjana et al.20

This dataset comprises exclusively positive aptamer sequences exhib-
iting protein binding affinity. DeepAptamer achieved a commendable
F1 score of 0.70 on this dataset, while bothDeepBind andDeepSELEX
underperformed in the same conditions. The superior performance of
DeepAptamer can be attributed to its design, which incorporates stra-
tegies to address class imbalance between positive and negative sam-
ples during pre-training. In contrast, DeepBind and DeepSELEX were
trained on datasets with significant class imbalances without address-
ing this issue, which likely contributed to their suboptimal perfor-
mance. Consequently, DeepAptamer exhibits enhanced precision in
identifying true positive sequences despite the inherent class imbal-
ance in SELEX-seq datasets.

Another notable finding was DeepAptamer’s ability to identify high-
affinity sequences that were overlooked during SELEX enrichment
but present in the unenriched early rounds. As validated by BLI,
the binding affinities of these sequences were found to be higher
than those of sequences identified with high enrichment during later
rounds. This suggests that DeepAptamer can effectively identify can-
didates that were overlooked due to biases in the SELEX process, such
as PCR bias, sequencing bias, and non-specific bindings. Conse-
quently, DeepAptamer has the potential to significantly improve
the success rate of SELEX while reducing the need for additional
rounds, ultimately saving valuable time and resources.

Furthermore, DeepAptamer demonstrated the capability to predict
key nucleotides within core motifs that are crucial for target binding.
These core motifs are often essential for high-affinity interactions,
and alterations to these pivotal nucleotides have been linked to dimin-
ished binding affinity and disrupted structural integrity.

In conclusion, DeepAptamer represented an innovative resource for
identifying aptamers with high binding affinity from early unenriched
SELEX rounds. By circumventing experimental biases inherent in the
SELEX process, DeepAptamer effectively uncovered high-affinity
candidates that might otherwise be missed. This capability has signif-
icant implications for developing more efficient aptamer-based appli-
cations in therapeutic and diagnostic fields, enhancing the potential of
aptamers as versatile molecular tools.

MATERIALS AND METHODS
Aptamer selection by SELEX

SELEX was performed according to our established methodolo-
gies.32,33 His6-tagged proteins were immobilized on NTA magnetic
beads at 4�C for 1 h. A HPLC purified ssDNA library, which con-
tained a central random region (35 nt) and a conserved region for
primer binding (18 nt) at each end and was denatured at 95�C for
10min, rapidly cooled to 0�C for 10min, and then incubated with im-
mobilized proteins for 0.5–1 h at room temperature (RT) in a total in-
cubation volume of 1 mL. BSA (10 mg for the first round and 1 mg for
subsequent rounds) was added into the incubation system to avoid
non-specific binding. After incubation, unbound sequences were
removed with 500 mL washing buffer for three times. Bound
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Figure 6. Identification of key binding motifs

(A) Representation of ssDNA sequences using VAE embeddings. (B) Reconstructed hidden layer distribution for low-enrichment sequences. (C) GMM cluster visualization of

the reconstructed hidden layer. (D) Sequence logos derived from VAE decoding. (E) Binding affinity validation of aptamer sequences with mutations outside predicted motifs.
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sequences-proteins-beads were then collected for PCR amplification
with forward primer and biotinylated reverse primer (step 1: 95�C
for 1 min with initial denaturation; step 2: 95�C for 30 s, 56�C for
30 s, 72�C for 30 s, 12 cycles; step 3: 72�C for 2 min). The PCR prod-
ucts were applied to streptavidin magnetic beads by biotin-streptavi-
din binding according to the manufacturer’s instructions. Single-
stranded sequences were regenerated with 0.1 M NaOH. Negative
selection was performed on blank NTA magnetic beads and other
His6-labeled proteins. After 20 rounds of selection, the identified se-
quences were sent for NGS (Illumina MiSeq).
Statistical analysis of NGS data

Sequencing data from NGS was analyzed. The forward and reverse
sequencing data from each round were pairwise checked to ensure
that the bidirectional data matched. When the forward sequence was
consistent with the corresponding reverse sequence after complemen-
tary base pairing, and if every base of the sequence met the minimum
quality requirement, the forward sequence was then extracted from the
raw data as a valid sequence. The total error rate occurring in each
round and the frequency at which the forward sequence failed to
pair with the reverse sequence were counted. The reads per million
(RPM) of each sequence in each round was calculated to determine
the enrichment level of the aptamer. This was done by dividing the
number of occurrences of each sequence in each round by the total
number of sequences in each round, and thenmultiplying by 1million.

RPM =
Number of reads mapped to an aptamer

Total number of reads in the corresponding round
� 106

(Equation 1)

The top 20,000 high-frequency sequences were extracted for further
analysis, and their corresponding frequency changes in each round
were depicted.
Dataset dimensions

Dataset size

This study specifically utilized data derived from SELEX experiments
targeting three distinct proteins, including CTGF, DKK1, and BCMA.
Each SELEX experiment produced six to nine sequencing pools cor-
responding to different SELEX rounds, resulting in a robust dataset
exceeding 300 GB of NGS data.

Selected specific rounds

For training purposes, we selected the following SELEX rounds for
each target: CTGG: round 20; DKK1: round 30; BCMA: round 6.

Number of unique sequences

The dataset comprised high-frequency sequences computed from the
samples: 7,500 unique sequences for CTGF; 4,000 unique sequences
for DKK1; 2,000 unique sequences for BCMA. Additionally, we
ensured a balanced representation of negative samples, selecting
150,000 sequences from the initial library that were absent in the sub-
sequent rounds for each target.
Feature representation

One-hot encoding

To obtain each DNA sequence as inputting features, one-hot encod-
ing was used to encode each base in the sequence as a four-dimen-
sional vector.34 Here, A, T, C, and G were represented by the
4-dimensional binary vectors [1,0,0,0]T, [0,0,1,0]T, [0,1,0,0]T,
[0,0,0,1]T, respectively. These vectors are connected in the order of
the sequence bases to form a matrix.

DNA shape features

Four pentameric DNA shape features, namely MGW, Roll, ProT, and
HelT, were extracted fromMonte Carlo simulation using sliding win-
dow.19 To ensure consistency between the input DNA sequence set
and the corresponding DNA shape properties, both sides of the ma-
trix were filled with two zeros, the length was set to 1 + 4, and a sliding
window was used to obtain a shape property matrix n � l (where n
was the number of shapes and l was the matrix length). To eliminate
bias due to different ranges of values for different shapes, zero-mean
normalization was performed for each feature as follows:

x0 =
x � m

s
(Equation 2)

where x was the original value, x0 was the value after normalization; m
as the mean and s was the standard deviation in the sample
distribution.
Labels: response variables

Positive samples: Indicating that the protein bound to the sequence
(1, 0)T.

Negative samples: Indicating no binding occurred (0,1)T.

Enrichment levels

The initial ssDNA library for the CTGF target had a ratio of approx-
imately 0.896, which decreased steadily to 0.155 by round 20. DKK1
maintained a constant ratio until round 20, followed by a drop to
0.020 in round 30. For BCMA, the ratio significantly decreased in
the earlier rounds, stabilizing at 0.031 by round 6.

Model training

The data were randomly divided into a training set (72%), a validation
set (18%), and a test set (10%). The purpose of the validation set
was to observe how the model performed on new data that was not
used during training to facilitate the adjustment of appropriate hyper-
parameters. The test set was used to evaluate the final model
performance.

A simple one-dimensional convolutional neural network (CNN) was
employed, which was a widely used application of deep learning in
functional genomics.35 CNN could map an input sequence to a set
of learned “filters” of a certain size, which typically recognize spatially
invariant patterns. In the current dataset, the DNA sequences served
as the filters. The CNN then combined these filters to determine more
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detailed structures (such as presence or absence of transcription fac-
tor binding sites). For each layer of the convolutional network, the
output was calculated by the following equation:

convðXÞik = f

 XM� 1

m = 0

XN � 1

n = 0

Wk
mnXi+m;n + bik

!
(Equation 3)

where xwas the input index, iwas the output position index, kwas the
kernel size, w was the convolution weighting tensor interpreted as a
4-form pattern detector, and b was the bias term.

In this model, the activation function f(x) was a nonlinear function
derived from the ReLU element, which was widely used to reduce
the gradient loss problem in backpropagation learning and facilitate
good convergence.36

ReLUðxÞ =
8<
:

x; xR 0

0; x < 0
(Equation 4)

Then, by selecting the maximum value from the output of the convo-
lutional layer in the maximum value accumulation layer, the dimen-
sionality of the input was reduced, resulting in a computationally effi-
cient model. The aggregation operation was defined as follows:

poolingðXÞik = max
�
XiM;k;XðiM+1Þ;k;.;XðiM+M� 1Þ;k

�
(Equation 5)

After the maximum pooling layer, a BiLSTM layer followed, which
captured the long-term orientation dependence and spatial distance
between the model and the sequence.37 BiLSTM was a sequential
data processing alternative to RNN and was proposed to use special
hidden units for long-term input storage. The key to BiLSTM was
the unit state, which was controlled by structures called gates,
including input gates, forget gates, and output gates, which were care-
fully controlled. In the first step, the forget gates decided which infor-
mation to discard and which to keep. Next, it determined how much
new information to add to the cell state. Finally, it decided which
values to output. BiLSTM is a recurrent neural network primarily
used for natural language processing.

ft = sigmoid
�
Wf ½ht� 1; xt �+ bf

�
(Equation 6)

it = sigmoidðWi½ht� 1; xt �+ biÞ (Equation 7)

Ct = ðWG½ht� 1; xt �+ bGÞ (Equation 8)

St = ftSt� 1 + it1Ct (Equation 9)

Ot = sigmoidðWo½ht� 1; xt �+ boÞ (Equation 10)

ht = Ot1tanhðStÞ (Equation 11)
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The above equations showed the weights of the input stream, whereW
was the weightmatrix; bwas the distortion; ft, it, andOtwere the forget-
ting weights and input-output gate values; xt, Ct, and ht were the input
vectors at time t, memory representation, and hidden layer state; and
1 was the multiplication of the elements. To avoid overfitting by
ignoring half of the symptom detectors and to improve the generality
of the model, a rejection layer with probability 0.2 was added. The re-
sults of all DNA sequence decisions and shape information were then
combined into a symptom vector and passed to the output stage.

Loss

We only learned from the reduced training set, but we plotted loss
curves from both the training set and the validation set. Learning
was deemed complete when the loss on the validation set was no
longer improving or worsening during the training cycle. This could
indicate that the model had reached its limit or was overfitting.

To train the proposed hybrid model, we minimized the focal loss
function to address the challenges posed by class imbalance. The focal
loss was defined as follows:

FL
�
pt
�
= � at

�
1 � pt

�g
log
�
pt
�

(Equation 12)

where pt was the predicted probability for the true class, at was the
balancing parameter for class weights, and g was the focusing param-
eter that adjusts the rate of down-weighting easy examples. This al-
lowed the model to focus more on harder-to-classify samples.
Hyperparameters used in the optimized model

Learning Rate: Set to 0.001, allowing for effective convergence during
training.

Batch Size: Set to 300 to ensure balanced updates while managing
computational efficiency.

L2 Regularization Parameter (l): A value of 0.01 was utilized to pre-
vent overfitting by penalizing excessive weights.

Balancing Factor (a): Set to 0.25 to emphasize the minority class in
the dataset.

Focusing Parameter (g): Chosen as 2 to effectively down-weight easy-
to-classify examples during training.

Optimization Algorithm: The AdaDelta optimizer was used, with the
following parameters:

Decay Rate: Randomly selected from the range [0.2,0.5].

Momentum: Chosen from [0.9,0.99,0.999].

Delta Values: Selected from [1e�8,1e�6,1e�4].

Number of Epochs: Limited to 100 to prevent overfitting and ensure
efficient training.
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Early Stopping Criteria: Implemented to halt training when the vali-
dation loss did not improve for 10 consecutive epochs.
Accuracy

The accuracy of the neural network in the binary classification task was
plotted. For this instance, binary precision was used to compute the
fraction of predictions that correspond to the label or response variable.

Accuracy =
TP+TN

TP+FP+TN+FN
(Equation 13)

Model evaluation

Confusion matrix

The confusion matrix was a two-dimensional matrix where the rows
represent the actual categories, and the columns represent the pre-
dicted categories.38 The four quadrants of this matrix represented
true (true positive, TP), false negative (FN), true negative (TN), and
false positive (FP).

True positive (TP): the model predicted positive categories as well as
actual categories.

False negative (FN): the model predicted a negative category, but the
actual category is positive.

True negative (TN): the model predicted negative categories as well as
actual categories.

False positive (FP): the model predicted a positive category, but the
actual category is negative.

ROC curve

ROC (receiver operating characteristic) curve, also known as receiver
operating characteristic curve, was a tool used for evaluating classifi-
cation models. The ROC curve showed the performance of the model
at all possible classification thresholds. It created the curve by
comparing the true case rate (TPR) with the false positive case rate
(FPR). The true case rate (also known as sensitivity or recall) was
the proportion of true cases (i.e., positive cases correctly predicted
by the model) to all actual positive cases. The FP rate was the propor-
tion of FP cases (i.e., positive cases incorrectly predicted by themodel)
to all actual negative cases.

TPR =
TP

TP+FN
(Equation 14)

FPR =
FP

TN+FP
(Equation 15)

The horizontal axis of the ROC curve was the FPR, and the vertical
axis was the TPR. An ideal model would be as close as possible to
the upper left corner, the point where the TPR was 1 and the FPR
was 0, meaning that the model correctly predicted all the positive in-
stances and did not incorrectly predict any of the negative instances as
positive instances. A random-guess model appeared as a slanted line
on the graph, as the model’s ability to predict positive and negative
instances was equal to the threshold that was changed, meaning
that the TPR and FPR increase or decrease by the same amount.
The area of the ROC curve was referred to as the AUROC (area under
the ROC), which was used to quantify the overall performance of the
model. The value of the AUC was between 0 and 1, where 1 indicated
a perfect model, 0.5 indicated a random-guess model, and a value of
less than 0.5 indicated that the model’s prediction was worse than a
random guess. ROC curve was robust to unbalanced datasets. It
gave a reasonable assessment even when the number of positive
and negative examples varied greatly. This was because the ROC
curve did not directly consider the number of positive and negative
cases, but instead focused on the model’s ability in predicting positive
and negative cases.

VAE

The generative model variational autoencoder (VAE) was used for
learning a continuous representation of the data by learning it in
the latent space and is able to generate new data. VAE first encoded
the input data into two parameters, mean and variance, then sampled
from the normal distribution defined by these two parameters to
obtain the latent variable, and finally decoded this latent variable
into the original data. This process could be represented by the
following equation.

Encoding process:

m; s = EncoderðxÞ (Equation 16)

Sampling process:

z = m+ s � ˛ (Equation 17)

where ˛ � Nð0;1Þ.

Decoding process:

x0 = Decoder ðzÞ (Equation 18)

The goal of VAE was to maximize the marginal log likelihood of the
data and to make the resulting latent variables obey a standard
normal distribution by introducing KL divergence as a regular
term. Therefore, the loss function (Loss Function) of VAE can be
expressed as:

L = E½log PðX;ZÞ� � DKLðQðZ;XÞjPðZÞÞ (Equation 19)

where E½log PðXjZÞ� was the reconstruction error, which repre-
sented the difference between the decoded data and the original
data; DKLðQðZjXÞPðZÞÞ was the KL divergence between the latent
variable Z and the standard normal distribution, which was used to
measure the similarity of the two distributions. QðZjXÞ represented
the distribution of the latent variable Z given the input data X; PðZÞ
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was the latent prior distribution of the variable Z, which was
assumed as a standard normal distribution. In practice, we optimize
this loss function by stochastic gradient descent (SGD) or other
optimization algorithms to achieve the training of the VAE model.

Structure simulations

The secondary structures of the nucleic acid aptamers were predicted
by RNAfold (http://rna.tbi.univie.ac.at//cgi-bin/RNAWebSuite/RNA
fold.cgi) and the minimum free energy was calculated.39 Docking
of the aptamer sequences to target proteins was performed on
HDOCK (http://hdock.phys.hust.edu.cn/).40–43

Biolayer interferometry

The binding affinity was measured using Fortebio Octet BLI Data
Analysis 11.0.44,45 A 200 mL amount of PBS was added in each well
of A1-H1 for baseline 1. A 1,000 nM protein in 200 mL PBST was
added in each well of A2-H2, A3-H3, A4-H4, and A5-H5 for loading.
Different aptamer sequences were added into each well of A6-H6, A7-
H7, A8-H8, and A9-H9 for association step. The concentration
gradient was initiated at 1,000 nM, followed by six serial 2-fold dilu-
tions in PBST. PBST in wells H6-H9were served as the blank reference
and PBST in wells A10-H10 were served as baseline 2 and dissociation.
For regeneration, 5 M NaCl in PBS in wells A11-H11 and PBS in wells
A12-H12 will be used. The assay protocol proceeded as follows: a 60-s
initial baseline (baseline 1), a 300-s sample loading phase, a subsequent
300-s baseline measurement (baseline 2), a 420-s association phase,
followed by a 420-s dissociation phase, and concluding with a 30-s
regeneration step, all stages incorporating shaking at 1,000 rpm.

DATA AND CODE AVAILABILITY
The model weights, parameters, and figures are available on GitHub (https://github.com/
TMBJ-lab/DeepAptamer).
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