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“You have zero privacy anyway,” declared Scott 
McNealy, CEO of Sun Microsystems in 1999. “Get over 
it” (quoted in Sprenger, 1999, paras. 1–2). Two decades 
later, the amount of public data vacuumed up by social 
networks, geolocalized cell phones, and other smart 
devices makes those early days seem quaint. Yet poll-
ing indicates that people remain strongly—indeed, 
increasingly—concerned about online privacy (Pew 
Research Center, 2019). They have not “gotten over it.” 
Or at least, they say they have not. Though people 
express serious concerns about their privacy, these 
same people do little to protect it (Gerber et al., 2018). 
This inconsistency—now extensively documented 
(Kokolakis, 2017)—is known as the privacy paradox.

As more of people’s lives moves online and falls 
under increasingly sophisticated surveillance technolo-
gies, these gaps between the public’s professed desire 
for privacy and their behavior will become more con-
sequential. We argue here that understanding privacy 
psychology in modern online environments requires 
looking back to the evolutionary roots of privacy con-
cern. The privacy paradox, we submit, is the conse-
quence of an evolutionary mismatch (Li et al., 2018). 
Human privacy intuitions emerged in an ancestral envi-
ronment that differed radically from the digital environ-
ment in which those intuitions are now being tested.

The Privacy Paradox

Privacy is broadly defined as having control over others’ 
access to the self (Altman, 1975), but it is often divided 

into different dimensions (Table 1). The privacy para-
dox focuses specifically on the gap between expressed 
and revealed preferences when it comes to informa-
tional privacy. In one study, Facebook users were asked 
how concerned they would be if strangers could freely 
access information indicating their sexual and political 
orientation. Of those participants reporting the very 
highest level of concern, 48% nonetheless self-disclosed 
their sexual orientation, and 47% self-disclosed their 
political orientation (Acquisti & Gross, 2006). The para-
dox holds even for people with strong technological 
knowledge and high awareness of privacy risks (Barth 
et al., 2019) and has been shown across e-commerce, 
financial services, social-networking sites, and mobile-
app downloads.

There are several ways to understand the paradox. 
Among the most notable has been the privacy-calculus 
theory (Dinev & Hart, 2006): Humans, as rational actors, 
weigh the expected costs of a loss of privacy against 
the benefits that the disclosure provides. In this view, 
there is no paradox; rewards derived from self-disclosure 
may be difficult to articulate but are worthwhile enough 
to people to justify the privacy costs. Other researchers, 
more skeptical about the “homo economicus” view of 
people as entirely rational agents, instead highlight the 
role of cognitive biases; people’s tendency to discount the 
future (Hallam & Zanella, 2017), to be overly optimistic 
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about their own outcomes compared with others’ (Cho 
et al., 2010), and to underestimate the risks of things 
that elicit positive emotions (Kehr et al., 2015) all result 
in privacy behavior that is laxer than stated privacy 
preferences.

The privacy paradox likely has many causes. How-
ever, we suggest that a more complete account of the 
paradox benefits from taking a functionalist approach 
to why people care about privacy to begin with. We 
argue that millions of years of complex interpersonal 
interaction have left humans with a suite of privacy-
based intuitions that help regulate both physical and 
psychological boundaries. These evolved intuitions are 
heuristically elicited by a variety of social stimuli and 
backed by aversive emotional reactions. Yet the effec-
tiveness of these psychological adaptations is curtailed 
in the novel and rapidly evolving digital environment. 
Although in the abstract people may rationally recog-
nize threats to their privacy online, the online world 
fails to elicit the emotional reaction—and thus the moti-
vational force—to reliably compel behavior change. To 
understand when privacy violations do and do not 
evoke strong reactions, it is useful to examine the 
underlying functions these reactions evolved to serve.

The Evolution of Privacy

Evolutionary theorizing about privacy often draws 
direct analogies (when evolved phenomena serve com-
mon functions) and/or homologies (when evolved phe-
nomena have common origins) between human privacy 
concern and proto-privacy concerns seen across the 
nonhuman animal kingdom (Klopfer & Rubenstein, 
1977). For both human and nonhuman species, control-
ling the boundaries between self and others serves 
critical fitness goals. Personal space (the interpersonal 
distance at which an organism feels comfortable) and 
territoriality (a defendable bounded geographic area) 
are two common forms of these boundaries. Each 
involves a safety buffer from threats to the self and vital 
resources, and both are seen recurrently across the 
animal kingdom (Westin, 1967). Because social interac-
tion is often also crucial to fitness, organisms have faced 

evolutionary pressures to develop psychological mecha-
nisms to flexibly regulate social boundaries—carefully 
balancing approach and withdrawal, interaction and 
seclusion.

As theory of mind, language, and social complexity 
increased among humans and their recent ancestors, 
fitness came to additionally depend on the maintenance 
of cooperative social relationships—and thus the main-
tenance of an individual’s social reputation (Van Vugt 
et al., 2007). As a result, in addition to regulating access 
to self and territory, individuals are likely to have ben-
efited from controlling and manipulating access to 
reputation-relevant information. Given the incentive to 
manage this information, privacy concern may have 
evolved to motivate the individual to avoid the threat 
of unregulated or unwanted access to information 
about the self.

Reports of impression-management tactics being 
used by humans’ closest nonhuman relatives support 
this idea. To establish dominance without fighting, 
chimpanzees often engage in face-to-face mutual bluff 
displays. However, chimps involuntarily bare their teeth 
when frightened, a reflex that undermines a dominant 
appearance. De Waal (1986) observed chimps turning 
their backs until this reaction subsided, shielding it from 
their competitors’ view. This is a rudimentary form of 
informational privacy. However, such tactics are orders 
of magnitude more elaborate among humans, who not 
only reliably modify their behavior when they know 
they are being observed, but also carefully cultivate 
their reputations by strategically manipulating (decep-
tion), displaying (signaling), and withholding (privacy) 
information about themselves.

Integrating these theoretical lines, we propose that 
for humans, privacy concerns evolved to protect bodily, 
territorial, and reputational integrity from recurrent 
ancestral challenges. We suggest that psychological 
mechanisms of privacy concern evolved in small-group 
environments to reflexively respond to two main chal-
lenges: avoiding nearby potential threats and avoiding 
reputational damage. Adaptive behaviors—such as 
increasing interpersonal distance or decreasing self-
disclosure and exposure—evolved to protect the self 

Table 1. Four Dimensions of Privacy, Based on Burgoon (1982)

Dimension Description

Physical privacy The use of spatial distancing and physical barriers to regulate exposure from surveillance as well as 
physical proximity to other people

Social privacy The interactional aspects of privacy, including intimate social engagement with select individuals plus 
some form of separation from others

Psychological privacy The ability of individuals to avoid unwanted interruption and be free to contemplate, concentrate, 
introspect, etc.

Informational privacy The ability to regulate the collection and dissemination of information about oneself
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and were reliably triggered by a specific set of social 
and environmental cues.

Norms about what was socially acceptable, and 
eventually, laws about what was legally permissible, 
emerged to regulate wider social arrangements that 
balanced the preferences of the individual with the 
interests of the group. Though this balance had privacy 
intuitions as its psychological foundation, the diverse 
local ecologies and histories faced by different societies 
led to notable cultural variability in privacy norms, even 
while core privacy concerns remained universal (Altman, 
1977). Today’s online environment, however, has 
strayed far from both the ancestral environment to 
which privacy intuitions adapted and the cultural envi-
ronment from which privacy norms emerged.

Evolutionary Mismatch

An evolutionary mismatch occurs when an environmen-
tal change leaves a once-beneficial trait unable to fulfill 
the function that led it to be selected (Cofnas, 2016). 
The fearlessness of birds that evolved on remote islands, 
far from mammalian predators, becomes maladaptive 
when mammals are introduced (Lloyd et al. 2014). A 
taste for fat and sugar, calibrated for an environment 
in which these are scarce, becomes maladaptive when 
civilization makes them abundant (Li et al., 2018). These 
examples show the misalignments that occur when a 
psychology calibrated for one environment then faces 
another. The arrival of social media, mass facial recog-
nition, and ubiquitous smartphones with tracking and 
eavesdropping capability has created a similarly novel 
environment. This abrupt switch from face-to-face to 
digital has stripped the social environment of many of 
the cues required to trigger people’s intuitions regard-
ing privacy violation (e.g., the visceral reaction to notic-
ing a stranger reading your texts over your shoulder is 
likely absent when the same information is even more 
visibly shared online). People’s carefully calibrated pri-
vacy psychology is left ill equipped to deal with 21st-
century security challenges. In this section, we specify 
three specific psychological mismatches: ownership 
psychology, personal space, and reputational concerns 
(Fig. 1).

Ownership psychology

Beyond simply possessing things, humans also own 
things; they develop and respect rules of ownership to 
improve social coordination (Nancekivell et al., 2019). 
Indeed, it has been argued that the concept of owner-
ship evolved in response to the challenge of avoiding 
recurrent and costly disputes over resources such as 
territory and food (Boyer, 2015). And although extensive 

meat sharing was common among early hunter-gatherer 
communities, and ownership was rare, this scenario was 
sustained only under strict culturally enforced sharing 
norms to support large groups and suppress personal 
stockpiling. As humans began to live in more permanent 
settlements, such norms were relaxed, which allowed 
the latent ownership psychology to reemerge.

Today, the concept of ownership is present in nearly 
all existing human languages and cultures, and it has 
been shown to emerge early in childhood (Boyer, 
2015). Two-year-olds already infer ownership of objects, 
and 4-year-olds can discern ownership on the basis of 
investment of labor, refraining from taking resources 
accordingly (Kanngiesser et al., 2020). In adolescence, 
the things an individual owns can be enveloped into 
his or her identity—creating an “extended self” (Belk, 
2018). We suggest that privacy intuitions evolved to 
selectively control access not just to the physical self, 
but also to this extended self, including territory, pos-
sessions, and even intellectual property.

However, establishing who owns what can be chal-
lenging. To do so, people intuitively rely on a complex 
set of ownership cues. Cues including who first pos-
sessed an object or who contributed the labor to make 
or modify something help people intuit ownership 
(Nancekivell et al., 2019). But unlike interpersonal envi-
ronments, digital environments often lack these cues. 
For example, in the case of a GPS app, who is the first 
possessor of users’ location data—the users or the app? 
Whom do the users attribute labor investment to—
themselves or the software developers? Such online 
ambiguity produces an evolutionary mismatch: Opaque 
ownership cues in the digital environment often fail to 
prompt the privacy intuitions necessary to motivate 
personal data-protection behavior.

Personal space

Through largely unconscious cognitive processing, both 
humans and nonhuman animals are continually navigat-
ing their social space so as to maintain a safe and com-
fortable distance between themselves and others. This 
space—personal space—provides not just a defense 
mechanism against incoming attack or collision, but 
also a level of physical privacy to help regulate stress 
and emotion (Vagnoni et  al., 2018). The size of this 
safety zone is determined by intrapersonal, interper-
sonal, and environmental variables. Interpersonal deter-
minants such as aggressive conversations (Vagnoni 
et  al., 2018), emotional faces (Ruggiero et  al., 2017), 
and others’ age (Iachini et al., 2016) can all modulate 
the size of personal space. Yet most nonverbal cues 
disappear when three-dimensional social environments 
collapse into two-dimensional online environments.
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Fig. 1. Evolutionary mismatch in ownership psychology, personal space, and reputational concerns. For each 
mechanism, the figure shows the input and output of a process that was adaptive in humans’ ancestral environment 
(green) and the input and output of a process that is maladaptive, because of evolutionary mismatch, in the novel 
modern environment (red).
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The emergence of platforms like Twitter and Face-
book suddenly enabled people to connect and share 
with millions of other people worldwide. This stands 
in stark contrast to the relatively small in-person social 
networks of humans’ ancestral (or even recent) past. In 
this new form of technology-mediated communication, 
users often self-disclose to a large, unseen, and hetero-
geneous group (Lieberman & Schroeder, 2020). By 
replacing an observable audience with an imagined 
one, individuals lose a complex set of social response 
cues that they would typically and reflexively use to 
guide their self-disclosing behavior toward people per-
ceived as receptive or friendly and away from those 
perceived as unreceptive or hostile. Consequently, a 
regrettable late-night tweet becomes more likely when 
one is faced with a static screen instead of a thousand 
expressive onlookers. Without face-to-face interaction, 
social-media interfaces do not allow people to emotion-
ally register reliable signals of potential social threat, 
such as crowding or overstimulation. In turn, people 
fail to reduce their interpersonal exposure—perhaps 
the most basic form of privacy protection.

Reputational concerns

As was true for paleolithic hunter-gatherers, modern-
day Internet users face the consequences of the impres-
sions that other people form and share about them. 
Research from various disciplines has shown how indi-
viduals condition their cooperation or punishment 
toward another person according to that person’s repu-
tation from previous interactions, observations, and 
third-party gossip. Humans have thus evolved a com-
plex reputation-management psychology.

We suggest that privacy concerns are one component 
of this psychology, motivating individuals to control 
and conceal socially damaging information or behavior. 
And although social-media sites may lack many useful 
social cues, alerts and notifications do at least remind 
users of the presence of observers. These gentle remind-
ers are often enough to motivate users to apply some 
privacy measures, albeit imperfectly, to protect their 
online reputation. However, an emergent field of tech-
nology is now collating enormous amounts of users’ 
data, effectively invisibly.

The Internet of things (IoT) refers to a system of 
interconnected devices, from smart refrigerators to fit-
ness trackers, that collect and share data via the Inter-
net. By 2018, approximately 18 billion IoT devices 
worldwide were already in use, amassing users’ per-
sonal data (Statista, 2020). Many reports of privacy risks 
and violations—such as eavesdropping by smart speak-
ers in people’s homes—have emerged. Despite this, 
studies have found that although privacy concerns 

reduce social-media use ( Jozani et al., 2020), they do 
not affect intentions to purchase IoT devices (Menard 
& Bott, 2020). From the evolutionary perspective, dif-
ferences in reputational cues between IoT devices and 
social media can account for differences in users’ pri-
vacy concerns and behaviors.

Unlike on social media, reputational cues are almost 
entirely absent with IoT devices; once configured, these 
largely silent, faceless, smart devices continuously and 
imperceptibly collect personal data outside of con-
scious awareness. In addition, this information is then 
fed to a faceless corporation’s database, rather than to 
identifiable individuals in one’s extended social circle. 
Therefore, though the IoT may prompt nominal and 
abstract privacy concerns, because it does not stir real 
reputational concerns, users’ visceral privacy intuitions 
remain sidelined.

A Future

For privacy psychology, the past three decades have seen 
an environmental change that is arguably larger than even 
the Neolithic revolution 12,000 years ago. In this current 
environment, online interfaces befuddle intuitions that 
have otherwise allowed people to adaptively decide what 
to share, how much, and with whom. The mass, perma-
nent record of online behavior leaves access to people’s 
information—and thus control over their reputations and 
decisions—to the whims of online power brokers. This 
leaves users vulnerable to coercive persecution by dissent-
averse governments, commercial manipulation by profit-
seeking corporations, and criminal exploitation by 
tech-savvy ne’er-do-wells (Zuboff, 2019).

Examples of the consequences of privacy erosion 
are accumulating. Data breaches have taken a substan-
tial psychological and human toll (the leaking of 
account information from adulterous match-making site 
Ashley Madison provoked divorces, resignations, and 
suicides). The easily accessed digital footprints people 
leave online can often return to sabotage other aspects 
of their life (e.g., Sherman, 2013, found that one in ten 
16- to 34-year-olds reported being rejected from a job 
because of something they had posted online). Sur-
reptitiously acquired personal data on Facebook can 
be used to sway an electorate (as happened in the 2016 
U.S. election with the political consulting firm Cam-
bridge Analytica and the Trump campaign). Perhaps 
the most large-scale example is the broad use of online 
data that powers China’s Social Credit System, which 
has already been used to regulate millions of citizens’ 
travel options, apartment rents, medical wait times, and 
even education quality.

However, people’s reactions to privacy violations are 
tied not to these grave consequences, but to their 
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evolved intuitions. This disconnect between reaction 
and consequence exposes how privacy psychology can 
be exploited for power and profit. For instance, even 
though technology companies soberly and technically 
explain their privacy policies, they can nonetheless eas-
ily coax data from people by burying the cues that would 
trigger evolved privacy concerns. In exchange, compa-
nies offer returns—for example, the connection of social 
networks or the titillation of online pornography—that 
powerfully appeal to evolved desires. Both corporations 
and governments often appease citizens’ civil-liberty 
concerns by removing the triggers of, rather than the 
actual intrusions behind, privacy concern. These types 
of solutions exploit humans’ mismatched psychology, 
quelling immediate emotional reactions while leaving 
the deeper, more rational concerns unaddressed.

Evolutionary mismatches tend to resolve via subse-
quent evolution, environmental change, or behavioral 
adaptation (Lloyd et  al., 2014. The glacial pace of 
genetic evolution precludes subsequent evolution from 
being a reasonable solution for this issue. Environmen-
tal change, in this context, would entail changing how 
people experience the Internet. Europe’s General Data 
Protection Regulation was aimed at such user-level 
changes, but its contractual legalese bloodlessly 
appealed only to abstract concerns, failing to ignite 
emotional privacy intuitions. Privacy alerts could be 
reimagined to more viscerally trigger people’s social 
intuitions (Calo, 2012), and researchers should measure 
the effectiveness of such changes for aligning prefer-
ences and behavior. However, we are pessimistic.

The sheer scale of privacy management online makes 
putting the behavioral onus on individual users—even 
with the help of alerts and pop-ups on websites—
unrealistic. The problems are similar, if even more for-
midable, for bottom-up behavioral adaptations that 
require individual users to simply edit their privacy 
settings themselves. Even scholars who are themselves 
skeptical of the existence of a privacy paradox (e.g., 
Solove, 2020) recognize that when it comes to privacy, 
the online environment is too vast to be individually 
managed given humans’ psychological limitations. Peo-
ple were not built for it.

Given the privacy mismatch, efforts to align users’ 
preferences and behavior may prove futile. A more 
tractable solution could focus on mitigating the nega-
tive consequences of people’s loose privacy behavior, 
but data-protection efforts face resistance from power-
ful government and corporate interests. Challenging 
those interests would require rousing public interest in, 
and changing social norms about, data privacy. Psycho-
logically, one strategy for lifting an issue to sociopolitical 
importance is via “moral piggybacking”—tying privacy 
to other areas of existing moral concern (Feinberg et al., 

2019). Privacy could be piggybacked on fairness con-
cerns, by highlighting the injustice of corporations 
extracting personal data for profit, or onto liberty con-
cerns, by reminding people that their data fuel mass 
manipulation through personalization algorithms. Mor-
alizing privacy via piggybacking may rally greater polit-
ical will to support privacy rights.

Obviously, the online environment is vast and 
diverse. Not all domains will lead to poorly calibrated 
oversharing. In fact, certain technologies may provoke 
mismatches that err in the other direction, affording 
novel but self-defeating motivations for social with-
drawal. For instance, videoconferencing enables asym-
metric visibility whereby students, patients, or audience 
members can unilaterally disable their webcams—
rendering themselves seeing, but unseen. This protects 
privacy, but may undermine other goals by degrading 
a traditional social experience.

In either case, for something so morally complex, 
culturally ubiquitous, and increasingly topical, privacy 
somehow remains understudied in psychology. We 
hope that the functionalist approach we have outlined 
here can help close the gap between the paucity of 
psychological research on privacy and the important, 
pervasive, and ever-widening public discussion of it. 
There are few topics for which the gap is so large.
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