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Abstract

Recent theoretical work has provided a basic understanding of signal propagation in networks of 

spiking neurons, but mechanisms for gating and controlling these signals have not been 

investigated previously. Here we introduce an idea for the gating of multiple signals in cortical 

networks that combines principles of signal propagation with aspects of balanced networks. 

Specifically, we study networks in which incoming excitatory signals are normally cancelled by 

locally evoked inhibition, leaving the targeted layer unresponsive. Transmission can be gated on 

by modulating excitatory and inhibitory gains to upset this detailed balance. We illustrate gating 

through detailed balance in large networks of integrate-and-fire neurons. We show successful 

gating of multiple signals and study failure modes that produce effects reminiscent of clinically 

observed pathologies. Provided that the individual signals are detectable, detailed balance has an 

enormous capacity for gating multiple signals.

Experimental observations1,2 as well as theoretical arguments3,4 suggest that excitation and 

inhibition are globally balanced in cortical circuits. In a globally balanced network, each 

neuron receives large but approximately equal amounts of excitation and inhibition that, on 

average, cancel each other. Spontaneous activity is driven by fluctuations in the total 

synaptic input, leading to asynchronous and irregular patterns of spiking5–8. Such networks 

have been used to study signal propagation and to determine conditions that support various 

signaling schemes9–16. However, neurons in these networks are typically only part of a 

single signaling pathway, and the transmitted signals cannot be gated or rerouted. Cognitive 

processing requires signal paths to change dynamically according to the information content 

of the signal and the processing demands of the receiver17. This requires precise control and 

gating of signal-carrying pathways.

We propose a mechanism for gating based on an extension of the concept of globally 

balanced networks to local cortical circuits in a form that we call “detailed balance”. 
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Detailed balance implies that, in addition to an overall or global balance, neurons receive 

equal amounts of excitation and inhibition on subsets of their synaptic inputs that correspond 

to specific signaling pathways. Activation of a balanced pathway produces little response in 

the excitatory neurons of the signal-receiving region, but responses can be gated on by a 

command signal that disrupts the detailed balance. We analyze properties of the resulting 

gating mechanism and examine some of its failure modes. We show that the mechanism can 

gate the propagation of signals from multiple different sources to a single group of neurons, 

and we determine its capacity for gating large numbers of signals.

Results

We explored the idea of detailed balance in a large network of roughly 20,000 integrate-and-

fire neurons with both short- and long-range connectivity (Fig. 1a, methods). With 

appropriately adjusted parameters, this network operates in a globally balanced manner, 

producing irregular, asynchronous activity in the absence of any time-varying or random 

external input 5–8. The distribution of firing rates for the network is approximately 

exponential with an average firing rate per neuron of 8 Hz (Fig. 1c), the distribution of 

average membrane potentials is approximately Gaussian with a mean of −60 mV (Fig. 1d), 

the distribution of interspike intervals (ISIs) is broad with peaks reflecting normal firing and 

bursting (Fig. 1e), and the distribution of coefficients of variation for the ISIs is centered at a 

value slightly greater than 1 (Fig. 1f). Average excitatory and inhibitory membrane currents 

are of approximately equal magnitude and the net current is near zero (Fig. 2c, first column), 

indicating the globally balanced state of the network. This network model is intended to 

provide a sparse representation of the neurons over a fairly large area, not a full description 

of a single local circuit such as a cortical column.

Signal Gating

To investigate signal gating within the network, we embed a two-layered pathway with 

“sender” and “receiver” subnetworks (green and red areas in Fig. 1b, respectively). These 

should be viewed as parts of distinct cortical regions. The connections from the sender 

region are directed to both excitatory and inhibitory neurons in the receiver region. Such 

targeting to inhibitory interneurons is consistent with data on the specific targeting of long-

range excitatory projections to inhibitory interneurons18. To generate a signal, we drove the 

neurons in the sender subnetwork with a set of external Poisson spike trains at various rates. 

This causes neurons in the sender area to fire in a manner that mimics the input signal (Fig. 

2a). In the balanced state, excitation from the sender network, a simple oscillatory signal in 

the example of Fig. 2, activates both excitatory and inhibitory sub-populations in the 

receiver region. The resulting inhibitory activity (blue trace in Fig. 2d) produces a local 

countersignal that cancels the excitatory membrane currents (Fig. 2c) and generates only 

modest firing-rate fluctuations in the excitatory receiver neurons (red histogram in Fig. 2d, 

Fig. 2f). The signal path is hence gated off in the default (balanced) state of the signal-

carrying pathway.

Signal propagation within this network can be gated on in a number of ways, all of which 

involve unbalancing the excitatory and inhibitory pathways between the sender and receiver 
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regions. The main requirement is a mechanism that differentially modulates the net 

excitatory and net inhibitory pathways from the sender to the receiver region19. A possible 

candidate is cholinergic modulation, which satisfies the basic requirements of cell-specific 

targeting20,21 as well as relatively rapid response times22–24. Rather than modeling such 

modulation in detail, in the following examples detailed balance is disrupted by decreasing 

the gain or responsiveness of local inhibitory interneurons in the receiver region. This 

modulation, in keeping with the strong effects of attention seen for inhibitory neurons25, 

corresponds to changing the input-output transfer function so that the same synaptic current 

generates a smaller response. Although the examples we show focus on modulation of 

inhibition, any combination of modulations that increases the ratio of excitatory to inhibitory 

transmission along the signaling pathway will perform similarly. To unbalance the signal in 

Fig. 2, the response gain of the local inhibitory neurons in the receiver region was reduced to 

15% of its control value (we discuss more modest gain modulations below).

Gain modulation that decreases the amplitude of the firing-rate modulations of inhibitory 

neurons in the receiver region (blue trace in Fig. 2d) reduces the inhibition of excitatory 

neurons in this region, leaving the bulk of the excitatory synaptic current uncanceled (Fig. 

2c). This produces robust firing in the excitatory receiver neurons that is locked to the 

temporal pattern of the input signal (Fig. 2b,d,f). Overall network activity is relatively 

unaffected by these changes (Fig. 2e) because the modulated interneurons provide only a 

small fraction of the total inhibition to the network. Average subthreshold membrane 

potentials (excluding action potentials and their subsequent refractory periods) of the 

excitatory receiver neurons in the balanced and unbalanced states (Fig. 2b, black trace) 

differ by only 4 mV, but this is sufficient to produce dramatically different firing patterns.

Response Properties

To further quantify the gating mechanism, we studied responses to different types of input 

(Fig. 3a & b). The firing rates of excitatory receiver neurons are relatively unaffected by 

constant input rates in the balanced gated-off state (solid trace in Fig. 3a) but rise sharply as 

a function of input rate when the pathway is gated on (dashed trace in Fig. 3a). The rise 

begins to saturate at high rates due to the residual inhibition produced locally, even at low 

gain. Gating is also evident in the amplitudes of firing-rate fluctuations for excitatory 

neurons in the receiver region when the input signal is oscillatory (Fig. 3b). In addition, 

gating occurs when filtered white noise (with a 50 ms time constant12) is used as the input 

signal (Fig. 3c, d). In the gated-on state, this complex, irregular signal is transmitted with 

similarity values12,14 (defined in the methods) of ~90%, sufficient to propagate the signal 

across several layers14. In the balanced, gated-off state (Fig. 3d), the output of the excitatory 

receiver group is greatly decreased in amplitude, and the similarity between input and output 

is reduced to ~25%.

A close inspection of the responses in the balanced state (Fig. 3d) shows that detailed 

balance does not completely cancel signals when input firing rates change rapidly. Rapid 

changes in the signal can evoke a response in the excitatory receiver neurons before 

inhibition can balance excitation because of the time lag between the monosynaptic 

excitation and the canceling disynaptic inhibition acting on the receiver neurons. This effect 

Vogels and Abbott Page 3

Nat Neurosci. Author manuscript; available in PMC 2009 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



would be even more dramatic if excitatory and inhibitory synapses were subject to different 

amounts or types of short-term plasticity. Such partial gating of transients allows large 

signals with rapid onsets to be propagated, which may induce upstream control circuits to 

activate gain modulation and open the gate. To further investigate this effect, we activated 

the sender neurons with step-like input rates of various step sizes and rise times (Fig. 3e). 

Short rise times produce fairly strong responses in excitatory receiver neurons that depend 

on the step size (Fig. 3f & g), even in the balanced gated-off state, but these diminish as the 

rise time of the step increases, illustrating the transient nature of this transmission.

The gain changes used to gate signals on have been fairly large, so we next examined 

different degrees and types of gain modulation in the inhibitory receiver neurons. Beginning 

with no gain change (Δ Gain = 0), we decreased the responsiveness and thus the firing rate 

of the inhibitory receiver population. This causes the firing rate of the excitatory receiver 

neurons and its similarity to the sender signal in the gated-on state (Fig. 4a, solid red trace) 

to increase. At Δ Gain ~80%, the signal similarity of the activity of the inhibitory neurons 

goes rapidly to zero (Fig. 4a, solid blue trace), and the similarity of the excitatory receiver 

activity plateaus at ~90%. Alternatively, it is possible to reach this same plateau level with a 

gain shift of only 30% (Fig. 4a, dotted traces) by modulating the inhibitory population 

asymmetrically, which means modifying only the responsiveness to excitatory inputs.

The gating mechanism is robust to a number (but not all, see below) of different 

perturbations of the network. Fig. 4b shows a plot of the similarity of responses in the 

receiver region to the signal, when it is gated off, as a function of the variability in the 

strengths of the inhibitory (blue trace) or excitatory sender synapses (green trace) onto the 

excitatory receiver cells. Synaptic strength variance does not have a dramatic effect in either 

case until the variance gets large enough to force significant numbers of synapses to zero 

strength (which occurs at a different point for excitatory and inhibitory synapses because of 

their different initial strengths), changing the mean synaptic strength. After this point, the 

high degree of variability in the excitatory synaptic strengths makes it difficult to shut the 

signal off (Fig. 4b, green trace).

We also tested the robustness of gating a signal off to the loss of its most critical 

components, the inhibitory neurons in the receiver region (Fig. 4c). The effect of decreasing 

the number of available interneurons (originally 73) is roughly linear (solid trace), until 

gating off fails completely when less than 40 cells are available. It is possible to partially 

rescue gating by up-regulating the strengths of all remaining inhibitory synapses 

proportional to the number of deleted neurons and thus deleted synapses (dotted trace). 

However, gating still fails when less than 25 inhibitory cells are available because such a 

small population of inhibitory neurons cannot fire a sufficient number of action potentials to 

provide balancing membrane currents, even if their synapses are strengthened to 

unrealistically high values. If the inhibitory receiver neurons are allowed to spike at rates as 

high as 600 Hz, it is possible to further rescue the balance mechanism, and successfully gate 

signals in as many as 600 excitatory cells with as few as 20 inhibitory neurons (Fig. 4d).
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Pathologies

The basic requirement to achieve a state of detailed balance is local inhibition strong enough 

to cancel signals in the gated-off state. In addition, the gain modulation used to unbalance 

and gate-on a pathway must not have an excessively destabilizing effect on the global 

excitatory-inhibitory balance of the network. With this in mind, we examined additional 

ways in which network gating can fail when tuning is relaxed. Fig. 5 shows gated off and 

gated on states with no signal and in the presence of an oscillatory signal. With proper 

tuning (Fig. 5b), the excitatory neurons of the receiver subnetwork respond robustly only 

when the signal is present and gating is on, although there is a weak transient response when 

the signal is present but gating is off.

We considered two different de-tuning conditions. First, we reduced the strength of all 

synapses from the local inhibitory neurons by 60% (Fig. 5c). This causes baseline firing 

rates in the absence of a signal to rise slightly, but the effect is not large because the bulk of 

the inhibition is not affected. Little change is seen in the response to the gain modulation 

alone, but activating the input shows that the gating mechanism has been compromised. Due 

to the weakened inhibition, excitatory inputs to the excitatory receiver neurons cannot be 

fully cancelled by local inhibition, and the signal can never be fully gated off.

We also de-tuned the detailed balance by increasing the strength of excitatory synapses 

within the receiver area by 60% (Fig. 5d). Excitatory synapses onto excitatory and inhibitory 

neurons were both modulated in this way, so a rough balance was still maintained within the 

receiver region. As in the case of reduced inhibition, enhanced excitation slightly elevates 

firing rates in the gated-off, no-signal condition. Activating gain modulation to open the gate 

causes a significant elevation in the firing rate of excitatory receiver neurons, even when no 

signal is present. Thus, with altered excitation, the receiver neurons respond to the gating 

signal as if it were an input. This means that the network falsely transmits internally 

generated activity (the gating signal) as if it were an external signal. On the other hand, in 

this condition signal responses in both the gated-on and gated-off states appear normal. We 

address the implications of these findings in the discussion section.

Multiple Signals

One of the advantages of the gating mechanism we propose is that a group of receiver 

neurons can remain responsive to one set of incoming signals even while other sets are being 

cancelled by balancing inhibition. This gives the mechanism the capacity to gate multiple 

signals. As a first example, the network we have been considering is expanded so that it can 

gate two signals, rather than one. We then discuss the capacity of detailed balance for 

switching a large number of signals using a model the simulates a single neuron in the 

networks we have been using.

We introduced a second signal to the receiver group (to accommodate two signals, S1 and 

S2, we modified the network architecture slightly to allow for two separate groups of ~70 

inhibitory neurons; methods). Fig. 6a & b show the average firing rate of the excitatory 

receiver subnetwork compared to signals S1 and S2 respectively. The colored bars indicate 

the difference between the average firing rate in the receiver region (plotted in red) and each 
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of these signals. When both pathways are balanced (“signals off”), firing in the receiver 

region stays roughly at the background level, except for transient responses as described 

above. When one of the pathways is unbalanced to allow propagation of its signal, the 

response of the receiver group follows that signal accurately, as indicated by the small 

divergence between the appropriate signal and response pair. Activity of the receiver 

subnetwork does not follow the signal that is in the off-state, as indicated by the larger 

colored difference regions for the gated-off signals. This finding can also be confirmed 

using the similarity measure. Panels c and d show the similarity to S1 and S2, respectively, 

for all combinations of the two levels of inhibitory gain reduction. The regions where 

similarity is high for either signal are well separated from each other, and both signals reach 

similarity values above 85% in the regions where they are gated on. Furthermore, when only 

one of the two signals is gated on, the other signal tends to weaken, and similarity between 

receiver activity and the gated-off signal can even become negative due to inhibitory 

overshoot (Fig. 6e). To compare the gating of two signals with the gating of one, it is useful 

to examine the similarity value between the combined signal S1+S2 and the firing rate of the 

receiver cells (Fig. 6f & g). This is much the same as in the single-signal case of Fig. 4a 

(solid red trace).

How many signals can be canceled and then gated on by a population of inhibitory neurons? 

To address this question, we studied a single excitatory receiver neuron, rather than the full 

network that we have been considering up to this point. As discussed above for the two-

signal case, configuring a network for multiple signals takes a fair amount of modification 

and readjustment, and this made it unpractical to consider a wide range of different numbers 

of signals within a full network. Instead, we set up the mechanism of detailed balance in a 

single integrate-and-fire neuron that receives 800 excitatory and 200 inhibitory inputs. The 

critical component in determining the capacity of detailed balance for switching multiple 

signals is the population of inhibitory afferents, because they are less numerous than their 

excitatory counterparts and must cancel the excitatory effects of the signals, while at the 

same time allowing a particular signal to get through when modulated. We chose 200 

inhibitory inputs to match the number that appear to influence a single pyramidal neuron in 

cortical circuits26.

The single neuron model acts much like any of the excitatory receiver neurons in the full 

network because we adjusted its input to match what a typical neurons receives when the 

network is intact. The excitatory and inhibitory neurons that provide input to this model 

neuron are represented by Poisson spike trains generated from firing rates that encode 

various numbers of signals directly rather than through additional model neurons. For this 

reason, we refer to them as inputs or afferents rather than as neurons although, of course, 

they correspond to neurons in the full network. Detailed balance is achieved by distributing 

the signals across the excitatory and inhibitory afferents and adjusting synaptic strengths so 

that all signals are cancelled in the default state. To gate a particular signal on, we set the 

gains of all the inhibitory afferents that carry that signal to zero, essentially shutting them 

off. We used this extreme form of modulating because we wished to compute the maximum 

capacity of the system, not a capacity limited by restricting the amount of modulation.
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Each signal consists of a mean firing rate plus independent filtered white noise fluctuations 

(as used in Fig.3 c & d). To begin, we distributed M signals across the afferents so that each 

excitatory and inhibitory afferent carries only one signal. Obviously, the maximum number 

of signals that can be distributed in this way is M = 200, the number of inhibitory afferents. 

Performance, measured in terms of a similarity index (see methods), falls rapidly as a 

function of the number of signals being gated, and this way of distributing and gating 

multiple signals does not allow for switching of more than around 10 signals (Figs. 7a, d). 

The problem is not in canceling out the signals that are not being gated on, but in being able 

to fully gate on the chosen signal.

One problem with the scheme of having one signal per inhibitory afferent is that the number 

of afferents being gain modulated to zero to gate a given signal on is small. For example, 

only 10 inhibitory afferents carry any particular signal when M = 20. This problem can be 

addressed by distributing the M signals across the excitatory and inhibitory afferents so that 

each afferent carries more than one signal (Fig. 7b). Gating works best if each signal is 

carried on around 40 inhibitory and 160 excitatory afferents (chosen randomly for each 

signal from all the available afferents of each type), which means that each inhibitory 

afferent carries on average 40M/200 signals, rather than 1 as before. In this case, because of 

the overlap in the signals, when a particular signal is gated on by setting the gains of the 

inhibitory afferents carrying that signal to zero, this upsets the detailed balance for the other 

non-gated signals. To compensate for this, the gains of the remaining inhibitory afferents are 

adjusted so that the non-gated signals are cancelled as nearly as possible by the remaining 

active inhibitory afferents. In other words, through a procedure discussed in the methods, the 

gains on the remaining active afferents are increased to compensate for those missing due to 

gating of the chosen signal. Performance with this distribution of signals is better than for 

the one signal per afferent case, but detailed balance still cannot handle more than 30 signals 

(Figs. 7b, e).

What is limiting the ability of the detailed balance scheme to switch large numbers of 

signals? The limitation is, in fact, not a deficit of the detailed balance scheme, but a 

fundamental problem with encoding multiple signals using firing rates that no switching 

scheme can avoid. This is the problem of keeping firing rates positive. As discussed above, 

each signal corresponds to a mean firing rate plus positive and negative fluctuations about 

this mean. Although the mean rate carries no information about the signal, it cannot be set to 

zero or half of the signal would be lost due to firing-rate rectification. Adding together M 

signals, results in a total input that has a mean proportion to M and a fluctuating signal that 

is only proportion to  because the M signals are independent of each other. Thus, there 

is a strong tendency for the mean input to drown out the signals to which we want the 

postsynaptic neuron to respond27. Of course, because of the balancing inhibition, the mean 

excitatory input is canceled, but this cancellation is subject to fluctuations due to the spiking 

nature of the inputs. As a result, there is a fundamental limitation in the number of signals 

from which a single signal can be extracted, independent of the method by which this is 

done.

To show that the limited capacity seen in Fig. 7a & b is a result of this fundamental 

restriction on firing-rate coding, and not a limitation of the detailed balance approach, we 
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restricted the number of signals present on the afferents to the neuron at any given time. In 

other words, we set up the postsynaptic neuron so that it could extract any one out of M 

input signals, but at any given time we restricted the number of signals present to 5 out of 

these M possibilities (Fig. 7c). This seems like a reasonable situation for in vivo switching. 

Out of the myriad of possible stimuli that can activate a neuron, only a few are likely to be 

present at any given time. The number 5 is arbitrary, the key is to restrict the number of 

signals at any given time to a number that does not make the signals undetectable due to the 

 problem discussed above. When the input signals are restricted in this way, the 

capacity is still limited when each afferent is only allowed to carry one signal, but when 

each signal is distributed across 40 afferents, the switching capacity is enormous (Fig. 7c,f). 

There is no decrease in similarity for the gated on signal over the entire range from 1 to 600 

possible signals. This shows that the limited performance for the one-signal-per-afferent 

case in Fig. 7a is a result of having too few afferents per signal. On the other hand, the poor 

performance when 40 afferents are used per signal in Fig. 7b does not represent a limitation 

of detailed-balance gating, but rather a basic limitation of rate-based coding. When this latter 

limitation is avoided, detailed balance can switch extremely large numbers of signals.

Discussion

We have proposed an extension of the concept of global balance that offers an alternative to 

the more traditional model of gating by using inhibitory neurons to deactivate a signaling 

pathway28,29,14. This inverts the usual scheme of allowing signal propagation by default 

and disrupting the signal flow to gate a pathway off. Instead in our model, the balanced 

gated off state is the default. In complex networks, gating presumably occurs in parallel 

along the multiple pathways responsible for transmitting different aspects of a stimulus. It 

may be easier for a system to keep track of what is interesting in a broad band signal stream, 

than to keep track of all the uninteresting stimulus features that should be suppressed. If one 

feature of a stimulus warrants further processing, a control mechanism can select it by 

unbalancing its respective module, allowing the signal to propagate further downstream. We 

used gain modulation to unbalance signal-carrying pathways and gate signals on, but 

ordinary subtractive inhibition of inhibitory interneurons could also be used in our scheme.

Other discussions of signal switching in balanced neural circuits, either by shifting inhibition 

or through gain modulation, can be found in Refs. 2, 19 and 30. Continuous temporally and 

strengthwise correlated (balanced) excitatory and inhibitory input activity has been reported 

in vivo through recordings from pairs of pyramidal cells in the rat somatosensory cortex 

during spontaneous and sensory-evoked activities31. It has also been demonstrated that 

inhibition can be used to adjust the gain of a downstream circuit that receives balanced 

input, and thus control behavioral responses in a context-dependent manner32. These 

findings fit well into the framework of our hypothesis.

Although we found that gating is robust to a number of perturbations, it would be interesting 

to study how a homeostatic mechanism might impose and maintain a detailed balance. 

Spike-timing dependent plasticity has been shown to generate a global balance between 

excitation and inhibition33,34, but detailed balanced is likely to require some additional 
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competitive as well as homeostatic mechanisms. In developing systems, this might involve 

tuning AMPA and immature, excitatory GABA synapses to the same degree.

Failure to maintain a precise balance between excitation and inhibition due to various 

abnormalities of synaptic transmission is commonly hypothesized as a basis for mental 

disorders such as schizophrenia35–39 and autism40,41. While it is natural to think that such 

an imbalance might lead to basic instabilities, such as those associated with epilepsy, it is 

more difficult to understand how they would lead to cognitive and behavioral disorders. Our 

results provide a suggestion. If we associate the local inhibitory neurons in our model 

network with parvalbumin positive (PV+) inhibitory neurons in cortex, the failure of gating 

in this model with reduced inhibition (Fig. 5c) could provide a functional basis for the 

hypothesis that reduced GABA production in PV+ interneurons may contribute to gating 

problems in schizophrenia35. Similarly, the inability to discriminate between external and 

internal activity could be related to the hallucinations and delusions that have been 

hypothesized to arise from defective dopaminergic regulation36,37 or NMDA current 

anomalies38. Although these latter anomalies correspond to hypofunction of NMDA 

conductances, this is associated with a hyper-excitability of the affected circuits39, so we 

modeled the overall effect by increasing excitation (Fig. 5d).

The mechanism we have proposed makes a distinctive prediction concerning inhibitory 

activity in a signal receiving region. Although excitatory neurons receiving a signal should 

respond more vigorously in an attentive (gating on) than in a non-attentive (gating off) state, 

at least some local inhibitory interneurons should follow a signal more reliably in the 

inattentive state, and decorrelate their activity from the stimulus with attention.

In studying the capacity of detailed balance to switch multiple signals, we ran into a 

fundamental limitation of multi-signal coding by firing rates that affects any switching 

scheme. However, once this limitation was avoided by keeping too many of the possible 

signals from being present at any given time, we found an enormous capacity to gate 

multiple signals. Thus, detailed balance offers a powerful and dynamic way of controlling 

signal flow in complex and multiply interconnected circuitry.

Methods

Neuron Model

The model used for all our simulations is a leaky integrate-and-fire neuron, characterized by 

a time constant, τ = 20 ms, and a resting membrane potential, Vrest = −60 mV. Whenever the 

membrane potential crosses a spiking threshold of −50 mV, an action potential is generated 

and the membrane potential is reset to the resting potential, where it remains clamped for a 5 

ms refractory period. To set the scale for currents and conductances in the model, we used a 

membrane resistance of 100 MΩ.

We modeled synapses onto each neuron as conductances, so the sub-threshold membrane 

voltage obeys
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Reversal potentials are Eex = 0 mV and Einh = −80 mV. The synaptic conductances gex and 

ginh are expressed in units of the resting membrane conductance. When the neuron receives 

a presynaptic action potential, the appropriate postsynaptic variable is increased, gex → gex 

Δ gex for an excitatory spike and ginh → ginh + Δginh for an inhibitory spike. Otherwise, 

these parameters obey the equations

with synaptic time constants τex = 5 ms and τinh = 10 ms. Ib is a constant background current 

used to maintain network activity (see below). The integration time step for our simulations 

was 0.1 ms. All simulations were programmed in C.

Network Architecture

The network we studied is composed of 20,164 leaky integrate-and-fire neurons, laid out on 

a 1422 grid. Neurons are either excitatory or inhibitory. The ratio of inhibitory neurons is 

roughly one in four, but the geometric organization of neurons on the grid constrains the 

final numbers to 15,123 excitatory cells and 5,041 inhibitory cells. Inhibitory neurons are 

divided into two groups of 3,361 and 1,680 neurons that differ in their connectivity pattern. 

All excitatory neurons and 65% of the inhibitory neurons have a random connectivity of 2% 

to the rest of the network (red cells in Fig. 1a). The 1,680 inhibitory neurons of the second 

group each target 40% of their 500 closest neighbors and thus act locally42 (blue cells in 

Fig. 1a). To avoid boundary effects, the network has the topology of a torus. We used 

20,000 cells because this was the largest network that we could study within reasonable 

computation times. It has been shown previously that the activity in such networks becomes 

independent of size at about 10,000 neurons8,11,16. Other network parameters were chosen 

in keeping with both general properties of cortical circuits and previous work11,12,14,16,42.

Signal Path

In additional to the general architecture, we introduced a specific pathway from one region 

of the network to another, which we call sender and receiver subnetworks (green and red 

area in Fig. 1b respectively). The two subnetworks are chosen to be sufficiently distant from 

each other to exclude possible interactions through local inhibitory neurons. Synapses from 

a given excitatory sender neuron are allocated to contact either the excitatory or the locally 

inhibitory neurons of the receiver region, but not both. This division is made for the sake of 

tuning simplicity. The numbers of neurons and projecting synapses for the sender 

subnetwork were chosen to supply each of the ~500 excitatory receiver and ~70 inhibitory 

receiver neurons with 50 synapses from the sender subnetwork, a number necessary for 

critical spike propagation with appropriate tuning of synaptic strengths (see below). In 

addition, the number of neurons in both subnetworks was chosen to be as large as possible 

without interfering with overall network activity during signal propagation14. The final 
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numbers are: 494 excitatory-excitatory sender neurons, 234 excitatory-inhibitory sender 

neurons, 463 excitatory receiver neurons and 73 inhibitory receiver neurons.

Tuning Conditions

Except for synapses along the signaling pathway, and those mentioned further below, all 

synapses of the same cell type had the same strength. A background current (Ib ) of 0.03 nA 

was delivered to every neuron and the three sets of strengths were adjusted to allow 

asynchronous background activity within the network. The postsynaptic conductances of 

 correspond to 0.5 mV EPSPs and 

−0.4 mV and −1.1 mV IPSPs respectively, as obtained from spike triggered averages in the 

active network. To propagate signals from the sender subnetwork to the excitatory receiver 

subnetwork, we set the synapses between those two groups to  = 0.9 nS. 

The synapses between sender neurons and inhibitory receiver neurons were left unchanged, 

and the inhibitory synapses between the inhibitory and the excitatory neurons in the receiver 

subnetwork were strengthened to  = 4.65 nS. The extra tonic excitation that 

the inhibitory receiver neurons receive from background activity through the projections 

from the sender subnetwork was compensated by strengthening global inhibition to these 

cells to  = 9.4 nS. Under these conditions the system is sufficiently balanced to 

prevent correlated inputs in the sender subnetwork from modulating the firing pattern of the 

excitatory receiver subnetwork.

To allow propagation, the balance between the excitatory and the inhibitory signal was 

modified by decreasing the gain of the inhibitory receiver neurons. In integrate-and-fire 

neurons such a gain change is equivalent to reducing the strength of all synapses by 85% in 

the case of symmetric gain changes and by 30% in the asymetric case in which only the 

response amplitude to excitatory inputs is altered. These values were chosen to minimize 

similarity values in the gated-off state (Fig. 4a).

To compensate for cell loss (Fig. 4c), we calculated the decrease of over-all synaptic 

strength and redistributed the difference equally among the remaining synapses in the 

pathway. The gating mechanism can function with only 20 inhibitory receiver neurons when 

we strengthen their synapses threefold to 15 nS (approximately the same strength as two 

globally inhibitory neurons) and allowed them to fire at rates of up to 600 Hz (Fig. 4d).

Two input signals

To propagate and control an additional signal to the receiver region, a second inhibitory 

receiver subnetwork is necessary. Some of the globally acting inhibitory neurons in the 

receiver region can be recruited as locally inhibitory for that purpose by generating a new 

local architecture for them. An additional set of Poisson input spike trains is generated and 

connected synaptically to both the shared excitatory receiver subnetwork and the new 

inhibitory receiver subnetwork. As before, the synapses of the Poison population are tuned 

to drive their respective target subnetworks in the absence of additional correlated signal 

input. To balance two active signals at the same time, some of the synapses within the 

network must also be retuned. See Table 1 for a complete listing of all modified synapses.
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Pathologies

We chose two ways to disrupt the detailed balance mechanism, which are summarized in 

Table 1. First, a deficiency in the locally inhibitory neurons, including those of the inhibitory 

receiver subnetwork, was introduced by decreasing their synaptic strengths to  = 0.6 

nS. Second, we induced a hyper-excitability of the receiver region by increasing all the 

excitatory synapses from the rest of the network onto the receiver neurons to 

= 1.28 nS and  = 1.28 nS. These two manipulations are independent and can 

be combined without retuning.

Multiple input signals to a single cell

In the later part of the paper, we modeled the gating of multiple signals in a single integrate-

and-fire cell that receives 800 excitatory and 200 inhibitory synapses modeled as Poisson 

processes with temporally changing spiking probabilities. To avoid unrealistically high 

membrane currents when many inputs arrive at the cell, synaptic strengths are tuned down to 

Δgex = 0.014 nS and Δginh = 0.044 nS with PSPs of 0.13 mV and −0.22 mV at Vrest, 

respectively. When we drove each afferent with more than one signal, the overlap 

(effectively a summation of spiking probabilities for each synapse) demanded a rescaling of 

the input rates to a dynamic signal range between 0 and 150 Hz.

The following procedure is used to compute the inhibitory gain factors needed to gate on 

one signal among many. First, to specify which signal is connected to which inhibitory 

afferent, we define an N by M matrix B with Bia = 1 if inhibitory afferent i receives signal a 

and Bia = 0 if it does not. The total inhibitory input due to signal a is then Ca = ΣiBia. We 

next choose a particular signal, say signal 1, to gate on. We do this by setting the gains for 

all the inhibitory neurons receiving signal 1, that is all neurons with Bi1 = 1, to zero. We 

then adjust the firing-rates (gains) of the remaining inhibitory afferents to compensate for 

these missing afferents for all other signals (missing because their gains are zero). If n 

afferents receive signal 1, we define an N−n by M−1 matrix B̃, which is just B with signal 1 

and all of the afferents connected to signal 1 removed. Define C̃ to be a vector with M−1 

components given by C̃
a =Ca+1 for a=1,2,K M−1. The inhibition missing because the 

afferents receiving signal 1 have been turned off can be replaced if the firing rates of the 

afferents not receiving signal 1 are multiplied by a row vector of gain factors α such that 

αB̃=C̃. This equation is “solved” in the sense of minimizing the square of the difference 

between the two sides summed over a, by setting α=pinv(B̃) C̃, where pinv(B̃) is the pseudo-

inverse of B̃. The gains of all inhibitory afferents receiving signal 1, on the other hand, are 

set to zero. This determines the complete set of gains used to gate signal 1 on and leave all 

other signals off. To gate signal 1 off, all the gains are set to 1. A similar procedure is used 

for any other signal that we wish to gate.

Response Properties of the Balance Mechanism

To supply a signal to the network, we generated Poisson input spike trains with a firing rate 

r0 (t) as a source of input to the network. Each input spike generated by that group increased 

the excitatory synaptic conductances in neurons of the sender region by gex → gex + Δg0. 
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The synaptic strength Δg0 was tuned so that the firing rates of the sender neurons reproduced 

the input signal, that is, they tracked the input firing rate r0 (t).

We used a correlation measure12,14 to determine how similar firing rates in the receiver 

region were to the input. To do this, we calculated the population firing rate r(t) in 5 ms bins 

by counting spikes and also determined its time-average value r̄. The correlation is then

where the brackets denote an average over time, r0 (t) and r̄0 are the firing rate and average 

for the input, and σri σr0 are the standard deviations of the corresponding firing rates. We 

used the activity of the input as a reference rather than the sender subnetwork to distinguish 

signal transmission from propagation of fluctuations arising in the sender. Signal 

propagation between subnetworks is then characterized by reporting the maximum value 

(over τ) of C(τ), which we call the similarity14. For the analysis of multi-signal gating in a 

single integrate-and-fire cell, we used a similarity measure that was not normalized by σri to 

avoid overestimating the quality of the output signal in cases when the output firing rate was 

greatly diminished.
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Figure 1. Network Connectivity and Properties
a) All excitatory and 65% of the inhibitory neurons are connected randomly with a 

connection probability of 2% (illustrated in red). The other 35% of the inhibitory neurons 

have local connectivity, targeting their nearest neighbors (illustrated in blue). b) An 

embedded signal pathway is created by selecting a group of sender neurons (in green) that 

target either excitatory or locally inhibitory neurons (in red and blue, respectively, 

throughout the figures) in a signal-receiving region (in red) of the network. C–f) 
Asynchronous background activity in the network model. Distributions for network neurons 

of: c) firing rates, d) average membrane potentials, e) ISIs plotted on a semi-log scale, and f) 
coefficients of variation for those ISIs. Arrows indicate the means of the distributions.
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Figure 2. Detailed Balance in a Network
a) Average firing rate of the sender neurons responding to a sinusoidally varying input. b) 

Voltage trace of a randomly selected excitatory receiver neuron. Red trace: single trial. 

Black trace: the average subthreshold membrane potential over 100 trials. c) Average 

membrane currents of the excitatory receiver neurons. Excitatory and inhibitory currents are 

plotted in red and blue respectively, the net current, including voltage-dependent leak and 

constant background currents, is plotted in black. d) Blue trace: average firing rate of the 

inhibitory receiver neurons. Red histogram: average firing rate of the excitatory receiver 

neurons. e) Average firing rate of the entire network. f) Spike raster for 30 randomly chosen 

excitatory receiver neurons. Conditions shown are: No signal: All neurons fire at 

background rates. Balanced signal: Sender neurons fire in a correlated manner in response to 

oscillatory input and project the input firing pattern to both excitatory and inhibitory receiver 

neurons. Inhibitory receiver neurons reproduce the input pattern, preventing their excitatory 

neighbors from doing the same. Unbalanced signal: By decreasing the responsiveness of the 

inhibitory receiver neurons, the signal balance in the excitatory receiver neurons shifts in 
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favor of excitation, and the signal is revealed in their firing pattern. All firing rates and 

averages are calculated in 5 ms bins.
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Figure 3. Response Analysis
a) Firing rates of the excitatory receiver neurons as a function of different constant sender 

firing rates, in the balanced (solid trace) and unbalanced (dashed trace) states. b) Ratio of 

receiver to sender excitatory firing-rate oscillation amplitudes at different oscillation 

frequencies, in the balanced (solid trace) and unbalanced (dashed trace) states. c,d) 

Response to a random time filtered signal in the unbalanced (c) and balanced (d) states. Red 

trace: average firing rate of the excitatory receiver neurons. Black histogram: rates of the 

sender neurons. Deviations from the signal in c) and from the average background rate in d) 

are colored grey. e) Schematic of an input step. Step size (*) and step duration (**) are 

varied independently. f) Average responses of the excitatory receiver neurons in the 

balanced state to instantaneous steps of different sizes. g) Peak amplitude of the responses in 

these neurons to steps of different sizes (legend) and durations (horizontal axis).
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Figure 4. Gain Properties
a) Maximum values of the cross-correlations (termed "similarity", see methods) between the 

sender region and the excitatory and inhibitory receiver cells (red and blue respectively) for 

different gains. Solid lines show similarity values for symmetric gain reduction, dashed lines 

show similarity for asymmetric gain reduction, when only the gain of the excitatory 

synapses onto the inhibitory receiver cells is changed. b) Similarity values between 

excitatory receiver activity and the signal in the balanced (gated-off) state as a function of 

increasing the variability (standard deviation σ) of the synaptic strengths of the excitatory 

(green trace) and inhibitory (blue trace) pathways. The arrows mark the variability limits 

beyond which the tails of the strength distributions get rectified to zero. c) Effect of reducing 

the number of inhibitory receiver neurons on the ability to gate signals off. Similarity values 

in the balanced state for decreasing numbers of inhibitory receiver cells, without and with 

synapse strength compensation (solid and dotted line, respectively). d) Operation of the 

gating mechanism with only 20 inhibitory receiver neurons by compensating synapse 

strength and shortened refractory times to allow for more rapid inhibitory firing. Similarity 

between the signal and the excitatory (red trace) and inhibitory (blue trace) receiver activity 

is plotted as a function of change in inhibitory gain.
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Figure 5. Network Pathologies
(a) Average firing rate of the sender neurons without and with an oscillatory input. (b–d). 

Responses of excitatory (red histogram) and inhibitory (blue trace) receiver neurons with: b) 

Correct tuning. c) Weakened local inhibition, leading to a gating deficit. d) A hyperactive 

receiver region causing a response to the gating modulation. Conditions shown in the 

different columns are: No signal and no modulation. No signal but gated on. Signal on and 

gated on. Signal on but gated off. Firing rates are calculated in 5 ms bins.
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Figure 6. Gating Two Signals in a Network
a,b) Average response of the excitatory receiver subnetwork to two simultaneously 

delivered signals ( S1 and S2). The colored bars indicate the difference between the average 

firing rate in the receiver region (plotted in red) and either S1 (purple bars in a) or S2 (green 

bars in b). First column: Both signal pathways are balanced, the signals are off. Second and 

third column: Signal pathways 2 and 1 are unbalanced, respectively, by shifting the gain of 

their respective inhibitory receiver populations to 15% of their control values. c,d) 

Similarity values between S1 and the excitatory receiver activity (c) and S2 and the same 

excitatory receiver activity (d) for all possible combinations of the two gain modulations. 

Both signals reach similarity values of above 85%. e) Similarity values for S1 and S2 for 

independent gain changes. To the left of the gray line only the gain for S1 is manipulated 

while the gain for S2 remains 100%, and vice versa on the right side. Black circles indicate 

the gain values used for panels a & b. f) Similarity values as in c & d) but measured for the 

combined signal S1+S2. g) Similarity values between S1+S2 and the excitatory receiver 

subnetwork activity as a function of combined (equal) inhibitory gains, taken from the 

results along the diagonal of f.

Vogels and Abbott Page 22

Nat Neurosci. Author manuscript; available in PMC 2009 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 7. Multiple Signals into a Single Cell
a–c) Firing rates of the output signal (red), averaged over 200 runs, compared to the input 

signal (black). 1st row: 10 simultaneous signal paths. 2nd row: 25 simultaneous signals paths. 

3rd row: 100 simultaneous signal paths. a) Each afferent to the model neuron carries only 

one signal. b) Each afferent carries 40 signals. c) Each afferent can carry 40 signals but only 

5 signals are present at a given time. d–f) Similarity values as a function of the number of 

signals being gated in a–c). d) With one signal per afferent, gating is limited to less than 

about 20 signals. e) Overlapping several signals onto each afferent improves performance 

slightly. f) When only 5 signals are present at a given time, unlimited numbers of signals can 

be gated when 40 signals are carried on each afferent (solid trace), but performance is still 

limited if each afferent carries a single signal (dashed trace).
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