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FISHnet: detecting chromatin domains in 
single-cell sequential Oligopaints imaging 
data
 

Rohan Patel1,2,3, Kenneth Pham    1,2,3, Harshini Chandrashekar1,2,3 & 
Jennifer E. Phillips-Cremins    1,2,3 

Sequential Oligopaints DNA FISH is an imaging technique that measures 
higher-order genome folding at single-allele resolution via multiplexed, 
probe-based tracing. Currently there is a paucity of algorithms to identify 3D 
genome features in sequential Oligopaints data. Here, we present FISHnet, 
a graph theory method based on optimization of network modularity 
to detect chromatin domains in pairwise distance matrices. FISHnet 
sensitively and specifically identifies domains and boundaries in both 
simulated and real single-allele imaging data and provides statistical tests 
for the identification of cell-type-specific domains-like folding patterns. 
Application of FISHnet across multiple published Oligopaints datasets 
confirms that nested domains consistent with TADs and subTADs are not 
an emergent property of ensemble Hi-C data but also observable on single 
alleles. We make FISHnet code freely available to the scientific community, 
thus enabling future studies aiming to elucidate the role of single-allele 
folding variation on genome function.

A decade of technology development leading to chromosome- 
conformation-capture sequencing assays1–4 has revealed that the mam-
malian genome is folded into A and B compartments, topologically asso-
ciated domains (TADs), subTADs, and loops5–8. Using bulk sequencing 
assays and perturbative experiments, leading models assert that TADs, 
subTADs, and their boundaries regulate gene expression by restricting 
enhancers’ physical search space for their distal target genes and pre-
venting ectopic enhancer–promoter interactions (reviewed in ref. 9).  
Boundary disruption has been linked to gene expression dysregulation 
in several models of human disease10–12. Moreover, boundaries created 
by cohesin-mediated loop extrusion stalling at high-density arrays of 
CTCF binding sites have been functionally linked to the placement of 
replication initiation zones in early S-phase13. A major question that 
has emerged from bulk Hi-C-based studies is whether domain-like 
folding patterns can be detected in single cells. To further elucidate 
the structure–function relationship of the genome, there is a need for 

technologies that can quantitatively detect TAD and subTAD folding 
patterns at single-cell resolution.

Multiplexed sequential DNA FISH Oligopaint imaging technolo-
gies have recently enabled single-allele imaging of genome folding 
at kilobase resolution across megabase (Mb)-sized sections of the 
genome14–19. Sequential Oligopaints imaging experiments use tiled 
probes and sequential imaging steps to generate spatial localization 
of individual loci that are transformed into dense matrices of pairwise 
distances between genomic loci (Fig. 1a)15. Key challenges have slowed 
advances in computational methods to detect domain-like patterns in 
single-allele imaging data. First, the signal-to-noise ratio is low within 
pairwise distance matrices, which makes sensitive domain detection 
while minimizing false positives particularly challenging.

Second, sequential Oligopaints experiments involve tiling of 
probes in a stepwise bin-by-bin manner and are prone to a high number 
of dropouts owing to technical biases, such as low probe accessibility 
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Fig. 1 | Detection of domain-like genome folding patterns in single-cell 
sequential Oligopaints imaging data with FISHnet. a, Cartoon schematic 
of sequential Oligopaints data and pairwise distance matrices, with FISHnet 
chromatin domain calls overlaid. b, FISHnet methodological steps. The pairwise 
distance matrix of a 30-kb resolution trace spanning chr21:34.6 Mb–37.1 Mb on 
a single-allele from HCT116 cells15. c, Binary matrices resulting from a sweep of 
distance thresholds on the input pairwise distance matrix. Color bar indicates a 
binary value of 1 or 0. d, Smoothing of binary matrices. e, Domain calls per each 
smoothed, binarized matrix by optimizing network modularity (see Methods). 

Color bar indicates arbitrary value between 0–1. f, Number of domains as a 
function of distance threshold. Red points indicate domain calls that plateau for 
at least four consecutive thresholds resulting in three plateau groups: A, B, and 
C. Consensus domain calls within plateau groups A, B, or C are shown overlaid on 
averaged smoothed, binarized matrices from each distance-thresholded group. 
g, Final non-redundant domain calls overlaid on the pairwise distance matrix. 
h, ROC curve measuring FISHnet’s performance on simulated pairwise distance 
matrices. The yellow dotted line represents y = x.
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or low coverage due to repetitive regions of the genome. The drop-
outs are often interpreted by algorithms as boundaries, increasing 
false-positive domain calls. By contrast, bulk Hi-C data allow for more 
leniency regarding missed proximity ligation events because a missed 
ligation junction in one cell can be captured in another cell. Addition-
ally, bias due to poor coverage can be computationally corrected in Hi-C 
with Knight–Ruiz matrix balancing8,20. However, explicit modeling of 
bin-to-bin intrinsic differences influencing probe density and binding 
efficiency in single-allele imaging data has not yet been achieved. Over-
all, the challenges inherent to sequential Oligopaints data underscore 
the need for specialized analytical approaches tailored to the unique 
characteristics of single-allele resolution datasets distinct from those 
of bulk Hi-C technologies.

Results
Detection of domain-like structures in sequential Oligopaints 
data with FISHnet
To detect domain-like structures in sequential Oligopaints data, we 
developed FISHnet as an open-source graph-theory-based method 
with four steps: binarization with thresholding, smoothing, network 
modularity maximization, and consensus grouping (Fig. 1b). FISHnet 
begins by thresholding a single two-dimensional array of pairwise 
distance measurements between genomic loci from one allele into 
multiple binarized matrices (Fig. 1c). Thresholding converts entries 
in a pairwise distance matrix into binary values by marking those with 
distances less than or equal to a specified value. FISHnet uses multi-
ple distance thresholds to sensitively detect a wide range of domain 
structure sizes in these matrices. We determined the range of distance 
thresholds by computing the minimum and maximum pairwise dis-
tances in the matrix, using a gradient of 10-nm steps. We discovered 
that small distance thresholds, such as <150 nm, yield binarized arrays 
with small domain-like patterns and large distance thresholds, such as 
≥500 nm, yield larger domain-like patterns (Extended Data Fig. 1). Thus, 
by using a range of thresholds, FISHnet effectively captures a spectrum 
of domain-like patterns across different distance scales.

We next smoothed the binary matrices by applying a 2 × 2 signal  
averaging window to the binarized matrices (Fig. 1d). Smoothing 
converts the binary matrices into matrices with continuous values 
from 0 to 1 and improves FISHnet’s ability to call domains (Extended 
Data Fig. 2a–c). We apply a small smoothing window because larger 
windows result in poor performance, likely owing to boundary shift-
ing (Extended Data Fig. 2a–c). Hereafter, we refer to the binarized 
and smoothed arrays as adjacency matrices. We hypothesized that 
chromatin domains can be identified in adjacency matrices through a 
community detection method based on the maximization of network 
modularity (Q):

Q = 1
m ∑

i, j
[Ai, j −

kik j
m ]δ (gi, g j)

where A is the adjacency matrix, Ai,j is the edge weight representing 
the interaction between nodes i and j, ki is the sum of all of the edge 
weights for node i, and m is the sum of all non-diagonal edge weights 
within the network A. Nodes i and j are assigned to communities gi and 
gj, respectively. The Kronecker delta, δ(gi, gj), ensures that only nodes 
that are in the same group when maximizing modularity are considered. 
It is 1 if gi = gj and 0 otherwise.

To evaluate whether two nodes are interacting, independent, or 
not interacting, we computed an observed minus expected relationship 
between nodes using the modularity equation. The observed value is 
computed as Ai,j, and the expected value is computed as 

kik j

m
. For values 

of modularity, a positive non-zero difference between the observed 
and expected values signifies two interacting nodes, indicating that 
their members are physically close to each other but distant from 
members of other domains. A zero difference represents nodes that 

are independent of each other and thus exhibit similar intra- and inter-
domain distances. A negative non-zero difference represents two nodes 
that do not interact. Thus, a high modularity metric is conceptually 
intuitive as a metric for quantifying chromatin domains because they 
consist of genomic loci that fold in physical proximity to other loci 
within versus outside the domain-like structures9.

We applied a Louvain-like algorithm21 (see Methods) to the adja-
cency matrices to maximize modularity (Fig. 1e). To address stochastic-
ity in the maximization process, the algorithm was executed 20 times 
for each adjacency matrix. For each nanometer distance threshold, we 
computed a consensus set of domain calls from 20 runs of modularity 
maximization using the adjusted RAND score metric22,23 (see Meth-
ods). We then plotted the number of domains as a function of distance 
threshold. When the plot plateaus at four or more adjacent thresholds, 
we compute a consensus partition representing the plateau and then 
merge all consensus partitions into final domain calls (Fig. 1f,g). We 
provide a plateau parameter to enforce consistency across adjacent 
thresholds for robust and stable domain calls that minimize false posi-
tives by overcoming the low signal-to-noise inherent in Oligopaints 
data. Further discussion on how the choice of smoothing window, the 
distance step between thresholds, and plateau sizes affect FISHnet’s 
performance are provided in the Methods and Extended Data Figure 2.

FISHnet sensitively and specifically identifies both domains 
and boundaries in simulated and real single-allele Oligopaints 
data
We assessed FISHnet’s accuracy in calling domain-like structures by 
implementing FISHnet on simulated ground-truth data for single-allele 
microscopy using the established strings and binders (SBS) model 
(Methods and Extended Data Fig. 3a)24. We applied FISHnet to more than 
600 simulations of Oligopaints data and computed an area under the 
curve (AUC) of 0.95 from the receiver operating characteristic (ROC) 
curve (Fig. 1h). Most sequential Oligopaints datasets include pairwise 
distance matrices in which many genomic loci have dropouts owing 
to probe inefficiencies. We simulated these matrices with bin dropout 
rates ranging from 5% to 100% and observed that FISHnet domain calls 
are robust, with an AUC of 0.91 with datasets with up to 40% dropouts 
(Extended Data Fig. 3b,d). FISHnet’s performance improved to an 
AUC of 0.88 with up to 80% dropouts when we used linear imputation 
as previously published25 (Extended Data Fig. 3c, d). Thus, FISHnet 
sensitively and specifically calls domain-like structures in simulated 
Oligopaints data and is robust to technical dropout of genomic loci 
owing to probe inefficiencies.

We also benchmarked FISHnet boundary calls against a published 
insulation score method, which uses a sliding-window approach to sum 
signals and identify domain boundaries in pairwise distance matrices15 
(Extended Data Fig. 4). For boundary feature detection, FISHnet out-
performs the insulation score method in all scenarios: no dropout, 
dropout, and dropout with interpolation (Extended Data Fig. 4a). 
In addition, FISHnet facilitates the detection of both nested TAD or 
subTAD-like structures and domain boundaries, a capability that the 
insulation score method lacks (Extended Data Fig. 4b). Our data dem-
onstrate that FISHnet is sensitive and specific for calling both domains 
and boundaries in single-allele sequential Oligopaints data, even amid 
substantial missing data, and support the use of linear interpolation 
as a solution for addressing dropouts in sequential Oligopaints data.

We next assessed the role of dropouts in the stability of FISHnet 
domain calls on real Oligopaints data, given the wide range of drop-
outs in these datasets (Extended Data Fig. 5a). We analyzed n = 595 
0%-dropout pairwise distance matrices from human HCT116 cells at 
30-kb resolution15 (Table 1) and artificially introduced dropouts rang-
ing from 5% to 80% (Extended Data Fig. 5b). We then compared FISHnet 
domains from 0% dropout matrices with those with increasing dropout 
percentages, both with and without linear interpolation (Extended Data 
Fig. 5b,c). We quantified the true positive rate (TPR) and false positive 
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rate (FPR) as they relate to the dropout fraction. We found that TPR 
decreases and FPR increases linearly with increased dropout fraction 
in the absence of interpolation (Extended Data Fig. 5d, left). Linear 
interpolation limits the FPR to approximately 5.5% at dropouts greater 
than 50% (Extended Data Fig. 5d, right). Our results demonstrate that 
linear interpolation can effectively mitigate false positive domain calls 
in FISHnet at high dropout levels, highlighting its utility in preserving 
data accuracy under challenging experimental conditions.

We next tested the extent to which FISHnet performance corre-
sponds to boundaries present in ensemble Hi-C data. We ran FISHnet 
on publicly available sequential Oligopaints data from human HCT116 
cells at 30-kb resolution15 and mouse embryonic stem cells (mESCs) 
at 25-kb resolution18 (Table 1). We ran FISHnet with linear imputation 
on all single alleles with pairwise distance matrices at more than 60% 
coverage. Representative pairwise distance matrices demonstrate 
FISHnet’s ability to identify domain-like structures (Fig. 2a). Using 
bulk Hi-C data26,27 and ensembled sequential Oligopaints data, we 
confirm that the highest frequency FISHnet boundary calls correspond 
to TAD or subTAD boundaries in bulk Hi-C data (Fig. 2b). We further 
confirmed that FISHnet accurately identifies domain-like structures 
that are visually apparent in high-resolution sequential Oligopaints 
data from fruit fly embryos at 10-kb and 2-kb resolution17 (Table 1; 
Extended Data Fig. 6). Our work confirms that domains called by FISH-
net in single-allele imaging data correspond to TADs and/or subTADs 
in ensemble Hi-C data.

Finally, we sought to test FISHnet’s performance in an estab-
lished perturbative model system with known disruptions to TADs 
and subTADs in ensemble Hi-C data. We ran FISHnet on sequential 
Oligopaints data generated in human HCT116 cells engineered with 
an auxin-inducible degron system tagging RAD21 (ref. 15) (Table 1). 
Following auxin treatment to remove RAD21, we observed an equal 
probability of FISHnet boundary calls across the locus15 (Fig. 2c). The 
strongest boundary was present in approximately 10% of alleles in 

control HCT116 cells, decreasing to 4% of alleles upon RAD21 depletion. 
This finding is consistent with other reports15,28,29 (Fig. 2c). Our results 
demonstrate that FISHnet quantification of domains can recapitulate 
known patterns of boundary disruption due to cohesin knock-down in 
ensemble Hi-C data26,30,31.

FISHnet enables statistical testing of single-cell heterogeneity 
unique to cell type and cellular state
We next assessed FISHnet’s capacity to detect domain and boundary 
positions across a population of single cells in primary tissue. Using 
published imaging data from mouse brain tissue19 (Table 1), we ran 
FISHnet on sequential Oligopaints data from n = 2,065 excitatory neu-
rons (Fig. 3a) and n = 130 microglia (Fig. 3b). We equally filtered maps 
with 20–80% coverage from both conditions, applied linear imputa-
tion, ran FISHnet, and plotted the frequency of boundary calls across 
single alleles compared with ensembled imaging matrices (Fig. 3a,b). 
We clustered neurons and microglia into subsets with similar bound-
ary structure (see Methods). We found n = 49 and n = 8 independent 
clusters of single alleles with similar folding patterns in excitatory 
neurons (Fig. 3c and Extended Data Fig. 7) and microglia (Fig. 3d and 
Extended Data Fig. 8). In each cluster, we observed a strong correla-
tion between the visual location of boundaries and the frequency of 
FISHnet domain calls in single alleles. Our data reveal that FISHnet has 
the ability to resolve single-allele differences in boundary locations in 
the same cell type from sequential Oligopaints imaging data.

We next explored the distribution of single-cell variation in 
genome folding between two cell types at a given boundary location. 
We formulated a statistical test to identify boundaries that differed sig-
nificantly between two cell types (see Methods). To compare a known 
boundary between excitatory neurons and microglia, we applied a 
chi-squared test to FISHnet data and computed the probability of 
obtaining a single-allele boundary frequency across a population of 
cells that was equal to or more extreme than what would be expected 

Table 1 | Table of publicly available datasets used within this study

Dataset Description Link Identifier

Multiplexed sequential 
Oligopaints imaging data

HCT116-RAD21-AID 
auxin induced

https://github.com/BogdanBintu/ChromatinImaging/tree/master/Data File name: HCT116_chr21-34-
37Mb_6h auxin.csv

Multiplexed sequential 
Oligopaints imaging data

HCT116-RAD21-AID 
control

https://github.com/BogdanBintu/ChromatinImaging/tree/master/Data File name: HCT116_chr21-34-
37Mb_untreated.csv

Multiplexed sequential 
Oligopaints imaging data

mESC https://zenodo.org/records/3735329 Folder name: DNAseqFISH+.
zip

Multiplexed sequential 
Oligopaints imaging data

Mouse brain tissue https://zenodo.org/records/4708112 File name: TableS8_brain_
DNAseqFISH_25kb_voxel_
coordinates_2762cells.csv

Multiplexed sequential 
Oligopaints imaging data

K562 https://github.com/BogdanBintu/ChromatinImaging/tree/master/Data File name: K562_chr21-28-
30Mb.csv

Multiplexed sequential 
Oligopaints imaging data

IMR90 https://github.com/BogdanBintu/ChromatinImaging/tree/master/Data File name: IMR90_chr21-28-
30Mb.csv

Multiplexed sequential 
Oligopaints imaging data

A549 https://github.com/BogdanBintu/ChromatinImaging/tree/master/Data File name: A549_chr21-28-
30Mb.csv

Multiplexed sequential 
Oligopaints imaging data

BX-C 10-kb resolution https://data.4dnucleome.org/experiment-set-replicates/4DNESWM4U8RX/ 4DN accession: 
4DNESWM4U8RX

Multiplexed sequential 
Oligopaints imaging data

BX-C 2-kb resolution https://data.4dnucleome.org/experiment-set-replicates/4DNESEC7D1AH/ 4DN accession: 
4DNESEC7D1AH

In situ Hi-C HCT116-RAD21-AID 
control

https://data.4dnucleome.org/experiment-set-replicates/4DNES3QAGOZZ/ 4DN accession: 
4DNES3QAGOZZ

Hi-C mESC https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE96107 GEO accession: GSE96107

In situ Hi-C IMR90 https://data.4dnucleome.org/experiment-set-replicates/4DNES1ZEJNRU/ 4DN accession: 
4DNES1ZEJNRU

In situ Hi-C K562 https://data.4dnucleome.org/experiment-set-replicates/4DNESI7DEJTM/ 4DN accession: 
4DNESI7DEJTM
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Fig. 2 | FISHnet chromatin domain calls correspond with TADs and subTADs 
called in ensemble Hi-C. a, Individual pairwise distance matrices with FISHnet 
calls on published sequential Oligopaints imaging data in mESC alleles and 
HCT116 alleles. The color bar indicates the pairwise distances between genomic 
loci. mESC alleles were traced at 25-kb resolution, and HCT116 alleles were traced 
at 30-kb resolution. b, The results of Hi-C with TAD and subTAD calls using 
3DNetMod32 in mESCs (25-kb resolution) and HCT116 cells (30-kb resolution) are 
provided in the top half of the heatmaps. The ensemble frequency matrices of 
sequential Oligopaints imaging data from the same cell type are provided in the 
bottom half of the maps (n = 595 alleles, HCT116 and n = 688 alleles, mESCs). Juice 
box indicates Hi-C data and cartoon fish indicates ensemble imaging data. The 

color bar indicates the normalized interaction frequency (Hi-C) and the number 
of alleles with distances less than 250 nm, normalized by the total number of 
alleles (DNA FISH). Blue line plots indicate the frequency of FISHnet boundary 
calls across n = 595 HCT116 alleles and n = 688 mESC cell alleles. c, Ensemble 
frequency matrices of sequential Oligopaints imaging data in HCT116 RAD21-
AID cells in the untreated (n= 595 alleles) and auxin-treated (n = 388 alleles) 
conditions at 30-kb resolution. The color bar indicates the number of alleles with 
distances less than 250 nm, normalized by the total number of alleles. Adjacent to 
the heatmap are line plots representing the frequency of FISHnet boundary calls 
in single cells from untreated and auxin-treated conditions. The black dotted line 
signifies the average frequency of a boundary in the auxin condition.
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if the null hypothesis, that the boundary occurs in similar proportions 
of alleles in both cell type A and cell type B, was true. We demonstrated 
that the chi-squared test effectively identifies boundaries that are 
significantly more likely to be present in a higher proportion of single 
alleles in either microglia or excitatory neurons (Fig. 4a). Our first 
statistical test suggests that FISHnet can identify genomic locations 
of statistically significant cell-type-specific boundaries.

To provide users with a rigorous independent method for the iden-
tification of cell-type-specific boundaries, we developed an empiri-
cal permutation test to identify microglia-specific boundaries after 
accounting for single-allele variation. We formulated an empirical test 
statistic representing the proportion of alleles with a specific FISHnet 
boundary (see Methods). We computed a one-tailed, right-tailed empiri-
cal Pvalue by comparing the test statistic from n = 130 single microglia 
alleles to a null distribution representing 10,000 draws of n = 130 alleles 
from excitatory neuron Oligopaints data. Using our permutation test, 
we confirmed that the boundaries identified as cell-type-specific by the 
chi-squared test were also present in a significantly higher proportion of 
alleles in microglia than would be expected by chance from the excita-
tory neuron null distribution (Fig. 4b). Visually apparent neuron-specific 
boundaries did not result in low P values as expected from the one-tailed, 
right-tailed test. We also chose two random boundaries that were not 
significant in the chi-square test and verified their non-significance 
with the permutation test (Fig. 4b). Together, our statistical tests dem-
onstrate that FISHnet can reproducibly identify cell-type-specific  
differences in the distributions of single-allele boundary positions.

FISHnet boundary calls can be used to distinguish cell types
We sought to determine whether FISHnet boundaries can be used to 
discern cell types. We applied FISHnet to published sequential Oli-
gopaints imaging data from n = 2,101, n = 2,060, and n = 1,762 single 
alleles from IMR90, K562, and A549 cells, respectively15 (Table 1). Plot-
ting the ensemble single-allele data revealed that the visual location at 
which specific boundaries are present in IMR90 cells and absent in K562 
and A549 cells correlates with a high FISHnet boundary single-allele 
frequency only in IMR90 cells (Fig. 4c). Principal component analysis 
using the pairwise distance matrices could not distinguish cell types 
(Fig. 4d). However, principal component analysis using the single-allele 
FISHnet boundary calls alone could readily separate IMR90 from K562 
and A549 cells (Fig. 4e). Altogether, our data underscore FISHnet’s 
ability to identify cell-type-specific boundaries across a range of cell 
lines and its ability to distinguish cell-type-relevant genome folding 
features more effectively than the raw data.

FISHnet provides capability for the detection of hierarchical 
domain-like structures consistent with nested subTADs within 
TADs originally detected in bulk Hi-C data
Early studies in ensemble Hi-C data uncovered nested subTADs within 
TADs7,32. Two leading open questions are whether nested domain-like 
structures might exist on single alleles and if TADs and subTADs are 
observable on single alleles or are only an emergent property of bulk 
Hi-C data. We transformed the single-allele FISHnet domain calls 
from HCT116, K562, and IMR90 cell lines into an integer mask that 

Bo
un

da
ry

 
fr

eq
ue

nc
y

0

500 nm

1.0

0

0

0.15

chr3 (25 kb)
in excitatory

neurons
n = 2,065

Excitatory neurons
subcluster 20

n = 8 alleles

Excitatory neurons 
subcluster 7

n = 34 alleles

Excitatory neurons
subcluster 11
n = 16 alleles 0

500 nm

Bo
un

da
ry

 fr
eq

. 
pe

r s
ub

cl
us

te
r

0

chr3 76.75–93.25 Mb

Bo
un

da
ry

fr
eq

ue
nc

y

0

500 nm

1.0

0

0

0.17

chr3 (25 kb)
in microglia

n = 130

Microglia
subcluster 2
n = 12 alleles

Microglia
subcluster 4
n = 12 alleles

Microglia
subcluster 6
n = 8 alleles 0

500 nm

Bo
un

da
ry

 fr
eq

. 
pe

r s
ub

cl
us

te
r

0

chr3 76.75–93.25 Mb

chr3 76.75–93.25 Mb chr3 76.75–93.25 Mb chr3 76.75–93.25 Mb

chr3 76.75–93.25 Mb chr3 76.75–93.25 Mb chr3 76.75–93.25 Mb

Excitatory neuron
 allele 902

Excitatory neuron
 allele 118

Excitatory neuron
 allele 1,270

Excitatory neuron
 allele 1,303

Excitatory neuron
 allele 2,506

Excitatory neuron
 allele 2,139

Microglia allele 10 Microglia allele 36 Microglia allele 40 Microglia allele 81 Microglia allele 16 Microglia allele 26

800 nm

800 nm

a

b

c

d

Fig. 3 | FISHnet detects heterogeneous domain calls within single alleles. 
a,b, Ensemble averaged matrices of all sequential Oligopaints imaging data in 
excitatory neurons (n = 2,065 alleles) (a) and microglia (n = 130 alleles) (b). Blue 
line plots representing the frequency of FISHnet boundary calls in single cells 
from excitatory neurons and microglia. The heatmap showcases the boundary 
frequency per each subcluster found within excitatory neurons and microglia, 
respectfully. c,d, Subclusters of alleles with different boundary structures. c, 
Three excitatory neuron ensemble averaged maps from subclusters 20, 7, and 

11 (n = 8, 34, and 16 alleles, respectfully). d, Three microglia ensemble averaged 
maps from subclusters 2, 4, and 6 (n = 12, 12, and 8 alleles, respectfully). Below 
each ensemble map are single-allele example heatmaps of sequential Oligopaints 
imaging data representing that particular domain pattern. Domain calls on 
single-allele pairwise distance matrices are based on the largest nanometer 
plateau calls. The color bar indicates the nanometer pairwise distances between 
genomic loci. Oligopaints data for excitatory neurons and microglia were traced 
at 25-kb resolution.

http://www.nature.com/naturemethods


Nature Methods | Volume 22 | June 2025 | 1255–1264 1261

Article https://doi.org/10.1038/s41592-025-02688-1

represents domain structures (see Methods). To create an ensemble 
of FISHnet domain calls, we summed all masked pairwise distance 
matrices (Fig. 5a). Each entry (i, j) in the ensemble FISHnet domain 
mask matrix represents the number of times that the two genomic 
loci (i and j) were present within the same FISHnet-called domain 
(Fig. 5a,b). We observed a strong correlation between the ensemble 
FISHnet domain mask counts and ensemble Hi-C data in the same 
locus and cell type (Pearson’s correlation coefficient 0.90, 0.88, and 
0.91 for HCT116, IMR90, and K562, respectively) (Fig. 5b and Extended 
Data Fig. 9). These data suggest that the frequency of FISHnet domain 
calls in single-allele imaging data can be used to recapitulate TADs and 
subTADs in ensemble Hi-C data.

We tested how the nanometer distance between genomic frag-
ments in single-allele imaging data might be linked to the size of TADs 
or subTADs in ensemble Hi-C data and ensemble masked imaging 
data. Using single-allele sequential Oligopaints data from HCT116, 
we utilized FISHnet to detect chromatin domains, with thresholds of 
<150 nm, 150–500 nm, and >500 nm. Upon application of the FISHnet 
domain mask (Fig. 5a,b), we observed a strong enrichment for classic 
small subTAD-like structures in single alleles when using thresholds of 
<150 nm (Fig. 5c). Moreover, for thresholds of 150–500 nm or >500 nm 
pairwise distances, we observed a strong bias toward detection of 
medium to large TAD-like structures in single alleles (Fig. 5c). We quan-
titatively confirmed that increasing distance scales results in larger 
and un-nested FISHnet domain calls (Extended Data Fig. 10). We note 
that FISHnet detects both TAD and nested subTAD-like domains on 
the same single-allele when we use matrices thresholded at different 
nanometer pairwise distances (Fig. 5d), which is consistent with the 
established mechanisms of cohesin-mediated loop extrusion and 
compartmentalization9,26,33. Our data confirm previous reports that 
nested TAD- and subTAD-like structures are present in single alleles 
in sequential Oligopaints imaging data15,34, therefore suggesting that 

domain-like folding patterns are not an emergent property of ensemble 
Hi-C data but are also observable on single alleles.

Discussion
Here, we present FISHnet, a graph-theory-based algorithm designed 
to detect chromatin domains within pairwise distance matrices from 
sequential Oligopaints data. We demonstrate that FISHnet sensitively 
and specifically detects domains and their boundaries in real and simu-
lated single-allele imaging data. We applied FISHnet on multiple pub-
lished Oligopaints datasets, we discovered nested domains consistent 
with TADs and subTADs on single alleles, thus suggesting that nested 
chromatin domains exist on single alleles in a moment in time and 
are not just an emergent property of ensemble Hi-C data. We demon-
strate FISHnet’s implementation on nine experimental datasets ranging 
from 2-kb to 30-kb resolution and covering loci ranging from 130 kb 
to 2.5 Mb, across three model systems, highlighting the robustness of 
the algorithm (Table 1). FISHnet quantifies the frequency of boundary 
placement across a population of single cells and can evaluate statis-
tically significant cell-type-specific domains and boundaries upon 
comparison of data sets from two independent conditions. We have 
made the FISHnet code freely available to the scientific community, 
thus enabling future studies aiming to elucidate the role for single-allele 
folding variation on genome function (https://github.com/Rohanpate-
lUpenn/FISHnet).

FISHnet uses multiple strategies to overcome technical challenges 
that represent a barrier. It uses thresholds across a range of nanometer 
distances between probes to call domains at different sizes. It imple-
ments linear interpolation to overcome the high frequency of dropout 
events that plagues sequential Oligopaints data. It also uses a plateau 
parameter to ensure high-confidence, reproducible domain calls across 
a range of nanometer distances, thus preventing high false positive 
rates. To our knowledge, there is a paucity of algorithms published 
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for calling domains in single-allele imaging data; therefore, FISHnet 
provides a unique and impactful functionality. The insulation score 
method built for calling boundaries in ensemble Hi-C data has recently 
been applied to Oligopaints data15. We demonstrate here that FISHnet 
provides more sensitive and specific boundary identification than does 
the insulation score method. Together, our data demonstrate FISHnet’s 
utility for calling nested domains and boundaries across genomic 
length scales in single-allele sequential Oligopaints data.

We plan to improve and extend FISHnet in future freely available 
versions. Currently, FISHnet works on symmetric pairwise distance 
matrices ranging from small to medium sizes (<150 bins in matrix size). 
We used published data sets with high signal-to-noise to build the FISH-
net algorithm. Applying FISHnet on larger matrices or noisier data will 
increase computational time, raising cost and data storage complexity. 
Currently, 20 repetitions are applied to optimize the modularity solu-
tion, and a consensus partition is used to lower the risk of overfitting. In 
the future, we can adjust the number of partitions to address differences 
in quality and size of new datasets. To improve domain calling accuracy 
in data with higher noise, we can test the utility of preprocessing steps 
such as low-pass or Gaussian filters or Fourier transforms. We use impu-
tation in the first version of FISHnet to smooth bin-to-bin dropouts and 
technical variation in signal. It will be important in the future to develop 
new computational methods to model and correct for technical biases, 
such as low probe accessibility or low bin coverage. FISHnet was writ-
ten in a modular manner with usage instructions to clarify parameters 
that can be adjusted by the user for their specific data type and quality.

Application of FISHnet revealed significant variation in boundary 
positioning in a population of single cells representing one cell type, 
as well as between populations of excitatory neurons and microglia. 
One possible model that can support the existence of allele-to-allele 
domain heterogeneity is the loop extrusion model, where domains 
are created by active ATP-dependent cohesin-mediated extrusion of 
chromatin loops and thus placed randomly at a given point in time by 
asynchronous cohesin movement along the genome in a population of 
cells26,30,35–37. Using published Oligopaints data, we confirmed previous 
reports that domains remain in HCT116 cells even after cohesin degra-
dation15. Similar results have been observed in budding yeast, in which 
a mutant lacking loop extrusion might also have chromatin domains38. 
Alternative mechanisms that might play a role in domain formation 
could include phase separation, condensation, compartmentalization, 
and/or unknown molecular motors that extrude the DNA. Together, 
these data highlight the power of FISHnet when used in combination 
with genetic perturbations to elucidate the mechanisms that regulate, 
maintain, and create domains at single- allele resolution.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
ability are available at https://doi.org/10.1038/s41592-025-02688-1.
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Methods
Hi-C binning, bias correction, and 3DNetMod
We downloaded Hi-C matrices for HCT116 (ref. 26), mESC27, K562, and 
IMR90 cell lines from the 4DN portal and the Gene Expression Omnibus 
(Table 1). We binned the Hi-C matrix for HCT116, K562, and IMR90 cells 
at 30-kb resolution and for mESCs at 25-kb resolution. All Hi-C matrices 
underwent Knight–Ruiz balancing for bias correction. We called TADs 
and subTADs using 3DNetMod. as we have previously reported with 
minor modifications11,32,39–42.

Community detection through modularity maximization 
(Louvain-like algorithm)
We have previously described the details of the methods in another 
manuscript32, and they are again described in detail here to ensure 
reproducibility. Mathematical terms and equations should be expected 
to be similar due to reproducibility of the methodological steps. To 
partition binarized and smoothed pairwise distance matrices (also 
referred to as adjacency matrices) into communities, we utilized a 
Louvain-like, locally greedy algorithm to maximize modularity. We 
first calculated the modularity matrix (M):

Mx,y = [Ax,y −
kxky
m ] /m

where M is the modularity matrix with size C × C, and C is the number 
of communities. Mx,y is the normalized interaction between communi-
ties x and y, kx is the sum of all edge weights for community x and m is 
the sum of all interactions in the adjacency matrix (A), excluding the 
diagonal. In this equation, we see that Ax,y / m is the normalized edge 
strength connecting communities x and y and kxky

m2
 is the expected nor-

malized edge strength at communities x and y. We computed modularity 
(Q) on M:

Q = ∑x,y [Mx,y]δx,y

where δx,y ensures that only edge weights within communities are 
added to the summation by being 1 if x and y are assigned to the same 
community (x = y) and 0 otherwise (x ≠ y).

The Louvain-like algorithm works by using an iterative approach 
to rapidly converge on a local modularity maximum without compre-
hensively examining the entire search space. For each iteration (itr), 
individual nodes are given the opportunity to move into a new com-
munity placement that yields a locally maximal gain in ∆Q according 
to the following equation:

ΔQ = Qitr −Qitr−1 = (∑x,y [Mx,y]δx,y)
itr
− (∑x,y [Mx,y]δx,y)

itr−1

For the first iteration of the Louvain-like algorithm, every indi-
vidual node is its own community. In this itr = 0 circumstance, the 
indices for communities x and y correspond to the indices for nodes i 
and j, and M is the same size as the adjacency matrix A. Before the end 
of the itr, each node has the chance to merge to form a new community. 
If itr = 1, modularity is recalculated and if ∆Qis greater than or equal 
to 1 × 10−10, the algorithm advances to the next iteration and adjusts 
the dimensions of M to C × C (where C represents the number of com-
munities computed in the previous iteration, and (Mx,y)itr is the sum of 
all previous (Mx,y)itr−1 constituent edges that are merged into (Mx,y)itr). 
The algorithm terminates when no further single community merge 
leads to an improvement in modularity; that is, ∆Q is less than 1 × 10−10. 
The Louvain algorithm is inherently non-deterministic owing to (1) the 
randomness in the order in which nodes merge during the modularity 
optimization phase and (2) ties in decision making. The algorithm looks 
at each node in a certain order, but the order is random. If the algorithm 
picks nodes in a different order each time, it might end up with dif-
ferent communities. Moreover, a node might have multiple choices 

that would lead to the same modularity gain. When this happens, the 
algorithm might randomly pick one of these options, which can change 
the outcome slightly. To counteract the potential convergence on 
local maxima inherent in modularity-maximization algorithms, the 
Louvain-like algorithm underwent 20 iterations. To ensure a diverse 
exploration of the landscape and avoid bias towards specific solutions, 
we randomly selected a node with a distinct seed value for each of the 
20 partitions. Finally, a consensus partition is selected by taking the 
partition that is most similar to the 19 other partitions through the use 
of adjusted RAND score (see below).

Consensus partition through the adjusted RAND score
We have previously described the details of the methods in our other 
manuscript32, and they are again described in detail here to ensure 
reproducibility. Mathematical terms and equations are similar owing 
to reproducibility of the methodological steps. FISHnet uses the 
adjusted RAND score to find a consensus partition when running the 
Louvain-like algorithm 20 times to prevent fixation on a local maximum 
as well as when finding a consensus partition within a plateau sweep. 
The consensus partition is a partition that is most similar to the other 
partitions within its group. We find the consensus partition using a 
similarity metric called the adjusted RAND (aRAND) index, derived 
from the sklearn toolbox sklearn.metrics.adjusted_rand_score. The 
aRAND index yields unity for perfectly matched partitions and tends 
towards 0 or slightly negative values for partitions that are no more 
similar than expected by random chance. We computed aRAND for 
all pairs of partitions within the set. We chose the partition with the 
highest average aRAND as the consensus partition. The consensus 
partition represents the most consistent set of domain calls out of the 
20 FISHnet runs. We use a consensus partition that is most similar to all 
other partitions rather than simply using the partition with the highest 
modularity to attenuate bias to a particular randomization event and 
lower the risk of overfitting.

Creation of Ensemble counts matrix
To compute an ensemble counts matrix we started by binarizing and 
thresholding all of the pairwise distance matrices within a dataset by 
the value of less than or equal to 250 nm. We then summed all of the 
binarized maps which yields the ensemble counts matrix.

Creation of Ensemble frequency matrix
To compute an ensembled frequency matrix, as seen in Figs. 2b,cand 4c, 
we started by computing the ensemble counts matrix. Then to normal-
ize for dropouts and number of pairwise distance matrices, we divided 
each entry in the ensemble counts matrix by the number of non-Nan 
elements in that entry for all of the pairwise distance matrices. This 
yields the ensemble frequency matrix. Frequency matrices are shown 
in orange heatmaps.

Creation of Ensemble average matrix
To compute an ensemble average matrix, as seen in Fig. 3, we began 
by adding all of the pairwise distance matrices within a dataset and 
dividing the value by the total number of pairwise distance matrices 
in the dataset.

Simulating pairwise distance matrices using the string and 
binders model
We used a published strings and binders (SBS) model to simulate 
pairwise distance matrices of chromatin folding structures24. We 
created simulations using default parameters as stated in settings_
SBS_IMR90_30kb.py, modifying polymer size from n= 750 to n = 302. 
To create variable domains within the SBS simulation, we modified 
the polymer_IMR90.bed file to have semi-random locations of bind-
ing domains throughout the polymer. The semi-random locations 
are to ensure capturing the complexity of the chromatin structures 
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found within the sequential Oligopaints data. We varied the number 
of domains per map from 2–5, varied domain sizes from 50–150 mono-
mers and incorporated nested structures (Extended Data Fig. 3a).

Receiver operator curve creation for FISHnet and boundary 
caller
We computed a ROC using calls from FISHnet and the previously pub-
lished boundary caller15 to test the sensitivity and specificity of the 
algorithms. First, we ranked each FISHnet boundary call by varying the 
plateau parameter from 0 to 50. Having a small plateau value enables 
the majority of FISHnet calls to pass regardless of frequency; having 
a large plateau value allows only the most consistent calls to pass. 
We ran FISHnet on the simulated data set with a size exclusion of 10 
monomers, no merge, and step size of 10 nm. For the boundary caller, 
we ranked each boundary call by varying their cutoff_max parameter 
from 0 to 6.1 in step sizes of .01. We used the default parameters for 
the boundary caller method: su = 4, sl = 2, valley = 3, gb = 0.75, func = 
np.nanmean (ref. 15). For both FISHnet and the boundary caller, we 
created a confusion matrix for all of the pairwise distance matrices in 
the simulated dataset (n = 606). In the confusion matrices, we counted 
boundaries within 3 monomers of a ground truth boundary as a true 
positive (TP). We classified a FISHnet boundary as a false positive (FP) 
when FISHnet called a boundary with no ground truth boundary within 
three monomers. Then, we count a false negative (FN) when FISHnet 
failed to call a boundary at a ground truth boundary. Finally, a true 
negative (TN) occurs when neither FISHnet called a boundary nor 
a ground truth boundary exists. The same logic was applied for the 
boundary caller in determining TPs, FPs, TNs, and FNs. We calculated 
the false positive rate calculated as FP / (FP + TN) and the true positive 
rate as TP / (TP + FN). We plotted the ROC curve with the true positive 
rate on the x axis and the false positive rate on the y axis.

Parameter sweep of smoothing window, distance step,  
and plateau size
To assess FISHnet’s generalizability, we conducted a parameter sweep 
assessing how different smoothing windows, distance steps, and pla-
teau sizes affect FISHnet’s performance (Extended Data Fig. 2). First, 
we used n = 606 simulated pairwise distance matrices from the SBS 
model to assess how different sizes of smoothing windows affect 
FISHnet’s ability to call ground-truth domains while holding plateau 
size and nanometer step constant. We observe that small smoothing 
windows tend to correlate best with bona fide domain calls and larger 
windows tend to skew the data through over smoothing (Extended Data 
Fig. 2a,b). AUC quantification of FISHnet’s performance demonstrates 
improved sensitivity and specificity for domain calls upon smoothing 
with window sizes less than 3% of the map. (Extended Data Fig. 2c).

Second, we assessed how distance step size affects FISHnet’s per-
formance. We swept nanometer step sizes from 1 nm–2,500 nm while 
holding the smoothing window and plateau size constant. AUC analysis 
revealed that increasing step size leads to reduced AUC. Step sizes of 
less than 200 nm resulted in superior AUC performance, with an opti-
mum step size of 5 nm (Extended Data Fig. 2d). We note that lowering 
the nanometer step size results in drastic increases in computation 
time for only marginal gain in AUC performance.

Finally, we assessed how different plateau sizes affect FISHnet’s 
performance on calling domains. To determine how plateau sizes 
interact with different distance steps, we calculated a true positive rate 
(TPR) and false positive rate (FPR) heatmap, with plateau sizes varying 
from 0 to 50 and distance steps from 1 nm to 200 nm (Extended Data 
Fig. 2e,f). We observe that plateau size has an indirect relationship 
with TPR and FPR. Lower plateau size increases TPR and FPR, whereas 
higher plateau size decreases TPR and FPR. The distance step size also 
has an indirect relationship with TPR and FPR. When using smaller step 
sizes, users can sample the pairwise distance matrix frequently (higher 
plateau size) to prevent increases in FPR. Moreover, when using larger 

step sizes, users can sample the pairwise distance matrix less frequently 
(lower plateau size) to ensure a non-zero TPR.

For the analyses in this manuscript, we selected a plateau size 
of 4 and nanometer step size of 10, and the resultant TPR and FPR is 
highlighted by the yellow box in Extended Data Figure 2e,f. Overall, 
FISHnet’s domain calling performance is optimized by mitigating 
high FPRs with small distance steps by using larger plateau values, and 
retaining high true positive rates with large distance steps by using 
smaller plateau values all while keeping a low smoothing window size.

FISHnet excitatory neuron and microglia subcluster 
classification
To identify subclusters within the excitatory neuron and microglia 
population as shown in Fig. 3a,b, we used FISHnet calls associated with 
the largest nanometer plateau calls. We constructed an N × M matrix for 
both excitatory neurons and microglia, where N represents a genomic 
bin, and M corresponds to a single allele. For each allele in the N × M 
matrix, a value of 1 indicates the presence of a boundary at genomic 
bin i in allele j (that is, at position [i,j] in the matrix), while a value of 0 
indicates its absence. Then, we computed the correlation matrix to 
determine the Pearson correlation coefficients between each pair of 
alleles, transforming the N × M matrix into an M × M correlation matrix. 
Using Python’s ‘networkx package’, we applied the ‘greedy_modular-
ity_maximization’ module to identify clusters within the correlation 
matrix. We used the ‘networkx.algorithms.community.greedy_modu-
larity_communities’ command, where G is the M × M correlation matrix 
thresholded at either 0.75 or 0.5 for excitatory neurons or microglia, 
respectively. We retained clusters comprising more than three pairwise 
distance matrices and discarded the rest.

Chi-square test for identifying cell type-specific boundaries
To identify boundaries that are significantly different between two cell 
types, we conducted a chi-square test of independence for FISHnet 
calls from each genomic locus using Oligopaints data from microglia 
and excitatory neurons (Fig. 4a). For a given boundary, we constructed  
a 2 × 2 contingency table in which we classified and tallied each micro-
glia and neuron single allele as either having or not having the boundary 
as measured by FISHnet. We used the Python package Scipy to run scipy.
stats.chi2_contingency(contingency_table) to test the null hypothesis 
that the boundary occurs in similar proportions of alleles in both cell 
type A and cell type B. The alternative hypothesis is that the boundary 
does not occur in similar proportions across alleles in both cell type 
A and cell type B.

Permutation test for identifying cell type-specific boundaries
We formulated a permutation test to identify microglia-specific bound-
aries (cell-type-A-specific boundaries), as shown in Fig. 4b. We selected 
a test statistic of the proportion of alleles with a FISHnet called bound-
ary at a particular genomic locus. Using the microglia and neuron data, 
we ran a one-tailed, right-tailed test for the null hypothesis that the 
proportion of microglia and excitatory neuron alleles with a bound-
ary is unchanged. The alternative hypothesis is that the proportion 
of microglia alleles with a boundary is higher than the proportion of 
neuron alleles with a boundary. We compute the test statistic using 
the microglia data and compare it with a null distribution formulated 
by 10,000 random samplings, without replacement, of n = 130 alleles 
from the excitatory neuron single allele Oligopaints data. We compute a 
one-tailed, right-tailed empirical Pvalue as the AUC of the null distribu-
tion to the right of the microglia test statistic.

Pairwise distance matrix PCA for IMR90, K562, and A549 
alleles
We performed principal component analysis on the pairwise distance 
matrices in Fig. 4d using n = 2,101, 2,060, and 1,762 pairwise distance 
matrices for IMR90, K562, and A549, respectively. We kept pairwise 
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distance matrices with >95% coverage, resulting in n = 2,082, 2,032, and 
1,700 alleles for IMR90, K562, and A549, respectively. We then extracted 
the distances from each pair of genomic loci and created a matrix where 
each row stores the distances between genomic loci. Thus, in our matrix 
sized R × P, rows (R) represent individual alleles and columns (P) con-
tain the distances between two genomic loci for each allele. We used 
sklearn.preprocessing.scale to zero mean scale the matrix, calculated 
the covariance matrix, and computed the eigenvectors and eigenvalues 
using numpy.linalg.eigh. We ranked the eigenvalues and selected the 
eigenvectors corresponding to the two largest eigenvalues and created 
a reduced eigenvector matrix. Finally, we reduced the scaled matrix by 
taking the dot product with the transposed scaled matrix and the reduced 
eigenvector matrix and plotted the first two principal components.

FISHnet PCA for IMR90, K562, and A549 alleles
We conducted principal component analysis on a masked domain rep-
resentation array from FISHnet domain calls in Fig. 4e using n = 2,101, 
2,060, and 1,762 pairwise distance matrices for IMR90, K562, and A549 
cells, respectively. For this analysis, we used FISHnet domain calls with 
the smallest nanometer plateau to focus on nested domains. We cre-
ated a N × M matrix as described in the ‘FISHnet excitatory neuron and 
microglia subcluster classification’ section for IMR90, K562, and A549 
single alleles. Next, we convolved each column in the N × M matrix, where 
M stores the FISHnet boundary calls for a given allele (kernel = 150). This 
convolution retains contextual boundary information, allowing statisti-
cal methods to give boundaries that are close to each other more weight 
than those that are farther apart when comparing two alleles. We then 
concatenated each of the N × M matrices together creating a matrix that 
contains the boundary calls for each cell type for all of the alleles present 
in the IMR90, K562, and A549 datasets. We used sklearn.preprocessing.
scale to zero mean scale the matrix, calculated the covariance, and 
computed the eigenvectors and eigenvalues using numpy.linalg.eigh. 
We ranked the eigenvalues and selected the eigenvectors correspond-
ing to the two largest eigenvalues and created a reduced eigenvector 
matrix. Finally, we reduced the scaled matrix by taking the dot product 
with the transposed scaled matrix and the reduced eigenvector matrix 
and plotted the first two principal components.

Ensemble FISHnet domain mask creation
We first transformed each individual pairwise distance matrix by creat-
ing an integer mask based on each map’s FISHnet domain calls (Fig. 5a). 
The resultant mask transforms the pairwise distances into an integer 
encoding how many domains FISHnet finds each pair of genomic loci 
(Fig. 5a, bottom left). If a pixel is not in any FISHnet domain, its value 
in the mask is 0. If a pixel is in only one FISHnet domain, its value in the 
mask is 1. In cases where a pixel is in two FISHnet domains, such as one 
nested within another larger one, its value is 2. To create an ensemble 
FISHnet domain mask, we summed individual masks, resulting in a 
matrix in which each pixel represents the count of domains FISHnet 
found for each pair of genomic loci (Fig. 5a, right).

FISHnet Settings for sequential Oligopaints datasets
For all sequential Oligopaint datasets, we ran FISHnet run with a plateau 
sweep of 4, size exclusion of 3, merge of 3, and smoothing window size 
of 2 × 2. We used size exclusion to require communities to be greater 
than three. The merge parameter dictated the averaging of boundaries 
within three bins of each other.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
All public datasets used in this study are defined in Table 1.

Code availability
FISHnet code is provided publicly at the following GitHub link:  
https://github.com/RohanpatelUpenn/FISHnet.
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Extended Data Fig. 1 | Use of nanometer distance threshold as a resolution parameter. Line plot of average domain call sizes at different nm distance threshold 
values for a chromatin tracing data in HCT116 cells (Chr21: 34.6–37.1 Mb at 30 kb resolution)15. N = 595 pairwise distance maps were used. Shadow indicates average 
domain call ± one standard deviation.

http://www.nature.com/naturemethods


Nature Methods

Article https://doi.org/10.1038/s41592-025-02688-1

Extended Data Fig. 2 | Effect of smoothing window, distance step between 
thresholds, and plateau size on FISHnet’s performance. (a) Example of a 
pairwise distance matrix of chromatin folding from Strings and Binders (SBS) 
model24 (top) with ground truth domains calls overlaid (bottom). (b) The 
pairwise distance matrix from panel (a) thresholded at 250 nm and different 
window sizes of smoothing applied to it (top). Window size is reported as a 
fraction of the entire map. The corresponding FISHnet domain calls with the 
respective window size of smoothing (bottom). (c) Area under the curve (AUC) as 

a function of different window size of smoothing applied. (d) AUC as a function 
of different distance step between thresholds. (e-f ) Heatmap of TPR (e) and FPR 
(f ) as plateau size and distance step between thresholds. Yellow box indicates 
the plateau size and nanometer step size used on the sequential Oligopaints data 
within this paper. The distance step between thresholds and plateau were held 
constant in panel (a)-(c). Plateau size and window size were held constant in panel 
(d). Window size was held constant in panel (e)-(f) N = 606 pairwise distance 
matrices of chromatin folding from a SBS model was used in panels (c)-(f).
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Extended Data Fig. 3 | Assessment of FISHnet’s sensitivity and specificity 
across a range of loci dropout and with and without linear interpolation.  
(a) Representative examples of SBS pairwise distance matrices with ground truth 
domain calls. (b) Visualization of dropouts with receiver operating curve (ROC) 
for FISHnet’s performance without linear interpolation. White lines indicate 

data with dropouts. (c) Visualization of dropouts with ROCs for FISHnet’s 
performance with linear interpolation. Yellow dotted line showcases y = x.  
(d) AUC versus fraction dropout without (left) and with (right) linear 
interpolation. N = 606 pairwise distance matrices of chromatin folding from a 
SBS model was for this analysis.
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Extended Data Fig. 4 | FISHnet comparison with boundary caller. (a) ROC 
measuring performance on simulated pairwise distance matrices of chromatin 
folding from SBS model (left). FISHnet AUC = 0.95, boundary caller AUC = 0.76. 
AUC versus fraction dropout on simulated pairwise distance matrices of 
chromatin folding from SBS model (middle). AUC versus fraction dropout with 
linear interpolation on simulated pairwise distance matrices of chromatin 

folding from SBS model (right). N = 606 pairwise distance matrices of chromatin 
folding data from the SBS model were used. (b) Visualization of domain calls 
versus boundary calls. Domain calls enable identification of hierarchy within 
the domain structures (domain from boundary 1 to boundary 3 encompasses 
domains from boundary 1 to 2, and 2 to 3).
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Extended Data Fig. 5 | FISHnet’s performance on artificially dropped out 
maps. (a) Histograms showing the range of dropouts in experimental Oligopaints 
data. (b-c) A single allele pairwise distance matrix with 0% dropouts from HCT116 
cells, chr21: 34.6–37.1 Mb at 30 kb resolution15 with FISHnet domain call (left). 
To the right, progressive artificial dropouts with FISHnet domains calls without 

linear interpolation (b) and with linear interpolation (c). (d) Quantification of 
TPR and FPR as a function of dropout with and without interpolation, using the 
0% dropout FISHnet calls as the ground truth. N = 595 pairwise distance matrices 
from HCT116 cells, chr21: 34.6–37.1 Mb at 30 kb resolution with 0% dropouts were 
used for panel (d).
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Extended Data Fig. 6 | FISHnet on 10 kb and 2 kb data. (a) Ensemble frequency 
matrices of sequential Oligopaints imaging data in Bithorax Complex (BX-C) 
region of Drosophila melanogaster embryos 10 kb resolution (left) and 2 kb 
resolution (right)17. Blue line plots indicate the frequency of FISHnet boundary 

calls across N = 2961 and N = 2221 cells in 10 and 2 kb, respectively. (b) Individual 
pairwise distance matrices with FISHnet calls on published sequential 
Oligopaints imaging data at 10 kb resolution (left) and 2 kb (right).
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Extended Data Fig. 7 | Excitatory neuron clusters created using FISHnet boundary calls. Mean psuedo-ensemble bulk matrices for each cluster along with FISHnet 
frequency domain calls underlaid underneath each cluster. N indicates the number of pairwise distance matrices present in each cluster.
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Extended Data Fig. 8 | Microglia clusters created using FISHnet boundary calls. Mean psuedo-ensemble bulk matrices for each cluster along with FISHnet frequency 
domain calls underlaid underneath each cluster. N indicates the number of pairwise distance matrices present in each cluster.
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Extended Data Fig. 9 | Correlation of FISHnet domain mask with Hi-C data. 
Visualization of FISHnet domain masks with Hi-C data in HCT116, IMR90, and 
K562 cells (top). Scatterplots of the normalized Hi-C interaction frequency and 

the ensemble FISHnet domain mask counts for each cell type are shown. Red line 
indicates the linear line of best fit, and Pearson correlation values are indicated 
for each scatterplot.
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Extended Data Fig. 10 | Proportions of domain sizes and nested domains at 
different threshold ranges. (a) Proportion of domain sizes less than 450 kb, 
between 450 kb and 1 Mb, and greater than 1 Mb across three different threshold 

ranges. (b) Proportion of nested domains and un-nested domains in three 
different threshold ranges. (Chr21: 34.6–37.1 Mb at 30 kb resolution)15. N = 595 
pairwise distance maps were used.
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