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Abstract

Understanding the underlying psychological process that leads to a bias is crucial for devel-

oping remedies to correct or reduce the bias. As one of the psychological processes that

underlie judgmental biases, attribute substitution provides an explanation as to why people

rely on heuristics and commit judgmental biases. Attribute substitution occurs when people

make a judgment that requires the use of a target attribute, but make the judgment using a

heuristic attribute that comes more readily to mind. This substitution inevitably introduces

systematic errors because these two attributes are different. The current work explores an

indirect debiasing method—the priming of a target attribute. Across three experiments, we

demonstrate that priming a target attribute in prior tasks reduces judgmental biases in likeli-

hood estimations: ratio-bias and base-rate neglect. However, this outcome only occurs

when participants have enough cognitive resources. When they experience cognitive load,

the priming of the target attribute does not reduce their judgmental biases.

Introduction

People are subject to biases when making probability judgments. Since the classic article by

Tversky and Kahneman [1], a substantial literature has examined how these biases may be cor-

rected. Endeavors to correct or reduce biases are referred to as debiasing [2]. In early work on

debiasing, Fischhoff [3] provides a review of various debiasing methods designed to reduce two

specific biases: hindsight bias and overconfidence. This work divides debiasing methods accord-

ing to whether responsibility for the biases is on the decision-maker, the task, or some mismatch

between the two, and provides different strategies for developing debiasing techniques.

To build a more comprehensive understanding about biases and debiasing methods, Arkes

[4] proposed that understanding the causes of different types of biases promotes identifying

effective debiasing techniques, and categorized biases into three types of biases—psychophysi-

cally-based errors, association-based errors, and strategy-based errors. Psychophysically-based
errors occur when people map physical stimuli onto psychological responses in a nonlinear

manner. The typical examples of this type of biases are reference point effects related to pros-

pect theory [5, 6]. Adding new gains or losses, changing one’s reference point, and reframing
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losses as gains are shown to be effective in reducing psychophysically-based errors [7–9]. Asso-
ciation-based-errors involve using associations within semantic memory that are irrelevant or

counterproductive on the judgment or decision. For example, people who imagined

experiencing certain events evaluated those events as more likely to occur than those who did

not imagine those events. The activity of imagining can make events more available in long-

term memory, which led people to judge those events to be more probable [10]. Making people

“consider the opposite” and merely cuing a debiasing behavior rather than explicitly instruct-

ing people in a different judgment behavior are considered to be effective as debiasing strate-

gies in this category [11, 12]. Strategy-based errors arise when people employ a suboptimal

strategy rather than an optimal strategy. Using the suboptimal strategy is beneficial because it

is fast and easy to execute. Although the suboptimal strategy may be adaptive, it can be costly

and result in more errors. One possible solution to improve judgment in this category, is to

raise the cost of using the suboptimal strategy [13, 14].

Larrick [15] linked the three different types of biases proposed by Arkes [4] to two cognitive

systems—System 1 (intuition) and System 2 (reasoning). The processes of System 1 are auto-

matic, effortless, and fast whereas the processes of System 2 are controlled, effortful, and slow

[16, 17]. Larrick [15] argued that psychophysically-based errors and association-based errors

are attributable to System 1 processes, and strategy-based errors are attributable to System 2

processes.

Decision biases are not only limited to cognition, but also are rooted in motivation. In par-

ticular, Montibeller and von Winterfeldt [2] suggested that individuals exhibit motivational

biases because they can be influenced by the desirability of decision outcomes. For example,

experts may provide overly optimistic estimates for a preferred action.

In this investigation, we focus on association-based errors and develop an indirect debias-

ing method drawing on the Model of Heuristic Judgment proposed by Kahneman and Freder-

ick [16, 17]. Contrary to direct debiasing techniques which are executed by altering the

decision maker in an explicit way (e.g., “consider the opposite” strategy or cuing a debiasing

behavior), indirect debiasing techniques can be developed by altering the environment without

requiring the decision maker’s awareness of the underlying process why the bias occurs [15,

18]. According to the Model of Heuristic Judgment [16, 17], there are two different systems

related to the decision-maker’s judgment—System 1 (intuition) and System 2 (reasoning). The

processes associated with System 1 are automatic, effortless, fast, parallel, and slow-learning

whereas the processes associated with System 2 are controlled, effortful, slow, serial, and flexi-

ble. Association-based biases occur because individuals substitute the heuristic attribute,

which is more readily accessible yet irrelevant, for the target attribute, which is relevant and

should be used to make a correct judgment. Kahneman and Frederick [16] propose three con-

ditions under which attribute substitution occurs: (1) the target attribute is relatively inaccessi-

ble; (2) the heuristic attribute is highly accessible; (3) System 2 (reasoning) fails to reject the

substitution of the heuristic attribute.

Drawing on this model, we introduce a novel indirect debiasing technique—the priming of

the target attribute. As discovered decades ago, priming of semantic concepts increases their

accessibility [19]. Priming has been shown to affect judgments in a variety of domains such as

affective evaluations, persuasion, semantic effects, social stereotypes, and behavior [20–24].

We used priming because the likelihood of making a correct judgment is dependent on the

accessibility of the target attribute, and does not require conscious awareness. To overcome

decision biases, Kenyon and Beaulac [25] proposed four different levels of debiasing methods

depending on the extent to which the sources of biases are internal or external. We predict

that priming the target attribute increases the accessibility of the target attribute in the decision

maker’s memory, which in turn reduces the likelihood of making the judgmental bias or error.

An indirect debiasing method: Priming a Target attribute reduces judgmental biases in likelihood estimations
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In addition, we examine whether individuals need cognitive resources to reduce the bias

That is, we explore whether using a target attribute as a relevant source of information for

making decisions requires cognitive resources. According to Kahneman and Frederick [16],

there is a sequence involved in judgmental processes whereby System 1 (intuition) precedes

System 2 (reasoning). Specifically, Kahneman and Frederick [16] wrote “System 1 quickly pro-

poses intuitive answers to judgment problems as they arise, and System 2 monitors the quality

of these proposals, which it may endorse, correct, or override” (p 51).

Prior work suggests that errors commonly occur even though System 2 monitors the quality

of both mental operations and overt behavior [26, 27]. Kahneman and his colleagues explain

that many intuitive erroneous judgments are expressed because the self-monitoring function

is normally quite lax and effortful [16, 28].

In order to test whether cognitive resources are required to reduce judgmental biases, when

the target attribute is made more accessible by the indirect priming method, we used a cognitive

load manipulation. If the process of making the correct judgments requires cognitive resources,

a high cognitive load will impair this process as opposed to a low cognitive load. Consequently,

the likelihood of correcting judgments may decrease with the high cognitive load.

We conducted three experiments to test whether the priming of a target attribute reduces

two judgmental biases in likelihood estimations: ratio-bias and base-rate neglect.

Experiment 1

Experiment 1 examines whether priming the target attribute reduces judgmental errors in the

Jelly Beans task [29]. This task shows a ratio-bias phenomenon which refers to “the perception

of the likelihood of a low-probability event as greater when it is presented in the form of larger

rather than smaller numbers” [30]. For instance, people prefer to draw from a tray with

“larger” number of beans (e.g., 10 red out of 100 jelly beans) over a tray with “smaller” number

of beans (e.g., 1 red out of 10 jelly beans) hoping of obtaining a winning red jelly even though

the ratios of winning between the two trays are identical. The ratio-bias phenomenon is

known to be robust in various domains such as self-reported gambling in real life [31], heuris-

tic responses to vignettes [31], depression [32], and even health [33]. This phenomenon is

attributed to a tendency to focus on the frequency of the numerator (i.e., heuristic attribute)

instead of the overall probability (i.e., target attribute). Selecting one of two trays that offer

equal probabilities is, in itself, not a judgmental error. However, the preference for a 9% over a

10% probability does reflect an error in judgment [31].

We predicted that increasing the accessibility of the target attribute through priming results

in less bias because there will be less substitution of the heuristic attribute for the target attribute.

Materials and methods

This research (Experiments 1–3) was approved by the Research Ethics Board at the University

of Toronto (Approval Number: # 22120). In Experiment 1, eighty-four business undergraduate

students at a North American university were randomly assigned to one of the two priming

conditions: no priming vs. target attribute priming. Upon arrival, participants were informed

that they would participate in two ostensibly unrelated studies. The first study was a visual

detection task which was designed to prime half of participants with the target attribute, and

the other half with no words [22]. Participants were told that they would participate in the

visual detection task and their task was to identify whether each string of letters presented on a

computer screen contained two vowels (press “Z” key) or not (press “M” key). They were told

that the researchers were interested in how quickly university students responded to visual sti-

muli. Participants first completed three practice trials where they saw three strings of letters

An indirect debiasing method: Priming a Target attribute reduces judgmental biases in likelihood estimations
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(e.g., mecedjz). Next, they started the main task. In this task, participants in the target attribute

priming condition were first primed (20 ms) with five words before they saw a string of letters

(e.g., qjxriadpl, tkfkdirgo). The five words related to the target attribute (i.e., probability, pro-

portion, ratio, likelihood, and odds) were shown twice in a random order. In the no-priming

condition, no words were primed prior to the ten strings of letters. In both conditions, when

participants saw the string of letters, they indicated whether it contained two vowels or not.

After all participants finished the first study, they were asked to move to a desk which was

located on the opposite side of the cubicles in the lab. Two trays for the jelly beans task were

arranged on this desk. First, participants were given a brief paragraph to read. The vignette for

the jelly beans task was as follows:

As you can see, there are two trays on the table. One tray (Tray A) contains 10 jelly beans (1

red bean and 9 white beans) while the other tray (Tray B) contains 100 jelly beans (9 red

beans and 91 white beans). If you draw a red jelly bean, you can participate in a lottery in

which the winner will receive $50. However, if you draw a white jelly bean, you will win

nothing.

Given this information, participants were told that they had a real opportunity to draw one

jelly bean from one of the two trays for a real lottery. Before the actual drawing, they were

asked to choose which tray they wanted to draw from. Those who draw a red bean were given

a lottery ticket in which they wrote their name and contact information for the drawing. Writ-

ten and signed informed consent was obtained from participants in Experiments 1–3.

Results and discussion

Since choosing the 9% tray indicated the ratio-bias, we report the percentage choosing the 9%

tray. An overall chi-square test revealed that participants primed with the target attribute

(24%) chose the 9% tray significantly less often than those who were not primed (45%):

χ2(df = 1, N = 84) = 4.27, p = .039, F = -.23 (Fig 1). This result suggests that exposure to words

related to the target attribute decreased the likelihood of making a judgmental error even

though participants were not aware of why this occurred.

Experiment 2

In Experiment 1, we show that increasing the accessibility of the target attribute through prim-

ing reduces ratio-bias. In Experiment 2, we also primed the heuristic attribute to examine

whether it increases the ratio-bias. Since the Model of Heuristic Judgment proposes that the

heuristic attribute is highly accessible when making the judgment, priming the heuristic attri-

bute should not increase its accessibility, so this should not increase the ratio-bias.

Materials and methods

Ninety-two business undergraduate students at a North American university were randomly

assigned to one of the three priming conditions: no priming, target attribute priming, and heu-

ristic attribute priming.

Participants first completed the same visual detection task as in Experiment 1. In the target

attribute priming condition, the same five words (i.e., probability, proportion, ratio, likelihood,

and odds) were primed twice in a random order. In the no priming condition, no words were

primed. In the heuristic attribute priming condition, five words related to the heuristic attri-

bute (i.e., frequency, number, many, more, and numerous) were shown twice in a random

An indirect debiasing method: Priming a Target attribute reduces judgmental biases in likelihood estimations
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order. In all three conditions, when participants saw the string of letters, they indicated

whether it contained two vowels or not.

Lastly, participants were asked to calculate the probability for a sample question to check

whether participants have correct knowledge of probability: “At Kennedy Middle School, 3 out

of 5 students make the honor roll. What is the probability that a student makes honor roll?”.

According to Camerer and Hogarth [34], having knowledge or “cognitive capital” about a cor-

rect judgment is crucial for improving performance. In the Jelly Beans task, it is important for

participants to have knowledge of probability to make a correct judgment.

Results and discussion

In our initial analyses, only 83 participants were included after excluding 9 participants who

did not correctly answer the sample probability question at the end of the experiment. An

overall chi-square test revealed a significant effect of priming (χ2(df = 2, N = 83) = 8.39, p =

.015, F = .32; see Fig 2). Participants in the target attribute priming condition (11%) chose the

9% tray significantly less often than participants in the no priming condition (44%; χ2(df = 1,

N = 59) = 7.61, p = .006, F = -.36) and the heuristic attribute priming condition (42%;

χ2(df = 1, N = 51) = 6.25, p = .012, F = .35). The percentage of participants selecting the 9%

tray were virtually identical in the no priming and the heuristic attribute priming condition

Fig 1. The effect of priming on the ratio-bias in Experiment 1. Higher percentages indicate greater ratio-bias (choosing the 9% tray over the 10% tray).

https://doi.org/10.1371/journal.pone.0212609.g001
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(χ2(df = 1, N = 56) = .02, p = .876, F = -.02), which indicates that priming the heuristic attri-

bute does not increase the ratio-bias.

We conducted the same analysis by including 9 participants who failed to correctly answer

the sample probability question, and we found a similar pattern of results: An overall chi-

square test revealed a significant main effect of priming on the tray choice (χ2(df = 2, N = 92) =

7.22, p = .027, F = .28). Specifically, the percentage of choosing the 9% tray in the target attri-

bute priming condition (16%) was significantly lower than that in the no priming condition

(44%; χ2(df = 1, N = 68) = 6.59, p = .010, F = -.31) and that in the heuristic attribute priming

condition (42%; χ2(df = 1, N = 56) = 4.74, p = .029, F = .29). However, there was no significant

difference between the heuristic attribute priming condition (42%) and the no priming condi-

tion (44%; χ2(df = 1, N = 60) = .05, p = .832, F = -.03) in terms of choosing the 9% tray.

The findings of Experiment 2 provide further evidence for our predictions by replicating

the finding that priming the target attribute reduces the ratio-bias. Importantly, we also show

that the heuristic attribute is readily accessible when making a judgment and that priming the

heuristic attribute does not increase the ratio-bias.

Experiment 3

The purpose of Experiment 3 is to generalize the findings by using a different judgmental bias

(i.e., base-rate neglect) and to test whether the process of reducing judgmental biases requires

Fig 2. The effect of priming on the ratio-bias in Experiment 2. Higher percentages indicate greater ratio-bias (choosing the 9% tray over the 10% tray).

https://doi.org/10.1371/journal.pone.0212609.g002
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cognitive resources. In Experiment 3, the problem-solving task used the professor-and-non-

professor problem [35], which is an analogue of the engineer-and-lawyer problem [36]. The

engineer-and-lawyer problem illustrates a fallacy which reflects the use of the representative-

ness heuristic. For example, in the engineer-and-lawyer problem, participants are told that the

percentage of engineers in a given sample is very low (e.g., 30%). They are then given a descrip-

tion of an individual which is similar to the stereotype of engineers (e.g., having no interest in

political and social issue and spending most of his time in home carpentry, sailing, and mathe-

matical puzzles). The participants’ estimation of the probability that a person is an engineer is

much higher (e.g., 80%) than the base rate (e.g., 30%) because people tend to rely on the

description of the person rather than the base rate. Base-rate neglect in probability judgments

is problematic because people violate the fundamental Bayesian rule of statistical prediction.

Although some find that providing the problem in frequency format [37–39] or showing natu-

ral sampling [35] can help to reduce base-rate neglect, to the best of our knowledge, our

research is the first to examine whether an indirect debiasing method (i.e., priming the target

attribute) will reduce base-rate neglect.

To test whether cognitive resources are also required to reduce the bias with the increased

accessibility of the target attribute, we manipulated cognitive load. In Experiments 1 and 2,

increasing the accessibility of the target attribute reduced the bias when participants could use

all their cognitive resources to make the judgment. However, these findings do not explain

whether individuals need cognitive resources to reduce the bias. If individuals are still able to

reduce the bias under a high cognitive load, it would indicate that increased accessibility of the

target attribute is sufficient to reduce the bias. However, if individuals are less able to reduce

the bias under a high cognitive load, it suggests that cognitive load impairs the process of

reducing the bias.

Materials and methods

One hundred fifteen business undergraduate students at a North American university were

randomly assigned to a 2 (priming: no priming vs. target attribute priming) x 2 (cognitive

load: low vs. high) between-subjects design. To manipulate cognitive load, we used a number

rehearsal dual task which has been successfully used as a cognitive load manipulation [40–43].

Participants were informed that they would participate in two unrelated studies. In the first

study, we used the same visual detection task as in Experiment 1 to prime the target attribute.

After finishing the first study, participants were provided a questionnaire which included the

professor-and-non-professor problem [35] with a modification of the base rate. They were told

that the purpose of the study was to understand how university students answered various types

of questions. Before being exposed to the professor-and-non-professor problem, participants

were asked to memorize either a random 2- or 9-digit number. They then were asked to read

the professor-and-non-professor problem in which they were first told that they would be pro-

vided with a description of an individual which was randomly selected from a sample which

contained 17.6% professors and 82.4% non-professors. They were then given a description of a

person (e.g., typical characteristics of a professor such as attending international conventions

and wearing a suit and a tie). Their task was to rate the probability that the person is a professor

given the description of the person and the base rate. After rating the probability, participants

were asked to write down the number that they memorized. Next, they answered several unre-

lated filler questions. And then, they were asked to rate the difficulty of memorizing the number

on a 9-point scale (1 = extremely easy vs. 9 = extremely difficult). Lastly, participants completed

the PANAS scale [44] to examine whether our cognitive load manipulation influences partici-

pants’ mood, which in turn affects participants’ reliance on stereotyped thinking [45].
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Results and discussion

Manipulation check

One hundred two participants were included in our analysis after excluding 13 participants

who recalled four or less digits correctly in the high load conditions based on the a priori cutoff

from previous literature [42]. However, if we include these 13 participants in our major analy-

ses (manipulation check, probability, base-rate, and the PANAS scale), no differences in effects

for analyses were observed. All of the participants in the low cognitive load conditions success-

fully reported the 2-digit number. In support of the cognitive resource manipulation, individu-

als who were asked to memorize the 9-digit number (M 9-digit = 3.56, SD 9-digit = 2.11) reported

greater difficulty memorizing the test number than those who were given the 2-digit number

(M 2-digit = 1.22, SD 9-digit = 0.50; t(100) = -7.90, p< .001, d = .67).

Probability

To analyze the probability estimates, we conducted a 2 x 2 ANOVA. The analysis revealed a

main effect of priming (F(1, 98) = 10.51, p = .002, η2 = .097) and a main effect of cognitive

load (F(1, 98) = 4.69, p = .033, η2 = .046), which is qualified by a significant interaction (F(1,

98) = 10.57, p = .002, η2 = .097; see Fig 3). In the low cognitive load conditions, participants

primed with the target attribute (M = 51.24, SD = 33.09) were more likely to estimate the

probability to be closer to the base rate than those who were not primed (M = 79.89,

SD = 14.22; t(52) = 4.08, p< .001, d = .95). However, in the high cognitive load conditions,

no difference was found between the target attribute priming condition (M = 75.14,

SD = 20.35) and the no priming condition (M = 75.10, SD = 13.96; t(46) = -.01, p = .994, d =

Fig 3. The effect of priming and cognitive load on the base-rate neglect in Experiment 3. Higher numbers indicate greater base-rate neglect.

https://doi.org/10.1371/journal.pone.0212609.g003
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.002). Participants’ probability estimates in the high cognitive load conditions were equally

far from the base rate, which implies that a reduction in cognitive resources impairs the cor-

rection of the base-rate neglect. We also conducted an analysis of the relationship between

the number of digits correctly recalled and the probability estimate in the high load condi-

tion to examine whether the base-rate neglect increases as the number of digits correctly

recalled increases. The regression analysis revealed that the number of digits correctly

recalled had a significant positive effect on the probability estimate (b = 2.72, p = .018). This

indicates that increasing cognitive load increases the base-rate neglect, because correctly

recalling more digits should require more cognitive resources.

Base-rate

We also analyzed the percentage of participants who reported the exact base-rate of profes-

sors –17.6%. In the low load conditions, 25% of the participants who were primed with the

target attribute reported the exact base-rate (i.e., 17.6%), significantly more often than those

who were not primed (0%; χ2(df = 1, N = 54) = 7.47, p = .006, F = .37). However, in the high

load conditions, very few participants reported 17.6% regardless of whether they were

primed with the target attribute (4%) or not (0%; χ2(df = 1, N = 48) = 1.10, p = .292, F =

.15). Among the participants who were primed with the target attribute, only 4% of the par-

ticipants who experienced a cognitive load were able to report the exact base-rate as com-

pared to 25% of the participants who did not experience a cognitive load (χ2(df = 1, N = 51)

= 4.07, p = .044, F = -.28).

PANAS scale

In this analysis, only one hundred and one participants were included since one participant

did not complete the PANAS scale. The analysis of the PANAS indicated no differences in pos-

itive affect (M9-digit = 3.90, SD9-digit = 1.71 vs. M2-digit = 3.76, SD2-digit = 1.62; t(99) = -.41, p =

.681, d = .08) nor any differences in negative affect (M9-digit = 3.66, SD9-digit = 2.29 vs. M2-digit =

3.53, SD2-digit = 2.37; t(99) = -.29, p = .775, d = .06) as a function of cognitive load, which rules

out the mood account.

Experiment 3 provides further evidence that priming the target attribute reduced the bias

when participants did not experience cognitive load (low cognitive load conditions). When

participants experienced cognitive load (high cognitive load conditions), priming the target

attribute did not reduce the bias. These findings suggest that cognitive resources are required

to reduce the bias.

One question arises as to the finding that priming the target attribute in the high cognitive

load condition did not reduce the judgmental bias. Since both the target attribute and the heu-

ristic attribute are accessible in memory in this condition, individuals may need to decide

which one to use. One might argue that the probability estimate in this condition should fall

somewhere between the probability estimate in the no priming/high load condition (75%) and

the probability estimate in the priming/low load condition (51%). A possible explanation as to

why the probability estimate in the target attribute priming/high load condition did not fall

somewhere in the middle of the two probability estimates (e.g., 63%) is that reducing cognitive

resources may reduce comprehension of the problem. Previous research indicates that the

capacity of working memory affects text comprehension [46–48], and that a verbal or counting

dual task reduces text comprehension [49]. Since the base rate is provided early in the problem,

and the description of the individual is given near the end of the problem, reducing cognitive

resources may impair the ability to link the base rate to the description, so increasing the acces-

sibility of target attribute may have not had an effect on reducing the bias.
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General discussion

The goal of the current research was to test a novel indirect debiasing technique for two associa-

tion-based errors (i.e., the ratio-bias and base neglect). We examined whether increasing the

accessibility of the target attribute reduces decision biases. Across three experiments, we consis-

tently find evidence that priming the target attribute reduces two judgmental biases in likeli-

hood estimations. In Experiment 1, participants primed with the target attribute were less likely

to show the ratio-bias by choosing the “wrong” option (e.g., 9% tray) less often than those who

were not primed. In Experiment 2, we replicated this effect, and showed that participants in the

heuristic attribute priming condition did not increase the ratio-bias relative to participants in

the no priming condition. In Experiment 3, we found that when participants had sufficient cog-

nitive resources, those who were primed with the target attribute were less likely to exhibit the

base-rate neglect than those who were not primed. However, when participants had limited

cognitive resources, the priming of the target attribute did not reduce the base-rate neglect.

This research extends the Model of Heuristic Judgment by directly testing it and finds that

increasing the accessibility of the target attribute can reduce the likelihood of making these

two judgmental biases. Furthermore, this research demonstrates the important role of cogni-

tive resources in correcting these two judgmental biases: the decision maker needs to have

enough cognitive resources to reduce the biases in addition to the increased accessibility of the

target attribute.

Our findings are qualified by several limitations that suggest fruitful avenues for future

research. First, drawing on attribute substitution [16, 17], we proposed that increasing the

accessibility of a target attribute by priming the target attribute can reduce these two judgmen-

tal biases. Although we showed that priming the target attribute was straightforward and

indeed effective in reducing the biases, future research should explore more intensive training

interventions to promote enduring reductions in decision biases.

Second, the current research focused on the problems that have a single correct answer in

making probability judgments. Future research could examine whether the effect could be

extended to the problems that have multiple correct answers [50] and other types of judgmental

biases beyond the probability judgments (e.g., anchoring, confirmation bias, hindsight bias).

Third, we examined the effect of priming a target attribute (e.g., probability) on judgmental

biases as an indirect way of debiasing. Prior work has shown that training statistical concepts

is an effective debiasing method [12, 51, 52]. Future work could compare the effect of priming

probability-related concepts with the effect of training people to understand those concepts.

Another possible avenue for future research would be to investigate the effect of combining

different debiasing techniques. For example, in addition to priming the probability concept,

would motivating people to be accurate by providing incentives [15, 48, 53, 54] or training sta-

tistical concepts [12, 51, 52] further improve judgmental biases?

Lastly, our work examined the judgmental biases that are mainly cognitive and have finan-

cial consequences (e.g., winning a lottery). Previous research has shown that judgmental biases

can also have an impact on people’s emotional states. For instance, probability bias (negative

social events are extremely likely to occur) has been identified as one of the mechanisms that

contribute to social anxiety disorder [55]. Future research could fruitfully study some debias-

ing techniques to improve people’s emotional well-being. Furthermore, building on prior

work linking emotions with decisions [45, 56–61], future research should investigate whether

emotions are capable of debiasing judgmental errors.

Our work offers some practical implications for improving decisions. We introduced an

indirect debiasing technique by altering the environment rather than altering the decision

maker. One way to alter the environment is changing choice architecture where decisions are
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made. Changing how information is presented can help people better understand decision

options and identify good options [62–64]. For instance, presenting nutrition information to

consumers in a way that relevant attributes are more salient and noticeable might be helpful in

reducing biases and promoting healthy diets.

In conclusion, our work contributes to the literature on judgmental heuristics and biases by

introducing a novel debiasing technique. While previous research has focused on direct and

explicit methods to enhance judgments (e.g., making people consider the opposite, training

statistical concepts and providing the problem in frequency format), across three experiments,

we found that priming as an indirect and implicit method involving information about a target

attribute can improve judgments.

Acknowledgments

We thank our Academic Editor Gilberto Montibeller and the anonymous reviewers for their

constructive feedback and guidance. We appreciate the insightful feedback from Min Zhao,

Dilip Soman, Nina Mazar, Shane Frederick, and Seymour Epstein.

Author Contributions

Conceptualization: Kelly Kiyeon Lee.

Data curation: Kelly Kiyeon Lee.

Formal analysis: Kelly Kiyeon Lee.

Investigation: Kelly Kiyeon Lee.

Methodology: Kelly Kiyeon Lee.

Supervision: Kelly Kiyeon Lee.

Writing – original draft: Kelly Kiyeon Lee.

Writing – review & editing: Kelly Kiyeon Lee.

References
1. Tversky A, Kahneman D. Judgment under uncertainty: Heuristics and biases. Science. 1974; 185

(4157):1124–1131. https://doi.org/10.1126/science.185.4157.1124 PMID: 17835457

2. Montibeller G, Von Winterfeldt D. Cognitive and motivational biases in decision and risk analysis. Risk

Anal. 2015; 35(7):1230–1251. https://doi.org/10.1111/risa.12360 PMID: 25873355

3. Fischhoff B. Debiasing. In: Kahneman D, Slovic P, Tversky A, editors. Judgement under uncertainty:

Heuristics and biases. Cambridge, United Kingdom: Cambridge University Press; 1982. p. 422–444.

4. Arkes HR. Costs and benefits of judgment errors: Implications for debiasing. Psychol Bull. 1991; 110

(3):486–498.

5. Kahneman D, Tversky A. Prospect theory: An analysis of decisions under risk. Econometrica. 1979;

47:263–291.

6. Wu G, Zhang J, Gonzalez R. Decison under risk. In Koehler D, Harvey N, editors. The Blackwell Hand-

book of Judgment and Decision Making, Oxford: Oxford University Press; 2004. p. 399–423.

7. Loewenstein GF. Frames of mind in intertemporal choice. Manage Sci. 1988; 34(2):200–214.

8. Northcraft GB, Neale MA. Opportunity costs and the framing of resource allocation decisions. Organ

Behav Hum Decis Process. 1986; 37(3):348–356.

9. Tversky A, Kahneman D. The framing of decisions and the psychology of choice. Science. 1981; 211

(4481):453–458. PMID: 7455683

10. Gregory WL, Cialdini RB, Carpenter KM. Self-relevant scenarios as mediators of likelihood estimates

and compliance: Does imagining make it so?. J Pers Soc Psychol. 1982; 43(1):89–99.

An indirect debiasing method: Priming a Target attribute reduces judgmental biases in likelihood estimations

PLOS ONE | https://doi.org/10.1371/journal.pone.0212609 March 7, 2019 11 / 13

https://doi.org/10.1126/science.185.4157.1124
http://www.ncbi.nlm.nih.gov/pubmed/17835457
https://doi.org/10.1111/risa.12360
http://www.ncbi.nlm.nih.gov/pubmed/25873355
http://www.ncbi.nlm.nih.gov/pubmed/7455683
https://doi.org/10.1371/journal.pone.0212609


11. Lord CG, Lepper MR, Preston E. Considering the opposite: a corrective strategy for social judgment. J

Pers Soc Psychol. 1984; 47(6):1231–1243. PMID: 6527215

12. Nisbett RE, Krantz DH, Jepson C, Kunda Z. The use of statistical heuristics in everyday inductive rea-

soning. Psychol Rev. 1983; 90:339–363.

13. Harkness AR, DeBono KG, Borgida E. Personal involvement and strategies for making contingency

judgments: A stake in the dating game makes a difference. J Pers Soc Psychol. 1985; 49(1):22–32.

14. Petty RE, Cacioppo JT. The effects of involvement on responses to argument quantity and quality: Cen-

tral and peripheral routes to persuasion. J Pers Soc Psychol. 1984; 46(1):69–81.

15. Larrick RP. Debiasing. In Koehler D, Harvey N, editors. The Blackwell Handbook of Judgment and Deci-

sion Making, Oxford: Oxford University Press; 2004. p.316–338.

16. Kahneman D, Frederick S. Representativeness revisited: Attribute substitution in intuitive judgment. In

Gilovich T, Griffin D, Kahneman D, editors. Heuristics and biases. New York: Cambridge University

Press; 2002. p. 49–81.

17. Kahneman D, Frederick S. A Model of heuristic judgment. In Holyoak KJ, Morrison RG, editors. The

Cambridge Handbook of Thinking and Reasoning. Cambridge, United Kingdom: Cambridge University

Press; 2005. p. 267–293.

18. Kahn BE, Luce MF, Nowlis SM. Debiasing insights from process tests. J Consum Res. 2006; 33

(1):131–138.

19. Neely JH. Semantic priming and retrieval from lexical memory: Roles of inhibition less spreading activa-

tion and limited-capacity attention. J Exp Psychol Gen. 1977; 106(3):226–254.

20. Debner JA, Jacoby LL. Unconscious perception: attention, awareness, and control. J Exp Psychol

Learn Mem Cogn. 1994; 20(2):304–317. PMID: 8151275

21. Dijksterhuis A, Aarts H, Smith PK. The power of the subliminal: On subliminal persuasion and other

potential applications. The New Unconscious. 2005;77–106.

22. Karremans JC, Stroebe W, Claus J. Beyond Vicary’s fantasies: The impact of subliminal priming and

brand choice. J Exp Soc Psychol. 2006; 42(6):792–798.

23. Kunst-Wilson WR, Zajonc RB. Affective discrimination of stimuli that cannot be recognized. Science.

1980; 207(4430):557–558. PMID: 7352271

24. Lee KK, Zhao M. The effect of price on preference consistency over time. J Consum Res. 2014; 41

(1):109–118.

25. Kenyon T, Beaulac G. Critical thinking education and debiasing. Informal Logic. 2014; 34(4): 341–363.

26. Gilbert DT. Inferential correction. In Gilovich T, Griffin D, Kahneman D, editors. Heuristics and Biases.

New York: Cambridge University Press; 2002. p. 167–184.

27. Stanovich KE, West RF. Individual differences in reasoning: Implications for the rationality debate. In

Gilovich T, Griffin D, Kahneman D, editors. Heuristics and Biases. New York: Cambridge University

Press; 2002. p. 421–440.

28. Kahneman D. A perspective on judgment and choice: Mapping bounded rationality. Am Psychol. 2003;

58:697–720. https://doi.org/10.1037/0003-066X.58.9.697 PMID: 14584987

29. Kirkpatrick LA, Epstein S. Cognitive-experiential self-theory and subjective probability: Further evidence

for two conceptual systems. J Pers Soc Psychol. 1992; 63:534–544. PMID: 1447684

30. Pacini R, Epstein S. The interaction of three facets of concrete thinking in a game of chance. Thinking

and Reasoning. 1999; 5:303–325.

31. Denes-Raj V, Epstein S. Conflict between intuitive and rational processing: When people behave

against their better judgment. J Pers Soc Psychol. 1994; 66: 819–829. PMID: 8014830

32. Pacini R, Muir F, Epstein S. Depressive realism from the perspective of cognitive-experiential self-the-

ory. J Pers Soc Psychol. 1998; 74:1056–1068. PMID: 9569659

33. Yamagishi K. When a 12.86% mortality is more dangerous than 24.14%: Implications for risk communi-

cation. Applied Cognitive Psychology: The Official Journal of the Society for Applied Research in Mem-

ory and Cognition. 1997; 11(6):495–506.

34. Camerer CF, Hogarth R. The effects of financial incentives in experiments: A review and capital-labor-

production framework. Journal of Risk and Uncertainty. 1999; 19:7–42.
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