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Résumé 
Contexte : Dans la formation médicale fondée sur les compétences (FMFC), 
l’évaluation programmatique s’appuie sur les commentaires narratifs des superviseurs 
en lien avec les activités professionnelles confiables (EPA). En revanche, la qualité de 
ces commentaires n’est pas évaluée. Il existe des preuves de la validité du score QuAL 
(qualité de l’évaluation pour l’apprentissage, Quality of Assessment for Learning en 
anglais) pour l’évaluation de l’utilité des commentaires de rétroaction courts lors de 
la supervision par observation directe. 

Objectif : Nous avons tenté de démontrer la validité du score QuAL aux fins de 
l’évaluation de la qualité des commentaires narratifs des superviseurs pour une APC 
en interrogeant les principaux utilisateurs finaux des rétroactions : les résidents, les 
conseillers pédagogiques et les membres du comité de compétence. 

Méthodes : En 2020, les auteurs ont sélectionné au hasard 52 commentaires narratifs 
anonymisés dans deux bases de données d’APC en médecine d’urgence au moyen 
d’un échantillonnage intentionnel. Six collaborateurs (deux résidents, deux conseillers 
pédagogiques et deux membres de comités de compétence) ont été recrutés dans 
chacun des quatre programmes de résidence en médecine d’urgence (Saskatchewan, 
McMaster, Ottawa et Calgary) pour évaluer ces commentaires à l’aide d’un score 
d’utilité et du score QuAL.  La corrélation entre l’utilité et le score QuAL a été calculée 
à l’aide du coefficient de corrélation de Pearson. Les sources de variance et la fiabilité 
ont été calculées à l’aide d’une étude de généralisabilité. 

Résultats : Tous les collaborateurs (n=24) ont réalisé l’étude complète.  Le score QuAL 
présentait une corrélation positive élevée avec le score d’utilité parmi les résidents 
(r=0,80) et les conseillers pédagogiques (r=0,75) et une corrélation modérément 
élevée parmi les membres du comité de compétence (r=0,68).  L’étude de 
généralisation a révélé que la principale source de variance était le commentaire, ce 
qui indique que l’outil a fonctionné avec une efficacité égale pour tous les évaluateurs. 

Conclusion : Le score QuAL peut servir de mesure des résultats pour l’évaluation des 
superviseurs par les programmes, et de ressource pour le perfectionnement du corps 
professoral. 

Abstract 
Background: Competency based medical education (CBME) relies on 
supervisor narrative comments contained within entrustable professional 
activities (EPA) for programmatic assessment, but the quality of these 
supervisor comments is unassessed. There is validity evidence supporting 
the QuAL (Quality of Assessment for Learning) score for rating the 
usefulness of short narrative comments in direct observation. 

Objective: We sought to establish validity evidence for the QuAL score to 
rate the quality of supervisor narrative comments contained within an EPA 
by surveying the key end-users of EPA narrative comments: residents, 
academic advisors, and competence committee members. 

Methods: In 2020, the authors randomly selected 52 de-identified narrative 
comments from two emergency medicine EPA databases using purposeful 
sampling. Six collaborators (two residents, two academic advisors, and two 
competence committee members) were recruited from each of four EM 
Residency Programs (Saskatchewan, McMaster, Ottawa, and Calgary) to 
rate these comments with a utility score and the QuAL score.  Correlation 
between utility and QuAL score were calculated using Pearson’s correlation 
coefficient. Sources of variance and reliability were calculated using a 
generalizability study. 

Results: All collaborators (n = 24) completed the full study. The QuAL score 
had a high positive correlation with the utility score amongst the residents 
(r = 0.80) and academic advisors (r = 0.75) and a moderately high correlation 
amongst competence committee members (r = 0.68).  The generalizability 
study found that the major source of variance was the comment indicating 
the tool performs well across raters. 

Conclusion: The QuAL score may serve as an outcome measure for program 
evaluation of supervisors, and as a resource for faculty development. 
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Introduction 
Competency-based medical education (CBME) was 
developed to align the outcomes of training with the needs 
of society,1 but requires, among other things, a 
programmatic assessment model to achieve this goal.2 The 
promise of CBME and programmatic assessment entails 
trainees receive frequent assessments and useful feedback 
throughout their training. Unfortunately, providing useful 
feedback to trainees has consistently been identified as a 
challenge for frontline faculty.3-5 

Competence by design (CBD), used by Canadian specialty 
training programs, relies heavily on direct observation 
feedback organized around entrustable professional 
activities (EPA).6 These assessments contain both 
quantitative and qualitative information captured via a 
rating scale with entrustment anchors and a free-text 
narrative comment respectively. Entrustment scores on 
the rating scale are less discriminating of individual 
performance in Emergency Medicine (EM),7 leaving 
programs to rely heavily on the narrative comments for 
coaching and assessment.8-10 

Various stakeholders use the narrative component of EPA 
assessments for their own purposes. Trainees use them to 
guide their own development, academic advisors (AA) to 
inform their coaching of the trainees, and competence 
committee (CC) members to make decisions on the 
trainee’s progress through the program.2,11 While EPA 
assessments are essential to the core business of CBME, 
the field is only beginning to examine these uses. Given 
how widely they are utilized in CBME, the need for these 
comments to be useful or helpful for each stakeholder 
group is essential. A measure of the usefulness of the 
supervisor narrative comments contained within them 
could support continuous improvement in CBME.   

The Quality of Assessment for Learning (QuAL) score is a 
simple three-item scoring tool that was developed in an 
Emergency Medicine assessment program to evaluate a 
supervisor’s ability to provide a useful narrative comment 
within a workplace-based assessment.12 Developed on 
Messick’s validity framework elements, it was 
subsequently tested through a multi-centre meta-rating 
exercise. All of the raters were faculty and not all of them 

were CC members. It is unclear whether it identifies useful 
narrative comments for each stakeholder group (residents, 
AAs, and CC members) that use EPA data in graduate 
education.11 Additionally, it has not been evaluated for use 
with the supervisor narrative comments contained 
specifically within EPA assessments. We conducted this 
analysis with the goal of building validity evidence for the 
QuAL score in keeping with Kane’s concepts of scoring (the 
richness of qualitative data) and generalization 
(consistency of interpretations).13 This was accomplished 
by evaluating it as a measure of the usefulness of 
supervisor narrative comments within EPAs for the three 
main end-user groups in CBME: residents, AAs, and CC 
members.   

Methods 
In 2020, we conducted a multi-centre rating study of EPAs 
aimed to build validity evidence for the QuAL score to rate 
the usefulness of supervisor narrative comments contained 
within EPAs. Please see Figure 1 for a graphical depiction of 
our study protocol. 

Setting. Our study was conducted via an online survey with 
participant-rater collaborators from four sites (University 
of Saskatchewan, McMaster University, University of 
Calgary, and University of Ottawa). 

Ethical approval. This study was deemed exempt from 
ethical review by the Behavioural Research Ethics Boards at 
both the University of Saskatchewan and McMaster 
University.14 

Data selection. Two of our investigators (RW, TC) extracted 
and de-identified EPA assessments from the databases of 
the University of Saskatchewan and McMaster University 
emergency medicine programs. Each EPA assessment 
included both a rating of performance using entrustment 
anchors and a narrative comment (Appendix A).6 The 
narrative comments were anonymized by replacing names 
and specific pronouns (he or she) with general pronouns 
(they). As real trainee assessment data was used within the 
study, all study authors and survey participants signed a 
non-disclosure agreement to maintain the confidentiality 
of the assessment data. 
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Figure 1. An infographic depicting our study protocol phases and steps 

To ensure that a diverse and representative sample of EPAs 
was selected, 26 categories of EPA assessments were 
established using stage of training, gender of resident, 
gender of assessor, and word count15 and selected using a 
randomization protocol that was established a priori. This 
process used the random number generator function in 
Excel (Microsoft Corporation Inc. Washington, DC) to select 

EPAs from each category (Appendix B). We extracted and 
de-identified one EPA within each category from each 
institution, 26 from McMaster and 26 from the University 
of Saskatchewan (Appendix C). To evaluate the similarity 
between the sample EPAs and the broader EPAs within the 
two databases, the frequency of each entrustment score 
rating was compared (Appendix D). 
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Survey design. We required participants to complete the 
survey in a single sitting between June 1st and August 20th, 
2020. Survey fatigue was mitigated by capping the number 
of items rated by each participant. We divided the EPAs 
into four shorter surveys, each containing a balanced 
sample of low and high word count narratives. Through 
their extensive experience of reviewing EPA assessments 
on competence committees, the authors have found 20 
words to be an approximate median and therefore used 
this number for the cut-off. The raters in each cohort were 
gender balanced and from more than one institution. 
Within each survey, we limited the number of raters 
evaluating each item with the QuAL Score to two due to its 
demonstrated reliability with two raters.12 This resulted in 
four survey versions (Appendix E) that required 
participants to rate 26 EPA narratives for utility with a 3-
point Likert scale.12 Each participant was asked if the 
comment was useful for their purpose: residents 
(informing their development), AAs (coaching over time) 
and CC members (progress decisions). Then 13 of the same 
26 EPA narratives were rated using the three elements of 
the QuAL Score, resulting in a cumulate single score. (Table 
1). One study team member (SS) created the surveys in 
Survey Monkey (SVMK Inc. San Manteo, California). The 
rest of the authors piloted the surveys and revised the 
surveys for content and clarity. 

Recruitment of participant-raters. Site leads (CP, WC, TC, 
RW) recruited six participants (two residents, two AAs, and 
two CC members each) from each of the participating 
Universities.  

Analysis 
Descriptive statistics. Demographic and item 
characteristics were analyzed using descriptive statistics. 

Correlation analysis. Pearson correlations were calculated 
to determine the strength of the relationship between 
utility and the QuAL score ratings for all rater cohorts and 
for each rater subgroup (residents, AAs, CC members). 

Generalizability & decision studies. Four rater cohorts 
containing three subgroups (residents, AAs, CCs) rated 
different sets of EPAs (Appendix E). Using this data, four 
separate generalizability studies were conducted to 
evaluate sources of variance in QuAL ratings; one for each 
of the four rater cohorts.  

 

Table 1. Utility score and Quality of Assessment of Learning 
(QuAL) score criteria 

Component of 
Survey 

Question Scoring System 

Utility Score 

Is this a useful 
comment for the 
purpose of 
Development 
(Resident), Coaching 
(Academic Advisor) or 
Progress Decision 
(Competence 
Committee)? 

Yes (2 points) 
Maybe (1 point) 
No (0 points) 

QuAL Score 

Item 1: Does the rater 
provide sufficient 
evidence about 
performance?  

Yes (3 points) 
Maybe (2 points) 
No (1 Point) 
No comment (0 
points) 

Item 2: Does the rater 
provide a suggestion 
for improvement? 

Yes (1 point) 
No (0 points) 

Item 3: Is the rater’s 
suggestion linked to 
the behaviour 
described? 

Yes (1 point) 
No (0 points) 

 
In a generalizability study (G-study), individual variables are 
called facets. The goal of a g-study is to describe how the 
data, in this case the QuAL scores, vary in each facet.16 The 
facets in this study were the narrative comment, 
participant rater and participant-rater group. Participant 
rater group indicated the participant rater’s status (AA, CC 
or resident). The narrative comment was the facet of 
differentiation, indicating that we hoped to differentiate 
between narrative comments based on the QuAL score 
data collected. The participant rater and participant rater 
group were facets of generalization, indicating that we 
hope to generalize QuAL scores across raters; ideally 
different raters agree on the QuAL score assigned to a 
comment. The participant and participant-rater group was 
treated as a random facet. Each G-study was cross 
designed with a nested facet; narrative comment was 
crossed with each participant rater, who were all nested in 
their participant rater group (AA, CC, or resident). 
Subsequent decision studies (D-study) estimated the inter-
rater reliability between participant raters and the 
reliability coefficients with varying numbers of participant 
raters. 
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Results 
All of the study participant-raters completed their assigned 
ratings for utility and QuAL. The participant-raters reported 
that the survey took approximately 75 minutes (M = 74, SD 
= 28) to complete. Participant demographics are presented 
Appendix F.  

Our purposeful sampling resulted in a broad range of EPAs 
extracted across all four stages of training (Appendix C). To 
demonstrate the similarity between the sample EPAs and 
the EPAs completed during the 2019-20 academic year 
from each of the two participating sites, the frequency of 
each entrustment rating was compared (Appendix D). The 
scores were found to be relatively similar, with 86.5% 
having entrustment scores of 4 or 5. The items were found 
to have a broad range of utility scores with nine items 
(17.3%) rated as having no utility, 20 items (38.5%) rated as 
having moderate utility, and 23 items (44.2%) rated as 
having high utility.  

Utility and QuAL correlation  
Overall, the QuAL scores had a positive correlation with 
utility scores across the four rater cohorts (Appendix E). 
The QuAL Score had a high positive correlation with the 
utility scores in the rater subgroups of residents (0.80) and 
AAs (0.75), and had a moderate positive correlation with 
the utility scores of the rater subgroup of CC members 
(0.65).17 Notably, there was no correlation between the 
utility and QuAL scores for the Cohort 1 CC participants 
(Table 2).  

 

 

Table 2. Correlation of the Quality of Assessment of Learning 
(QuAL) score and utility by end user sub-group 

Rater 
Cohort 

Sub-Group 

Residents AA CC 
Cohort’s 
Average 

1 0.71 0.82 0.26* 0.80 
2 0.88 0.84 0.73 0.91 
3 0.95 0.83 0.75 0.90 
4 0.91 0.86 0.78 0.83 
All Raters 
across all 
four 
cohorts 

0.80 0.75 0.68 0.85 

Values above are Pearson’s R, where 0.9-1 = very high, 0.7-0.9 = high positive, 0.5-0.7 = moderate 
positive, 0.3-0.5 = low positive, 0.0-0.3 = negligible correlation. All results were significant < 0.001 
unless indicated by * 

Generalizability theory analysis 
In our analysis, we compared the four rater cohorts. Each 
cohort consisted of two raters from each stakeholder 
subgroup (residents, AAs, CC members) from different 
sites. The generalizability theory analysis revealed g-
coefficients ranging from 0.79 to 0.95 for the four rater 
cohorts. A coefficient greater than 0.80 is generally 
considered the minimum standard for high stakes 
assessments.18,19 Although this tool is not used for high 
stakes assessment of trainees, it will be used to flag poor 
faculty performance, and similar level of rigor would be 
valuable. Our study suggests an acceptable level of 
reliability was achieved with six raters (Table 3 & 
Supplemental Digital File – Appendix G), however D-studies 
indicated that a set of six raters is not always required. 
Table 3 also shows the results of the D-studies evaluating 
the interrater reliability between any two randomly 
selected raters had a range of 0.72-0.94. Notably, the major 
source of variance for each rater cohort was the comment, 
rather than the raters or the subgroup of origin (AA, CC, 
residents). Table 3 also outlines the percentage variance 
contributed by each of the facets in each cohort.

 

Table 3. Generalizability study results 

Cohort 
Absolute 
g-coefficient 

Interrater 
Reliability 

Generalizability Study Results (Variance Components) 

Comment Rater Group 
Rater (nested in 
group) 

Comment x 
Rater Group 

Error 

1 0.86 0.77 52.2% 0.0% 10.2% 1.4% 36.2% 
2 0.91 0.94 71.3% 7.0% 0.1% 6.8% 14.8% 
3 0.79 0.72 42.2% 7.7% 7.2% 0.7% 42.2% 
4 0.95 0.90 75.2% 0.0% 0.0% 0.0% 24.8% 

Legend: 
Absolute g-coefficient (aka Phi coefficient)- indicates the estimated generalizability of scores from this study design to another similar study or universe of scores 
Interrater Reliability - d-study estimate of generalizability of scores from one rater to any other potential rater  
Comment - % variance contributed by comments for EPAs, based on scores using the QuAL scale  
Rater Group - % variance contributed by the 3 types of participant raters: Academic advisors, competency committee member or trainee 
Rater - % variance contributed by individual participant-raters as nested within their rater group  
Comment x Rater Group - % variance contributed by the interaction between comment and participant rater group  
Error - essentially all remaining variability; representing the interaction between QuAL score and participant rater, nested in participant rater group 
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Discussion 
Our study found the QuAL score to have high inter-rater 
reliability across a broad sample of EPAs in EM and to 
correlate positively with utility across stakeholder groups 
including residents, AAs, and CC members. Our findings 
add to the findings by Chan et al.,12 adding validity evidence 
for the QuAL Score as a measure of the usefulness of 
supervisor narrative comments, specifically in the context 
of CBME and EPA-based assessments. Specifically, our 
findings support the Scoring inference of a validity 
argument by demonstrating the usefulness of the narrative 
comment to multiple stakeholders and the Generalization 
inference through the high reliability of the ratings.13  

Notably, there was a stronger correlation between the 
QuAL score and perceived utility for residents and AAs as 
compared to CC members. This suggests that the QuAL 
score may be more aligned with the assessment for 
learning paradigm, detecting useful comments more in line 
with coaching or good feedback. Alternatively, it may mean 
that individual comments are less useful for CC members 
since these individuals are usually acting as meta-raters. 
Therefore, the utility of individual comments is less 
because they are looking for trends across multiple EPAs.8 
This finding is in line with recent literature suggesting that 
there is an inherent tension that feedback in the moment 
is advertised as coaching or formative assessment, but also 
used for progress decisions or cumulative or summative 
assessment.20 Because of this, it is unlikely that any one 
tool will have equal correlation with utility for all end-user 
groups.   

The idea of using narrative comments for assessment can 
be met with initial reservation due to their perceived 
subjectivity. They have been described as a form of coded 
language,21however faculty and residents do have the skills 
to decode them.22 A study of internal medicine in-training 
evaluation reports found that faculty can reliability rate 
trainees after reading only a few sets of narrative 
comments.21 Similarly internal medicine residents can 
rank-order anonymous trainee narrative comments with 
high reliability. Attending physicians may not appreciate 
the impact their comments have on the assessment 
process, although the comments do need to be sufficiently 
detailed to be useful for this purpose. Providing feedback 
to faculty on the usefulness of the narrative comments 
they create may be another way to communicate to faculty 
that these comments are very important for assessment. 
Even if we are able to significantly improve the usefulness 

of supervisor comments within a program, the trend of 
using increasing amounts of qualitative data brings on new 
challenges; narrative comments will take more time to 
analyze and integrate, and they will require skills that 
current faculty may not possess.23,24 

Given the importance of having useful supervisor narrative 
comments within CBME,1,2 and that the QuAL 
demonstrates validity evidence for measuring utility, it is a 
tool that can serve multiple purposes. One aspect of 
potential program evaluation in CBME is to determine 
whether or not the narrative comments in a program or at 
an institution meet a certain standard over time.25,26 CBME 
relies heavily on multiple low stakes assessments that form 
a comprehensive image.  If most comments within that 
program fail to meet a certain standard, it may call into 
question the validity of competence committee 
decisions.13 Since CCs are essentially meta-raters meta-
analytic techniques are governed by similar rules of other 
types of meta-analyses: garbage in, garbage out.8,23,27 To 
ensure the validity of group decision making on aggregate 
data within CCs, we must first ensure that we have a 
method to determine the rigor of the data these groups will 
use. 

Elements of the QuAL Score could also be used by faculty 
as a scaffold for constructing high-quality narrative 
comments.28 We hope that by providing a three-item 
mental checklist for narrative comments using the QuAL 
score, we can support faculty in providing a useful 
comment, potentially mitigating the phenomenon of 
hedging or staying quiet in assessment.4,5 For ongoing 
quality assurance measures after initial training with EPAs, 
the QuAL can be used in different ways. Simple force 
function interventions could be implemented, such as 
creating two comment boxes titled with the QuAL 
elements.29 Report cards of performance through faculty 
development initiatives have shown improvement in In-
Training Evaluation Report completion.29 The QuAL score 
could be used for this purpose. In order to create these 
report cards, we need efficient methods for rating EPA 
comments, as the number of EPA assessments in CBME is 
massive.7,30 Natural language processing models of 
narrative comments using QuAL may be able to accomplish 
this.31 A recently published tool called EFeCT (Evaluation of 
Feedback Captured Tool) has been described. It was 
developed in the context of field notes in Family Medicine 
residency training and they have used non clinician 
educators to provide the scoring. Training non-clinicians to 
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rate narrative comments with the QuAL score could also be 
explored.32 

Limitations 
Our sample of four training sites may not be generalizable 
outside of EM in Canada. It would have been preferable for 
all study collaborators to have rated all of the EPAs, 
however we felt this was not realistic given time 
constraints. Having raters rate the same set of comments 
in one sitting may result in raters remembering how they 
scored a comment for utility and biasing them when using 
the QuAL score. We had them do all 26 utility ratings first 
before they knew about the QuAL score mitigating this 
potential bias. 

Despite our enthusiasm for attempting to measure the 
usefulness of narrative comments as a surrogate for the 
feedback encounter, this will never represent the entirety 
of the complex social interaction of workplace assessment. 
Raters are prone to subjectivity, emotional influence, role 
conflict and the competing demands of caring for patients 
while being a coach.33-35 Additionally, the acceptance of the 
feedback is variable based on the importance of the 
relationship between the trainee and assessor as well as 
the perceived credibility of the assessor.36  

Because our dataset was de-identified, our raters 
determined utility without knowing the identity of the 
author of the EPA; in CBME the trainee will know their 
rater, and AAs and CC members are likely to know them as 
well. The influence of relationship and reputation on 
interpretation of an EPA was not analyzed in our study. 
Additionally, the residents in our study did not have the 
perception of personal consequence37in assessing the 
comments as they would in real life, possibly introducing a 
bias in their ratings.  

Conclusions 
This study presents evidence for the validity of QuAL scores 
for determining the usefulness of supervisor narrative 
comments in EPA assessments for three different end user 
groups: residents, academic advisors, and competence 
committee members. It can serve an outcome measure for 
program evaluation in CBME and as a resource for faculty 
development. 
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Appendices 
Appendix A. Example of Entrustable Professional Activity (EPA) entry 

Resident Stage of Training Foundations 

Title of EPA F2: Diagnosis and Management of Uncomplicated Presentations 

Description of EPA The focus of this EPA is the assessment and emergency department management of simple or uncomplicated urgent and 
non-urgent presentations. These presentations are not complicated by co-existing clinical conditions (e.g. concurrent 
illness or medical conditions) or patient factors (e.g. communication barriers, access to care etc.) or ED environmental 
factors (e.g. availability of clinical resources, excessive ED patient volumes etc.) Examples of these types of presentations 
include, but are not limited to:  
● Cough or wheeze  
● Musculoskeletal injuries or pain  
● Eye complaints  
● ENT complaints  
● Headache 

EPA Context Emergency Department, Complex Clinical Characteristic, Adult 

EPA Score Given 4 - I had to be there just in case. 

Narrative Comment “Trainee managed patient well” 

 
Appendix A1 

Resident Stage of Training Foundations 

Title of EPA F1: Initiating and assisting in resuscitation of critically ill patients 

Description of EPA 

The focus of this EPA is on early stages of resuscitation based on symptom management of patients, including but not 
limited to those experiencing cardiorespiratory arrest, dysrhythmias, shock, respiratory distress, or altered mental status. 
Initial management plans for oxygenation and ventilation, management of blood pressure, and management of critical 
dysrhythmias are part of this EPA. More complex resuscitation and management after initial threats to life have been 
addressed is not part of this EPA.   

EPA Context Emergency Department, Complex Clinical Characteristic, Adult 

EPA Score Given 4 - I had to be there just in case. 

Narrative Comment* 

The trainee saw a 44 year old male who was triaged as rectal bleeding  
Patient had had a hemorrhoidectomy 1 week ago and then presented after many hours of heavy lower go bleeding. The 
trainee did an initial assessment and found patient to be pale, tachy and slow to respond to questions. The trainee 
alerted staff to move patient to resus and started IV fluids and called me. The trainee ensured multiple IV's were started, 
bolused the patient, gave a dose of TXA and spoke with surgery on call. I needed to be there just in case as the trainee 
wanted to run their initial resuscitation passed me.  
 
Feedback going forward - when you had initially called me you stated I need you to come this patient is unwell. That was 
very appropriate, but helpful if you can provide a bit more of a succinct summary - can you come, this patient is tachy 
and hypotensive from a significant lower go bleed - I have started fluids and am moving them to resus. They were able to 
get this done when I asked them to walk we through why the patient was unwell and what they were doing, but helpful 
to do this when you initially make the call, especially as you transition to more acute care rotations (cardio, ICU where 
you will need to call fellow/staff). 

*Narrative comments are de-identified but otherwise real comments from supervisors. Spelling mistakes and shorthand have been maintained for realism.  
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Appendix B. Entrustable Professional Activity randomization categories 
School Stage of Training Gender Trainee Gender Rater Word Count Randomization 

McMaster TTD Female Male < 21 31 

McMaster TTD Female Female < 21 43 

McMaster TTD Male Female < 21 7 

McMaster TTD Male Male < 21 14 

McMaster Foundations Female Male < 21 47 

McMaster Foundations Female Female < 21 34 

McMaster Foundations Male Female < 21 4 

McMaster Foundations Male Male < 21 6 

McMaster Core Female Male < 21 15 

McMaster Core Female Female < 21 5 

McMaster Core Female Male < 21 17 

McMaster Core Female Male < 21 47 

McMaster Core Female Female < 21 15 

McMaster Core Female Male < 21 10 

McMaster Core Female Female < 21 19 

McMaster Core Male Female < 21 3 

McMaster Core Male Male < 21 8 

McMaster Core Male Male < 21 33 

McMaster Core Male Female >20 15 

McMaster Core Male Male >20 3 

McMaster Core Male Female >20 19 

McMaster Core Male Male >20 5 

McMaster TTP Female Male < 21 18 

McMaster TTP Female Female < 21 11 

McMaster TTP Male Female >20 13 

McMaster TTP Male Male >20 8 

Saskatchewan TTD Female Female >20 6 

Saskatchewan TTD Female Male >20 10 

Saskatchewan TTD Male Female >20 8 



 

 30 

Saskatchewan TTD Male Male >20 1 

Saskatchewan Foundations Female Female >20 14 

Saskatchewan Foundations Female Male >20 15 

Saskatchewan Foundations Male Female >20 2 

Saskatchewan Foundations Male Male >20 2 

Saskatchewan Core Female Female >20 16 

Saskatchewan Core Female Male >20 2 

Saskatchewan Core Female Female < 21 25 

Saskatchewan Core Female Male < 21 12 

Saskatchewan Core Female Female < 21 8 

Saskatchewan Core Female Male < 21 3 

Saskatchewan Core Female Female < 21 6 

Saskatchewan Core Male Female >20 7 

Saskatchewan Core Male Male >20 19 

Saskatchewan Core Male Female >20 11 

Saskatchewan Core Male Male >20 5 

Saskatchewan Core Male Female >20 17 

Saskatchewan Core Male Male >20 16 

Saskatchewan Core Male Female >20 18 

Saskatchewan TTP Female Male < 21 3 

Saskatchewan TTP Female Female < 21 17 

Saskatchewan TTP Male Male >20 13 

Saskatchewan TTP Male Female >20 5 

TTD = Transition to Discipline, TTP = Transition to Practice 
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Appendix C. Breakdown of EPAs extracted 

EPA Category EPA 
Number of EPAs 
(% of total) 

Number of EPAs in 
Category 
(% of total) 

Transition to Discipline 
TD1 2 (4%)  

8 (15%)  TD2 6 (12%) 

Foundations 

F1 2 (4%)   
   
8 (15%) 
  

F2 2 (4%) 
F3 1 (2%) 
F4 3 (6%) 

Core 

C1 2 (4%) 

  
  
  
 
 
 
 
28 (54%) 

C2 2 (4%) 
C3 5 (10%) 
C4 1 (2%) 
C5 5 (10%) 
C6 3 (6%) 
C8 2 (4%) 
C9 3 (6%) 
C13 2 (4%) 
C14 1 (2%) 
C17 2 (4%) 

Transition to Practice 

TP1 2 (4%)    
  
8 (15%) 
  

TP2 2 (4%) 
TP5 3 (6%) 
TP6 1 (2%) 
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Appendix D. Entrustment ratings of extracted comments compared to datasets 
Entrustment Score Items Extracted 

(n = 52) 
McMaster Overall Entrustment 
Distribution in 2018-2019 
(n = 2507) 

University of Saskatchewan Overall Entrustment 
Distribution in 2018-2019 (n = 2103) 

I didn’t need to be there 
(5) 

48.1% (n = 25) 47.0% (n = 1179) 50.6% (n = 1064) 

I needed to be there just 
in case (4) 

38.5% (n = 20) 40.9% (n = 1026) 31.8% (n = 669) 

I needed to prompt (3) 9.6% (n = 5) 10.4% (n = 260) 13.7% (n = 288) 

I had to talk them 
through (2) 

3.8% (n = 2) 1.5% (n = 38) 3.2% (n = 67) 

I had to do (1) 0% (n = 0) 0.2% (n = 4) 0.7% (n = 15) 

 



 

 33 

Appendix E. Survey distribution 

Rater 
Cohort 

 EPA comments 
rated for utility 

 EPA comments 
rated using QuAL 

Participant Rater Sub-Groups 

Residents Academic Advisors Competence Committee 
Members 

1 

1-26 

1-13 
2 
(Ottawa, McMaster) 
[2 males] 

2 
(Ottawa, Saskatchewan) 
[1 male, 1 female] 

2 
(McMaster, Calgary) 
[1 male, 1 female] 

2 14-26 
2 
(Saskatchewan, Calgary) 
[2 males] 

2 
(McMaster, Calgary) 
[1 male, 1 female] 

2 
(Saskatchewan, Ottawa) 
[1 male, 1 female] 

3 

27-52 

27-39 
2 
(McMaster, Calgary) 
[1 male, 1 female] 

2 
(McMaster, Calgary) 
[1 male, 1 female] 

2 
(Calgary, McMaster) 
[1 male, 1 female] 

4 40-52 
2 
(Saskatchewan, Ottawa) 
[1 male, 1 female] 

2 
(Saskatchewan, Ottawa) 
[1 male, 1 female] 

2 
(Saskatchewan, Ottawa) 
[2 males] 
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Appendix F - Demographics of survey participant-raters 
Factor Residents (n = 8) Academic Advisors (n = 8) Competence Committee members (n = 8) 

Age (years-of-
age) 

21-30  100% (n = 8) 21-30 0% (n = 0) 21-30 13% (n = 1) 

31-40 0% 31-40 75% (n = 6) 31-40 64% (n = 5 

41-50 0% 41-50 25% (n = 2) 41-50 25% (n = 2) 

Gender 
Female 25% (n = 2) Female 50% (n = 4) Female 38% (n = 3) 

Male 75% (n = 6) Male 50% (n = 4) Male 62% (n = 5) 

Training 
Demographics 

PGY1 25% (n = 2) CCFP-EM 0% (n = 0) CCFP-EM 13% (n = 1) 

PGY2 37.5% (n = 3) FRCPC 100% (n = 8) FRCPC 87% (n = 7) 

PGY3 37.5% (n = 3) Other 0% (n = 0) Other 0% (n = 0) 

Participation in 
Program 
Leadership 

Residency Training 
Committee 
Member 

37.5% (n = 3) 

Residency 
Training 
Committee 
Member 

0% (n = 8) 
Residency Training 
Committee Member 

50% (n = 4) 

Competence 
Committee 

25% (n = 2) 
Program 
Director 

13% (n = 1) Program Director 13% (n = 1) 

 
Assistant 
Program 
Director 

0% (n = 0) 
Assistant Program 
Director 

25% (n = 2) 

 FRCPC = Fellow of the Royal College of Physicians & Surgeons of Canada, CCFP-EM = Certificate of the College of Family Physicians – Emergency Medicine  
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Appendix G. Decision study analysis 

 
A plot of the decision-study (D-study) analysis to show how reliability changes with the total number of raters, from 1 to 10. In this study, each cohort rated a different set of comments so each 
cohort is plotted separately. 


