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Strengths and limitations of this study

 ► This study provides a possible means for medical 
students and teachers to build three- dimensional 
(3D) digital or printing models for use in anatomical 
education.

 ► By dividing the femur model into cross sections, the 
3D model can maintain a certain size of correspond-
ing specimens and the problem of printer adaption 
could possibly be addressed.

 ► Using phone camera- based photogrammetry, cloud 
processing services for 3D modelling, and the hol-
lowing method to control the use of resins, this study 
has tried to make the 3D printing of bone specimens 
more cost- effective.

 ► The photogrammetry- based method does not cap-
ture the internal structure of the bone specimens.

 ► This workflow is not applicable to medical schools 
in the countries that have no internet connection, 
although the dataset needed to upload to cloud ser-
vices is not large.

AbStrACt
Objective To evaluate the feasibility of a phone camera 
and cloud service- based workflow to image bone 
specimens and print their three- dimensional (3D) models 
for anatomical education.
Design The images of four typical human bone 
specimens, photographed by a phone camera, were 
aligned and converted into digital images for incorporation 
into a digital model through the Get3D website and 
submitted to an online 3D printing platform to obtain the 
3D printed models. The fidelity of the 3D digital, printed 
models relative to the original specimens, was evaluated 
through anatomical annotations and 3D scanning.
Setting The Morphologic Science Experimental Center, 
Central South University, China.
Participants Specimens of four typical bones—the femur, 
rib, cervical vertebra and skull—were used to evaluate the 
feasibility of the workflow.
Outcome measures The gross fidelity of anatomical 
features within the digital models and 3D printed models 
was evaluated first using anatomical annotations in 
reference to Netter’s Atlas of Human Anatomy. The 
measurements of the deviation were quantised and 
visualised for analysis in Geomagic Control 2015.
results All the specimens were reconstructed in 3D and 
printed using this workflow. The overall morphology of the 
digital and 3D printed models displayed a large extent of 
similarity to the corresponding specimens from a gross 
anatomical perspective. A high degree of similarity was 
also noticed in the quantitative analysis, with distance 
deviations ≤2 mm present among 99% of the random 
sampling points that were tested.
Conclusion The photogrammetric digitisation workflow 
adapted in the present study demonstrates fairly high 
precision with relatively low cost and fewer equipment 
requirements. This workflow is expected to be used in 
morphological/anatomical science education, particularly 
in institutions and schools with limited funds or in certain 
field research projects involving the fast acquisition of 3D 
digital data on human/animal bone specimens or on other 
remains.

IntrODuCtIOn
Full- body dissection has served as a ‘gold 
standard’ in anatomic science education 

for centuries,1 2 as direct cadaver dissection 
facilitates the observation and exploration of 
anatomical details and provides an experience 
of tactile sensation comparable to the physical 
examination of a living body. However, owing 
to the insufficiency of donated bodies and the 
high cost of maintaining cadavers, the avail-
ability of real human cadavers for medical 
students worldwide is low.3–6 Thanks to prog-
ress achieved in multimedia technology, new 
teaching/learning methods have emerged 
and have been evaluated as substitutes for the 
traditional cadaver- based medical training 
in the recent years.7 The three- dimensional 
(3D) printing represents a major trend in this 
direction.8–10

3D printing, also known as rapid proto-
typing or additive manufacturing, is a 
computer- mediated technology that creates 
3D products directly from 3D modelling data 
by sequential layer- by- layer deposition of 
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material.11 The primary advantage of 3D printing lies in 
its ability to create graspable shapes or geometric features 
of high complexity, overcoming the limitations brought 
about by the use of flat screens for the visualisation of 
3D imaging data. Moreover, compared with embalmed 
cadaveric specimens, 3D printed models are more wear- 
resistant, easier to clean and store,12 and, essentially, envi-
ronmentally green.5 10 12

The applications of 3D printing are expanding rapidly.13 
In clinical practice, 3D printing is reported to have been 
used in a variety of ways, including, but not limited to, 
planning surgeries, simulating operations, preoperative 
conversation between doctors and patients, and fabri-
cating customised and personalised equipment during 
the recovery stage.5 14–17 As far as anatomical education 
is concerned, 3D printing is also playing an increasingly 
significant role in some developing countries such as 
India18 and Brazil.19 3D printing can be used to make 
replicas of separate anatomical structures20 or multiple 
structures combined to display the spatial relationship 
between them.21 3D replicas are also well qualified to 
illustrate clinicoanatomical structures.22 In effect, reports 
indicate that 3D printing helps to improve the effective-
ness of teaching23 and that students learning with 3D 
printed models performed even better in tests than those 
learning with real specimens.20

At present, there are a large number of 3D printers 
based on various printing technologies. From these avail-
able printers, ceramic, metal, wax and resin materials can 
be used to print digital documents using highly unique 
processes, depending on the techniques used.24 Gener-
ally, 3D printing techniques include fused deposition 
modelling (FDM), selective laser melting/selective laser 
sintering (SLS), multijet modelling, laminated object 
manufacturing (LOM) and stereolithography apparatus 
(SLA), which is a new technique that uses an ultraviolet 
laser to convert a liquid polymer into a solid resin.25 26

Despite the potential and merits, 3D printing can also 
be a challenge for non- specific practitioners. Since all 3D 
printed models are fabricated based on the 3D digital 
model, which is created by 3D digitisation and serves as 
a blueprint, the methods of 3D digitisation significantly 
impact the whole 3D printing workflow as well as the 
quality of 3D printed models.

3D digitisation is a process of transforming physical 
objects into digital models. Several methods have been 
used to fabricate medical digital models. Depending 
on how the data are acquired, they can be divided into 
several main types: (1) patient- specific digital imaging 
and communication in medicine (DICOM) images based 
on CT/MRI/ultrasound dataset, (2) specimen data 
derived from scanning with specific 3D scanner27 28 and 
(3) photogrammetry data. The method we adopt in the 
present study is the last one.

Photogrammetry, a photo- based technique for 3D 
reconstruction, is one of the most cost- effective ways 
of digitisation.29 Photogrammetry has several applica-
tions nowadays, including architectural survey, cultural 

relics digitisation, remote sensing survey and mapping.30 
However, according to previous studies,27 31 32 the anatom-
ical use of photogrammetry is still largely limited to the 
distance measurement of the human organs or anatom-
ical structures. The principle underlying photogram-
metry is the computer- assisted reconstruction of digital 
models from the two- dimensional (2D) photographs of 
an object captured at various angles.33 Unlike the input 
in the DICOM or 3D scanner, the input in photogram-
metry is 2D images, and the typical output is a 3D model 
of some real- world object or scene. The whole process is 
carried out without involving expensive technologies or 
specific expertise, thus possessing a tremendous poten-
tial for producing accurate and affordable 3D models for 
medical students and teachers.

As for the method of implementing photogrammetry, 
the first element required is software for data processing. 
Currently, offline photogrammetry software (eg, Agisoft 
Metashape; Agisoft, St. Petersburg, Russia) is available 
for the personal computer, significantly lowering the 
application threshold of 3D technology for home- made 
digital models. However, the price is high, the working 
process could be very time- consuming, and the process 
largely relies on the computing power of the computer. 
In the recent past, internet cloud services for photogram-
metry have been rapidly expanding, Get3d ( www. get3d. 
cn; Daspatial, Wuhan, China) being an example. The 
complex computing work can be performed on powerful 
cloud servers, which can effectively reduce the time taken 
by photogrammetry.

The second element of photogrammetry is 2D photo-
graphs capable of providing enough data for 3D recon-
struction. Frequently, high- definition cameras with 
specific manual settings help to reconstruct precise 3D 
models and reduce the time required for the alignment of 
photographs.27 32–35 There are reports of the multicamera 
rig being introduced in photogrammetry for higher 
reconstruction quality.27 36 However, the shortcomings 
brought about by the lack of clarity in the photographs 
can be overcome by increasing the number of photo-
graphs.37 In our study, we have investigated cloud- based 
photogrammetry with a phone camera (eight megapixels) 
and examined the quality of 3D digital models and print-
ings obtained.

Until now, 3D imaging and printing have been gener-
ally known to require professional knowledge and special 
equipment. In the present study, we have attempted to 
bring together phone- based 3D imaging, cloud- based 
photogrammetry and affordable 3D printing in an 
entirely new workflow to aid anatomical study, particu-
larly in low- income and middle- income countries.

bone specimens
The skeletal specimens of a 62- year- old Han ethnic male 
used in this study were provided by the Morphologic 
Science Experimental Center, School of Basic Medical 
Science, Central South University. An eight- megapixel 
phone camera (iPhone SE; Apple, Cupertino, California, 
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Figure 1 Flow chart of technical route. Three main stages 
are involved. first, specimens acquired are photographed 
from all around to obtain enough 2D images from all possible 
directions. Second, 2D images are converted into digital 
models with a cloud- based specialised server. Third, after 
editing, digital models and 3D printing setting data are 
applied to 3D printer for printing. 2D, two dimensional; 3D, 
three dimensional.

USA,) was used for capturing images. The data upload to 
and download from a cloud server ( www. get3d. cn; Daspa-
tial) were carried out through the Internet. Considering 
both the morphological classification and the features of 
the bones, we studied typical bone specimens—the femur, 
rib, cervical vertebra and skull to investigate the applica-
bility of our workflow. As the femur is the longest bone, we 
attempted to build a full- scale replica using the segmen-
tation method; this could be a possible solution to the 
problems that have been reported involving the printing 
of specimens larger than the build tray of the printer.9 38 
Further, we chose the cervical vertebra and skull to test 
the capability of our workflow in building small- scale, 
irregular replicas and large, complex replicas, respec-
tively. Finally, since the reconstruction and production 
of an object with curved surfaces was considered a chal-
lenge in manufacturing,39 we studied the performance of 
our workflow in making a replica of the rib. The printing 
was done by an online service provider ( www. wenext. cn; 
WeNext Technology, Shenzhen, China) who used the 3D 
printer RSPro 450 (Union Technology, Shanghai, China) 
and Somos Imagine 8000 (SI8000; DSM Desotech, Illi-
nois, USA) printing material. The general process of the 
workflow is summarised in figure 1.

Photographing of bone specimens
To start with, the specimen was placed on a turntable 
with a calibration pattern on a plain background. With 
even lighting from all sides, the specimen was photo-
graphed repeatedly using a phone camera. The object 
should occupy a significant portion of each image, and 
each part of the specimen should be captured by at least 
two pictures to be 3D reconstructed. For this, approx-
imately 60%–80% overlap in succeeding pictures is 
recommended. During our testing, the photographer 
held the phone and captured the images with one hand 
and rotated the turntable with the other hand after each 
shot. Two rounds of photography were carried out on 
different horizontal planes. In the first round, the dip 
angle from the phone camera to the specimen was set at 

30°, the photographs were captured stepwise by rotating 
the specimens by 15° each time or by a lower angle in the 
cases where complex/fine structures were encountered. 
For example, when photographing the base of the skull, 
the specimen was rotated through 5° between consecu-
tive filming. In the second round, the dip angle was set 
at 60° and all operations were performed similarly. In the 
process of photo acquisition, it is necessary to capture 
multiple orientations by flipping the specimens to capture 
any missing surfaces. The whole process yielded 80–100 
or different images for each specimen, requiring approxi-
mately 8 min per model. Because of the differences in the 
size, shape and structural complexity of the specimens, 
the timing and direction of photography were set more 
or less different for the individual specimens. Thus, for 
the rib and cervical vertebra, 80 shots each were captured, 
whereas, for the femur, 100 shots were captured. As the 
structure of the skull is highly complex, 120 shots were 
captured. The resolution of a single photo was 4032×3024 
pixels, with a file size of ~2.5 MB.

3D assembly of digital images
The photos captured in the manner described were 
uploaded to the Get3d website, which is a free cloud- 
based photogrammetric server providing 3D reconstruc-
tion services. Thus, a 3D model file (in .obj format) was 
generated, following the integration of the original bone 
photos and the creation of texture information. Next, 
the unnecessary objects created along with the specimens 
from the background of the photos were deleted using 
the mesh editing software Materialise Magics 22 (Mate-
rialise NV, Technologielaan, Leuven, Belgium). The free 
and open- source software MeshLab 2016 is also capable of 
doing this. Moreover, an ‘Automatic Fixing’ tool was used 
here to repair the corrupt digital models. Furthermore, to 
make the dimensions of the digital model consistent with 
that of the real specimen, the ‘Measurement’ and ‘Scale’ 
tools were used to adjust the pixel distance between 
two randomly chosen points on the digital models to 
the physical distance on the specimen measured using 
Vernier callipers. Finally, a 1:1 digital model was exported 
in stereolithography (.Stl) file format. For the long spec-
imen (ie, the femur), separate digital models were made 
for its different parts and then were digitally merged to 
produce the digital model of the complete specimen in 
Geomagic Control 2015 (3D Systems, Morrisville, North 
Carolina, USA).

3D printing
To reduce the use of printing materials, the wall thickness 
of each digital model was set to 2 mm on the interface. 
The files (50–100 MB) were then submitted for online 
3D printing services. For the printing process, the femur, 
rib, vertebra and skull consumed 136 018.93, 26 530.71, 
7550.15 and 237 720.08 mm3 of SI8000, respectively. The 
total cost of the 3D printing of all the models was USD 
60.76, with the material fee accounting for 30% and the 
services for 70% of the total costs. The costs of the 3D 
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Figure 2 Original specimens, digital models and 3D printed 
models made with SLA technology. (A) femur, (B) rib, (C) 
cervical vertebra, (D) skull (the digital models may seem 
smaller because of the special display mode in materialise 
magics, which is different from single perspective). 3D, three- 
dimensional; SLA, stereolithography apparatus.

printed femur, rib, cervical vertebra and skull were USD 
20.27, 3.96, 1.13, and 35.40, respectively.

Evaluation of digital and printed models with respect to bone 
specimens
The quality of the 3D printed models could be affected 
by several factors involved in the process of photography, 
3D digitalisation and 3D printing. Therefore, to deter-
mine the fidelity, we carried out both the identification 
of morphological features and morphometric analysis 
among the digital model, 3D printed model and corre-
sponding specimens using Geomagic Control 2015.

The anatomical features on the 3D printed models and 
digital models relative to the original specimens were 
analysed with reference to the Atlas of Human Anatomy, 
sixth edition.40 Specifically, the number and appearance 
of annotated anatomical structures in the book were 
identified and assessed on the printed models relative to 
the specimens by experienced anatomy teachers.

For the deviation analysis, bone specimens and 3D 
printed models were scanned with a 3D scanner to create 
their digital files. The 3D scanner used was OKIO- 5M- 
400yy light scanner (TenYoun 3D Technology, Beijing, 
China). The scanned files were all in (.stl) file format. 
Thereafter, the deviations among the three digital models 
(ie, scanned models of 3D printed models, scanned 
models of specimens and phone- photometric digital 
models) were compared using Geomagic Control 2015. 
When evaluating the performance of photogrammetry 
for digitisation, the scanned models of the specimens 
were defined as the references, whereas the phone- 
photometric digital models were used as the tested coun-
terparts. Similarly, when evaluating the accuracy of the 
3D printing, the phone- photometric digital models were 
defined as the references, whereas the scanned models 
of the 3D printed models were tested. After the matched 
models were selected, the software first generated thou-
sands of sample points all over the surfaces of both the 
models evenly for deviation counting. Thereafter, the 
software overlapped the two models in space until an 
optimal overlap was achieved. Next, the local Euclidean 
distances (EDs) between pairs of corresponding sample 
points on the two surfaces were calculated, and the devi-
ations were represented as diagrams and illustrated as 
heat maps.

Patient and public involvement
The bones of a deceased body donor were used for 3D 
imaging and printing in the present study. The body 
donor has agreed to be involved in medical research and 
education in the future. The next kin of the body donor 
has agreed on the planning, design and implementation 
of this study, and has signed written consent. Regarding 
the results of 3D imaging and printing, the next kin of 
the donor was satisfied with the outcomes and thought 
this workflow could better promote the benefits of body 
donors for anatomy education.

rESultS
Gross anatomical analysis of digital and printed models 
relative to specimens
The overall morphology of the digital and 3D printed 
models displayed a high extent of similarity to the corre-
sponding specimens from the gross anatomical perspec-
tive, as depicted for the femur, rib, cervical vertebra and 
skull (figure 2). By further examination, the existence 
and details (textures, smoothness and shadows) of the 
various bone structures, such as protrusions, ridges, lines, 
sutures and foramina/aperture, appeared to be largely 
presented on the digital and printed models (figure 3). 
Using Netter’s Atlas of Human Anatomy as a reference, 
we attempted to identify as many anatomical structures 
as possible on each set of digital and 3D printed models 
relative to the specimens (online supplementary figure 
S1–S4); data collected from the four different bones are 
listed in table 1 and online supplementary table S1 and 
also discussed here.

Both the digital and 3D printed models of the femur 
retain 27 anatomical features of those defined in Netter’s 
Atlas of Human Anatomy. Large- sized anatomical struc-
tures, such as the great trochanter, lateral condyle, linea 
aspera, were always presented, and a vast majority of fine 
features (eg, intertrochanteric crest) were also identifi-
able. However, structures characterised by low resolution 
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Figure 3 Comparison of fine structures among specimens, 
digital models and prints. (A) Nutrient foramina in the great 
trochanter (above) and the fovea for ligament of head (below). 
(B) Nerve foramina in cranial base (above) and intraorbital 
structures (below). (C) Tubercle of the rib. (D) Nutrient 
foramina in vertebral body.

(eg, the pectineal line) visible on the physical specimens 
and digital models were not fully reflected on the 3D 
printed models. The nutrient foramina and retinacular 
foramina were partly lost. For the rib specimen, eight 
features were attempted to be identified on the digital 
and 3D printed models. Among them, only the inferior 
articular facets of the vertebral body were not apparent 
enough on both models relative to the specimen. For the 
cervical vertebra, all 10 anatomical features defined in 
Netter’s Atlas were presented in both the digital and print 
models (table 1).

A total of 103 anatomical features were macroscopi-
cally examined and identified on the skull specimen with 
reference to Netter’s Atlas. Of these, 96 were found on 
the digital model and 92 were found on the print model 
(figure 4; online supplementary table S1). Overall, the 
large- sized features (eg, the frontal bone, maxilla and 
temporal bone) were more distinctly reproduced and 
correctly proportioned relative to those of smaller size. 
However, features that were flat and small (eg, the aste-
rion, bregma and lambda) could not be reliably found 
on either the digital model or the 3D print. This was 
also the case for some difficult- to- photograph fine- scale 
structures (eg, the zygomaticofacial foramen, ethmoidal 

foramina, stylomastoid foramen and tympanic canalic-
ulus). Several other structures, including the tympanic 
canaliculus, lesser palatine foramina, pterygoid hamulus 
and ethmoidal foramina, were also not well resolved 
on the digital model owing to a lack of photographic 
minuteness and shallowness (ie, poor contrast). Further, 
it should be noted that a number of shallow sutures, small 
holes, or thin bony plates were not well represented on 
the 3D printed model, most likely because the resolution 
of the printer was not high or precise enough (figure 3; 
online supplementary figure S5–S7).

Of particular interest was the extent of reproduction of 
the nutrient foramina on the models. In the femur bone, 
205 recognisable nutrient foramina were identified. 
However, the number dropped to 131 on the digital model 
and 117 on the printed model. The dimension of the 
foramina was the single most determinant factor related 
to the reproduction of the foramina on the models. Those 
with a diameter of <0.5 mm were unrecognisable on the 
digital model and those with a diameter of <1.20 mm were 
unrecognisable on the 3D printed model. Moreover, the 
nutrient foramina at a depth >1.5 mm in the specimen 
were found at depths 0.2±0.1 and 0.4±0.1 mm shallower, 
respectively, in the digital and 3D printed models.

To summarise, loss of quality occurs generally in both 
the photogrammetry and 3D printing processes, which is 
more clearly manifested in the indistinguishability of the 
small or flat anatomical features. Our assessment indicates 
that this effect is more evident in the 3D printed models 
of large- sized specimens. We speculate that this is because 
small- sized anatomical features take up a relatively small 
proportion of a large specimen relative to those on a small- 
sized specimen and, therefore, lack sufficient resolution in 
2D photographs. Thus, photos with inadequate data can 
lead to loss of anatomical details in the final replica.

Morphometric deviation analysis among specimens, digital 
models, 3D printed models
Geomagic Control 2015 was used to evaluate the morpho-
metric deviations among specimens, digital models and 3D 
printed models. According to an estimation of the compar-
ison of fine structures, nutrient foramina, the smallest 
named anatomical features of all, had a resolution of 
approximately 0.5 mm in the digital models and 1.2 mm in 
the 3D printed models. Thus, deviations less than 0.5 mm 
should not affect the anatomical characteristics, in theory. 
Therefore, we set 0.5 mm as the precision range and 2.0 mm 
as the tolerance range. The deviations were depicted in 
diagrams and illustrated as heat maps, in which hot colour 
represented positive deviations (ie, the EDs were greater 
than 0.5 mm), cool colour represented negative deviations 
(ie, the EDs were less than −0.5 mm) and green colour indi-
cated deviations within the precision range.

The comparison between specimens and 3D printed 
models was aimed to estimate the overall deviations that 
occurred during the whole workflow (figures 5 and 6; 
online supplementary table S2). For the femur, the devi-
ations of 88.39% of the sample points were less than 
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Table 1 Extent of reproduction of anatomical features in digital and 3D printed models of bone specimens.

Models Anatomic features
Digital 
models Prints Anatomic features

Digital 
models Prints

Femur Greater trochanter P P Shaft P P

Head P P Nutrient foramina LP LP

Neck P P Popliteal surface P P

Fovea for ligament of 
head

P P Medial supracondylar 
line

P P

Retinacular foramina NR NR Lateral supracondylar 
line

P P

Lesser trochanter P P Adductor tubercle P P

Intertrochanteric line P P Medial epicondyle P P

Trochanteric fossa P P Lateral epicondyle P P

Intertrochanteric crest P P Lateral condyle P P

Calcar P P Medial condyle P P

Quadrate tubercle P P Intercondylar fossa P P

Pectineal line P NR Patellar surface P P

Line aspera (medial lip) P P Gluteal tuberosity P P

Line aspera (lateral lip) P P

Rib Head P P Angle P P

Neck P P Articular facets for 
transverse process of 
vertebra

P P

Articular facets for 
vertebral body (superior)

P P Costal groove P P

Articular facets for 
vertebral body (inferior)

NR NR Tubercle P P

Cervical 
vertebra

Vertebral foramen P P Spinous process P P

Superior vertebral notch P P Superior articular 
process and face

P P

Body P P Pedicle P P

Transverse foramen P P Inferior articular 
process

P P

Lamina P P Inferior vertebral 
notch

P P

Atlas of Human Anatomy, sixth edition (edited by Frank H Netter) was used as a reference book for anatomical annotations, with all listed 
anatomical features observed on in original bone specimens.
3D, three- dimensional; LP, lost partly; NR, not well resolved; P, present distinctly.

0.5 mm, and those of 99.316% were less than 2 mm. Both 
mean positive and negative deviations were less than 
0.5 mm, and only some positive deviations could be seen 
for both ends of the femur (figure 5A). For the rib, the 
deviations of 83.26% of the sample points were less than 
0.5 mm, and those of 99.16% were less than 2 mm. Positive 
deviations were seen mainly for the lateral cartilaginous 
end and the head of the rib, whereas negative devia-
tions were seen mainly for the upper edge and medial 
cartilaginous end (figure 5B). For the cervical vertebra, 
the deviations of 99.72% of the sample points were less 
than 0.5 mm, and those of 99.99% were less than 2 mm 
(figure 5C). Neither the positive nor the negative devia-
tions were apparent in the heat map deviation spectrum. 

Distributions of their deviations were shown in figure 5D. 
For the skull, the deviations of 85.69% of the sample 
points were less than 0.5 mm, and those of 99.34% were 
less than 2 mm (figure 6). Generally, the deviations were 
concentrated more in uneven areas, particularly in parts 
with larger curvatures, such as deep and narrow cavities 
or processes. Low positive deviations were scattered in the 
parts of the cranial base. High positive and negative devia-
tions were distributed mainly for the styloid process, optic 
canal, choanae and foramina in the cranial base.

The comparison between the digital and 3D printed 
models was aimed at determining the degree of deviation 
caused in the process of 3D printing after the generation 
of the digital models, which could be attributed to the 
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Figure 4 Comparison of anatomical features’ retention in 
digital model and 3D printed models of skull. Atlas of Human 
Anatomy, sixth edition (Frank H. Netter, 2015) was used as 
a reference book for anatomical annotations. all the features 
chosen are well- observed in the original specimen. 3D, three- 
dimensional.

Figure 5 Analysis of deviation between original specimens 
and 3D printed models. Gradation on the deviation spectrum 
is 0.5 mm each; green colour indicates deviations ranging 
from −0.5 to 0.5 mm; hot colour indicates positive deviations 
ranging from 0.5 to 2 mm; cool colour indicates negative 
deviations ranging from −0.5 to 2 mm. deviation analysis 
of (A) femur, (B) rib, (C) cervical vertebra; (D) distribution of 
deviations (in %). 3D, three- dimensional.

Figure 6 Analysis of the deviation between original cranial 
specimens and 3D printed skull. Gradation on the deviation 
spectrum is 0.5 mm each; green colour indicates deviations 
ranging from −0.5 to 0.5 mm; hot colour indicates positive 
deviations ranging from 0.5 to 2 mm; cool colour indicates 
negative deviations ranging from −0.5 to 2 mm. Distribution 
of deviations is displayed in the histogram (in %). 3D, three- 
dimensional.

quality/resolution of the printer and/or the printing 
materials (online supplementary table S3). The relevant 
data were collected and presented and are illustrated in 
figure 7. For the femur, the deviations of 99.45% of the 
sample points were less than 0.5 mm, and those of 99.71% 
were less than 2 mm. According to the heat- map devia-
tion spectrum, green colour covered the entire surface, 
whereas the positive and negative deviations were not 
evident (figure 7A). For the rib, the deviations of 90.24% 
of the sample points were less than 0.5 mm, and those of 

all the sample points were less than 2 mm. The mean posi-
tive and negative deviations were distributed evenly on 
the body of the rib. High positive and negative deviations 
were seen mainly for both ends of the rib (figure 7B). 
For the cervical vertebra, the deviations of 99.84% of 
the sample points were less than 0.5 mm, whereas those 
of 99.99% were less than 2 mm. On the heat- map devia-
tion spectrum, both positive and negative deviations were 
not apparent (figure 7C). For the skull, the deviations 
of 97.88% of the sample points were less than 0.5 mm, 
and those of 99.59% were less than 2 mm. High positive 
deviations were scattered in a limited region near the 
optic canal, whereas low negative deviations were scat-
tered on the occipital bone region. The lateral pterygoid 
plates also indicated deviations owing to defects in the 3D 
printed models (figure 7D). Distribution of the deviation 
was shown in figure 7E.

In the final analysis, all the deviations generated in 
the entire workflow were practically within the tolerance 

https://dx.doi.org/10.1136/bmjopen-2019-034900
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Figure 7 Analysis of the deviation between digital models 
and 3D printed models. Gradation on the deviation spectrum 
is 0.5 mm each; green colour indicates deviations ranging 
from −0.5 to 0.5 mm; hot colour indicates positive deviations 
ranging from 0.5 to 2 mm; cool colour indicates negative 
deviations ranging from −0.5 to 2 mm. deviation analysis 
of (A) femur, (B) rib, (C) cervical vertebra; (D) skull; (E) 
distribution of deviations (in %). 3D, three- dimensional.

range, mainly distributed in the precision range, which 
could be considered to have little impact on the resolu-
tion. In most cases, the deviations are mainly generated 
in the photogrammetry process instead of in the printing 
process. However, both the photogrammetry and printing 
of the rib generate deviations that cannot be ignored. The 
result is in accordance with the point of view that there 
still exist challenges in producing objects with curved 
surfaces.39 Furthermore, we may conclude that curvature 
also has an impact on the photogrammetry process.

DISCuSSIOn
The photogrammetric digitisation method adopted in 
the present study demonstrates a fairly high precision 
of the digital and 3D printed models. The most note-
worthy feature of the proposed workflow is that it works 
without scanners or the CT/MRI dataset, thus enabling a 
broader range of 3D printing technology for educational 
applications.

Further, the photogrammetry method used in this study 
for digitisation is advantageous for capturing the surface 

structures of an object so that they can be reproduced 
accurately. Because the digital models generated using 
the photogrammetry method have textures and maps, not 
only the shape of but also the light and the shadow on the 
surface could be generated using the 3D models, making 
the models more realistic and easier to edit.32 33 Based on 
these characteristics, phone camera- based photogram-
metry is also expected to be applied in field research proj-
ects, in which 3D digital data on human or animal bone 
specimens or other remains have to be quickly obtained. 
The 3D printed models created using the photogram-
metry method demonstrate only the external features of 
the bone specimens; the inner structures are invisible. 
Human specimens also have this limitation. To display 
the different anatomical landmarks on the interior of the 
skull, three or four differently dissected specimens must 
be used. The same strategy can be applied while creating 
3D printed models that display different anatomical 
structures—differently dissected or sliced specimens are 
chosen as the resources to be put through photogram-
metry. On the other hand, although images from CT/
MRI data for 3D reconstruction is a more preferred 
means for the 3D reconstruction of internal structures, 
it still involves challenges such as high cost, low fidelity 
and colourless images.22 Further, although the raw digital 
models built using the photogrammetry method retain 
the original colour, the use of multicolour printing mate-
rial or facilities leads to increased costs. Therefore, we 
used single- colour material to print.

The cloud server we adopted generated high- resolution 
digital models quickly, which can be used for mass 
production, and was fairly easy to use. Comparing the 
DICOM images from CT/MRI data, we find that limita-
tions still exist because specialised skills are required to 
operate the system to separate target organs for printing; 
also, DICOM data for 3D reconstruction are occasion-
ally imprecise owing to the constant organ movements 
of the living subject.38 Moreover, the cloud service 
for 3D modelling is free to use, and it can save at least 
US$179 compared with the offline software (eg, Agisoft 
Metashape costs US$179 for the standard edition and 
US$3499 for the professional edition). To control the use 
of resins and the cost, the ‘hollowing’ function can be 
used in the model editing process to adjust the wall thick-
ness of the model to a smaller degree. To further lower 
the cost, the free and open- source software MeshLab 
can be used for editing the digital model. These cost- 
effective strategies can help promote the application of 
3D printing programme in medical education in India 
and Brazil. However, this workflow is not applicable to 
medical schools in the countries that have no internet 
connection, although the dataset needed to upload to 
cloud services is not large.

For the specimens that are larger than the build tray of 
the printer, the scaling down method is often adopted.9 
However, the drawbacks of this method cannot be 
neglected. The resolution of a rescaled 3D printed model 
decreases and some anatomical details might be lost in 
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the process. In this study, the digital models of the femur 
were divided using the software, and cylindrical structures 
were incorporated on the cross section of the model, 
so that the 3D printed parts could be manually joined 
together. Using this method, the problem of printer 
adaption could possibly be addressed and the integrity of 
the specimens can be maintained.

Finally, the internet 3D printing platform and SLA 
printing technology were selected. According to a report, 
the printing quality of the SLA is higher than that of FDM, 
SLS, LOM or binder jetting (BJ), attaining the same level 
as that of polyjet (PJ).24 In addition, the overall cost for 
printing an object with SLA is average, which is higher 
than those with FDM, LOM and BJ but lower than those 
of SLS and PJ.24 25 The results of our study indicated that 
the 3D printed models could well display the anatomical 
features, and the nutrient foramina on the femur could 
be observed easily. However, in another study involving 
femoral 3D printing using Acrylonitrile butadiene styrene 
(ABS) in FDM technology, the nutrient foramina on 
the printed femur were reported to be invisible.23 The 
printing material used in this study was Somos Imagine 
8000, which conforms to USP Class IV and International 
Organization for Standardization (ISO) 10993 interna-
tional standards. It is safe and has excellent physical prop-
erties and antifouling performance, making the printed 
models dense, wear- resistant, impact- resistant and easy to 
clean. The Somos Imagine 8000 is rigid and is not suitable 
for 3D printing skins and muscles in comparison with soft 
material (eg, thermoplastic polyurethanes).

Laboratory dissection and dissected specimens are 
essential for learning the 3D concept of the structure of 
the human body.41 In the past, this anatomical learning 
was limited by a lack of human specimen resources owing 
to the insufficiency of body donation in several coun-
tries. The primary advantage of 3D printing applied in 
anatomical education is its ability to create models, which 
can demonstrate the high complexity of human body in 
great detail. Additionally, the 3D printed models have no 
unpleasant smell and are easier to clean and preserve 
than the embalmed cadaveric specimens. Moreover, it 
was reported that students who have been educated with 
3D printed models performed better in tests than those 
educated with human specimens.23 Although relatively 
cheap injection models made of plastic powders (eg, 
~US$30 for injection model of the skull; ~US$35 for the 
printed model of this study) were used as substitutes for 
original specimens, several problems were overlooked. 
First, before the production of the injection models, the 
corresponding moulds are to be made using standard 
data. The anatomical structures are universal but found 
to be lacking in the natural specificity and diversity. 
Thus, they cannot display the structural variations and 
pathological changes of human specimens. On the other 
hand, the manufacturing process of the plastic models 
and moulds is complicated. These can only be produced 
by professional companies and not by the teaching staff 
in medical schools. This issue may be solved using the 

photogrammetry method. Students and teachers can take 
pictures of the specimens in class and convert them into 
digital models, particularly specimens of various ages, 
pathological conditions and disease processes.25 In this 
manner, they can view and manipulate digital models 
using their mobile phones and even set up private digital 
libraries. Further, teachers and students can also establish 
a characteristic database of 3D digital models based on 
their own specimens using the cloud- based photogram-
metry method. It is a means to permanently store some 
specimens with historical significance, such as foot- bone 
specimen of the ‘Three- inch Golden Lotus’, a vile feudal 
practice that crippled young girls both physically and 
spiritually in feudal China. As a cutting- edge technology, 
it is believed that 3D printing can be comprehensively 
improved in terms of advanced materials and affordable 
prices in future applications in anatomical education.

COnCluSIOnS
In this study, a workflow composed of phone camera 
photography, cloud- based photogrammetry and online 
3D printing was introduced to make customised replicas 
of bone specimens with different sizes and complexities. 
According to statistics, both the digital and 3D printed 
models have relatively high precision and retain most 
of the anatomical features. Using phone camera- based 
photogrammetry, cloud- processing services for 3D 
modelling and the hollowing method to control the use 
of resins, this technical route remarkably facilitates the 
production of personalised 3D digital models and prints, 
in a cost- effective manner for both teachers and students.
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