
Integrative Medicine Research 13 (2024) 101019 

Contents lists available at ScienceDirect 

Integrative Medicine Research 

journal homepage: www.elsevier.com/locate/imr 

Original Article 

Traditional Chinese medicine diagnostic prediction model for holistic 

syndrome differentiation based on deep learning 

Zhe Chen a , b , c , d , Dong Zhang a , Chunxiang Liu 

a , Hui Wang 

a , Xinyao Jin 

a , Fengwen Yang 

a , ∗ , 

Junhua Zhang 

a , b , ∗ 

a Evidence-based Medicine Center, Tianjin University of Traditional Chinese Medicine, Tianjin, China 
b Haihe Laboratory of Modern Chinese Medicine, Tianjin University of Traditional Chinese Medicine, Tianjin, China 
c National Key Laboratory of Chinese Medicine Modernization, Tianjin University of Traditional Chinese Medicine, Tianjin, China 
d State Key Laboratory of Component-based Chinese Medicine, Tianjin University of Traditional Chinese Medicine, Tianjin, China 

a r t i c l e i n f o 

Keywords: 

Traditional Chinese medicine syndromes 

Deep learning 

Holistic syndrome differentiation 

Expert knowledge 

Artificial intelligence 

a b s t r a c t 

Background: With the development of traditional Chinese medicine (TCM) syndrome knowledge accumulation 

and artificial intelligence (AI), this study proposes a holistic TCM syndrome differentiation model for the classifi- 

cation prediction of multiple TCM syndromes based on deep learning and accelerates the construction of modern 

foundational TCM equipment. 

Methods: We searched publicly available TCM guidelines and textbooks for expert knowledge and validated these 

sources using ten-fold cross-validation. Based on the BERT and CNN models, with the classification constraints 

from TCM holistic syndrome differentiation, the TCM-BERT-CNN model was constructed, which completes the 

end-to-end TCM holistic syndrome text classification task through symptom input and syndrome output. We 

assessed the performance of the model using precision, recall, and F1 scores as evaluation metrics. 

Results: The TCM-BERT-CNN model had a higher precision (0.926), recall (0.9238), and F1 score (0.9247) than 

the BERT, TextCNN, LSTM RNN, and LSTM ATTENTION models and achieved superior results in model perfor- 

mance and predictive classification of most TCM syndromes. Symptom feature visualization demonstrated that 

the TCM-BERT-CNN model can effectively identify the correlation and characteristics of symptoms in different 

syndromes with a strong correlation, which conforms to the diagnostic characteristics of TCM syndromes. 

Conclusions: The TCM-BERT-CNN model proposed in this study is in accordance with the TCM diagnostic charac- 

teristics of holistic syndrome differentiation and can effectively complete diagnostic prediction tasks for various 

TCM syndromes. The results of this study provide new insights into the development of deep learning models for 

holistic syndrome differentiation in TCM. 
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. Introduction 

The distinctive feature of syndrome differentiation in traditional Chi-

ese medicine (TCM) has been extensively utilized in the clinical diag-

osis and treatment of various diseases. 1–3 Holistic syndrome differen-

iation is a unique clinical diagnostic method based on TCM theory,

hich enables comprehensive analysis of a patient’s overall pathologi-

al condition to assess the intricacy of TCM syndrome patterns for clin-

cal practice. 4–7 The TCM holistic syndrome differentiation diagnosis

ethod plays a significant role in the treatment and outcome of various

iseases, serving as a crucial component within the distinctive clinical

CM diagnosis and treatment system. The standards for TCM syndrome

ifferentiation continue to exhibit certain variations, leading to a signif-
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cant amount of syndrome differentiation data in clinical practice that

annot be reasonably applied. 6–9 When confronted with the complex

yndrome diagnosis of multiple diseases, TCM practitioners typically

ely on their individual subjective experiences, which poses challenges

or the standardization and promotion of TCM clinical syndrome differ-

ntiation. 8 , 10 , 11 

With growing emphasis on the development of artificial intelligence

AI) for TCM, AI-driven TCM characteristic diagnostic technology of

yndrome differentiation may alleviate the scarcity of clinical TCM

ractitioners, and promote AI development of TCM medical decision-

aking. 12 , 13 The development of AI in TCM remains in its infancy, and

he establishment of an intelligent infrastructure based on deep learn-

ng for TCM syndrome is of more paramount significance. 14–16 Several
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CM research institutions have integrated AI techniques with distinc-

ive TCM syndrome differentiation, and have achieved better predictive

erformance of the model in several tasks, such as TCM syndrome pre-

iction, tongue diagnosis, and constitution identification, among oth-

rs. 17–20 TCM syndrome differentiation is not limited to a single disease,

nd a diagnostic approach solely focused on a particular disease cannot

dequately capture the clinical diagnostic characteristics of TCM holistic

yndrome differentiation. 21 

Multiple TCM syndromes can coexist during the development of var-

ous diseases, displaying complex and dynamic changes with overlap-

ing features across the entire process. 22 To our knowledge, previous

esearch has been limited to several TCM syndromes within a single

isease, which significantly constrains the performance and extrapola-

ion of models, and impedes the verification and interactive utilization

f multiple TCM syndromes in various diseases. 19 , 23 , 24 The dynamic

omplexity of TCM syndrome differentiation also increases diagnostic

hallenges in clinical practice for holistic syndrome differentiation of

ultiple diseases and TCM syndromes. 21 , 22 , 25 

Given the complexity of holistic syndrome differentiation involving

ultiple syndromes, this study introduced an overall syndrome model

ased on deep learning to predict various TCM syndromes. This model

ims to provide intelligent decision support for diagnosing intricate

CM syndromes in clinical practice, thereby enhancing clinical decision-

aking and offering an intelligent approach for holistic differentiation.

his study combines the BERT and CNN models, incorporating the char-

cteristics of TCM clinical differentiation as classification constraints, to

reate a “holistic syndrome differentiation model ” capable of handling

ultiple classification prediction tasks. Furthermore, unlike previous

tudies that focused solely on specific TCM syndromes within a single

isease, the TCM syndrome prediction model developed in this study

an be applied for the comprehensive prediction of complex TCM syn-

romes, thus providing intelligent support for holistic TCM syndrome

ifferentiation with value and significance for TCM clinical diagnosis. 

. Methods 

.1. Source of data and collection 

In this study, we aimed to identify relevant literature, including clini-

al practice guidelines and expert consensus in TCM, through computer-

zed searches of both Chinese and English databases, including the China

ational Knowledge Infrastructure (CNKI), Wanfang Data Knowledge

ervice Platform, VIP Information, China National Biomedical Litera-

ure Service System (Sinomed), PubMed, Embase, and others, conducted

rom inception to 2022. To comprehensively review TCM expert knowl-

dge on holistic syndrome differentiation, we also conducted searches

n TCM textbooks (e.g., Internal Medicine in TCM, Pediatrics in TCM,

ynecology in TCM) as supplements. 

During the data retrieval and screening phases, two researchers with

CM backgrounds independently conducted literature searches, litera-

ure screening processes, and full-text article reviews to assess eligibility

or final inclusion. Cross-checking was performed between the two re-

earchers to validate the results, a third researcher was consulted for

erification, and a consensus was reached through multiple group dis-

ussions. We collected 21 TCM syndromes, including program syndrome

dentification (exterior, interior, deficiency, excess, cold, and heat syn-

romes), Zang disease syndrome identification (heart disease, liver dis-

ase, spleen disease, lung disease, and nephropathy), and pathological

yndrome identification (excess cold, deficiency cold, deficiency heat,

xcess heat, qi deficiency, blood deficiency, qi stagnation, blood stasis,

hlegm fluid retention, and critical syndrome). 

.2. Diagnostic criteria 

The standards for TCM symptom normalization were primarily de-

eloped based on references such as the “WHO International Standard
2

erminologies on TCM, ” “Standardization of Common Clinical Symp-

om Terminology in TCM, ” and others. As for the information related to

CM syndromes, the main reference used was the “TCM Diagnosis ” text-

ook, while also drawing upon and referring to “Clinical Terminology in

CM ” and “Classification and Coding of TCM Diseases and Syndromes ”

or standardization and classification. 

.3. TCM holistic syndrome differentiation model 

This study introduces a novel TCM-BERT-CNN model that builds

pon the fusion of the BERT and CNN models with added classification

onstraints featuring TCM characteristics ( Fig. 1 ). The TCM-BERT-CNN

odels had a learning rate of 1e-5, a batch size of 20, and 20 epochs. 

The BERT model is a pre-training language model of a bidirectional

ncoder based on a transformer, composed of a self-attention mecha-

ism and feed-forward neural network, which can better extract Chinese

emantic features with model improvements. 26–28 The BERT model con-

erts text information into token embeddings and builds segment and

osition embeddings by automatically learning text semantic informa-

ion and differences. 27 Because of the advantages of the BERT model,

t can achieve satisfactory prediction results when dealing with com-

lex and related semantic knowledge data, such as symptoms and TCM

yndromes. 29 , 30 

The TextCNN model is a fine-tuned variant of the CNN model, and

he overall framework is composed of an input layer, word embedding

ayer, convolution layer, pooling layer, and full connection layer to ef-

ciently extract information features with a relatively simple network

tructure, which is more suitable for text classification tasks of TCM

yndrome differentiation. 31–33 The BERT model provides word embed-

ing for different semantic contexts, and the CNN refines the features of

ach word from the BERT model into N-gram features. The information

elated to 21 TCM syndromes is categorized into two constraint groups

‘exterior syndrome’ and ‘internal syndrome’; ‘deficiency syndrome’ and

excess syndrome’) based on TCM characteristics, and the remaining 17

yndromes form an overall classification group. The BERT embedding

utput was obtained after extracting the TCM-specific features, which

erved as the input for the CNN with hierarchical connections, resulting

n the structure of the TCM-BERT-CNN model. 

After the tokenization of the sentences, special tokens [CLS] and

SEP] are used to accept all words and separate the two sentences. [CLS]

erves as the start token [SEP] as the end token, and the vectors are

apped to multiple categories. A two-dimensional vector was used for

ategory determination in the two constraint groups, and a multidimen-

ional vector was employed in the overall classification group. A mul-

ilayer Perceptron was used for vector space mapping, with SOFTMAX

nd SIGMOID serving as activation functions for the constrained and

on-constrained groups, respectively. The SOFTMAX function normal-

zes probabilities based on the natural exponent ’e,’ ensuring that the

um of probabilities for binary classification data equals 1. The SIG-

OID function defines the value range for multiple classifications and

istributes the probability values within the 0–1 numerical range. 

This study employs PyTorch 1.10 as the framework and Python 3.6 as

he experimental environment, to compare the TCM-BERT-CNN model

ith the BERT model, TextCNN model, LSTM RNN model, and LSTM

TTENTION model. 

.4. Model evaluation metrics 

This study focuses on a classification prediction task for different

CM syndromes and employs four types of results: true positive (TP),

rue negative (TN), false positive (FP), and false negative (FN). Because

f the diverse TCM syndromes in this study and the presence of im-

alanced datasets for some syndromes, accuracy was not the optimal

valuation metric, which led to significant discrepancies in the predic-

ion results from minority samples. Therefore, this study used precision,
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Fig. 1. The Brief structure of the TCM-BERT-CNN model. 
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Table 1 

Results of model evaluation measures. 

Model Precision Recall F1 

BERT 0.8818 ± 0.0298 0.9083 ± 0.0215 0.8945 ± 0.0195 

TextCNN 0.8355 ± 0.0324 0.8428 ± 0.0362 0.8385 ± 0.0258 

LSTM RNN 0.8346 ± 0.0313 0.8453 ± 0.0362 0.8394 ± 0.0264 

LSTM ATTENTION 0.8557 ± 0.0349 0.8504 ± 0.0273 0.8525 ± 0.0227 

TCM-BERT-CNN 0.926 ± 0.0274 0.9238 ± 0.0293 0.9247 ± 0.0239 
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ecall, and F1 score as measures to assess the model’s prediction perfor-

ance, which are defined as follows: 

 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛( 𝑇 𝑃 , 𝐹 𝑃 ) = 𝑇 𝑃 

𝑇 𝑃 + 𝐹 𝑃 
(1)

𝑒𝑐𝑎𝑙 𝑙( 𝑇 𝑃 , 𝐹 𝑁 ) = 𝑇 𝑃 

𝑇 𝑃 + 𝐹 𝑁 

(2)

 1 𝑠𝑐 𝑜𝑟𝑒 = 𝑃 𝑟𝑒𝑐 𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐 𝑎𝑙𝑙 ∗ 2 
𝑃 𝑟𝑒𝑐 𝑖𝑠𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

(3)

.5. Data set segmentation and validation 

This study utilized a new dataset constructed based on clinical prac-

ice guidelines and textbooks in TCM. The performance of the model on

he new dataset was assessed using cross-validation. Cross-validation

an serve as a method for splitting a dataset and evaluating the deep

earning model’s understanding of the data. Data overlap was effectively

ddressed through data partitioning and validation based on cross-

alidation. In this study, ten-fold cross-validation was used, which in-

olved dividing the dataset into ten subsets, using nine as training sets

nd one as a test set. After ten cycles of validation, the results from these

en iterations were averaged to assess the accuracy and precision of the

odel algorithm, effectively mitigating the impact of an imbalanced

ata distribution on the results. 

. Results 

.1. Data set information 

A total of 6148 samples comprised the final data set with ten-fold

ross-validation, and multiple TCM syndromes coexisting and intersect-

ng within a single sample. The classification of dataset distribution for

he TCM syndromes were as follows: 362 cases classified as exterior syn-

rome, 5786 internal syndrome, 2769 deficiency syndrome, 3379 excess

yndrome, 1080 cold syndrome, 2923 heat syndrome, 2065 heart dis-

ase, 2277 liver disease, 2196 spleen disease, 1011 lung disease, 1123

ephropathy disease, 377 excess cold syndrome, 1741 excess heat syn-

rome, 701 deficiency cold syndrome, 1187 deficiency heat syndrome,

954 qi deficiency syndrome, 681 blood deficiency syndrome, 2157 qi

tagnation syndrome, 1011 blood stasis syndrome, 2780 phlegm fluid

etention syndrome, and 336 critical syndrome. 

.2. Model comparison 

This study tested five deep learning models for comparison:

ERT, TextCNN, LSTM RNN, LSTM ATTENTION, and TCM-

ERT-CNN, as shown in Table 1 . The results of models are as
3

ollows: BERT model with precision (0.8818 ± 0.0298), recall

0.9083 ± 0.0215), and F1 score (0.8945 ± 0.0195); TextCNN model

ith precision (0.8355 ± 0.0324), recall (0.8428 ± 0.0362), and F1 score

0.8385 ± 0.0258); LSTM RNN model with precision (0.8346 ± 0.0313),

ecall (0.8453 ± 0.0362), and F1 score (0.8394 ± 0.0264); LSTM ATTEN-

ION model with precision (0.8557 ± 0.0349), recall (0.8504 ± 0.0273),

nd F1 score (0.8525 ± 0.0227); TCM-BERT-CNN model with pre-

ision (0.926 ± 0.0274), recall (0.9238 ± 0.0293), and F1 score

0.9247 ± 0.0239). The ten-fold cross-validation results for each

odel were relatively stable, indicating that all models exhibited good

redictive performance across various TCM syndromes in Fig. 2 , and

he TCM-BERT-CNN model was higher than the other models in terms

f precision, recall, and F1 score. 

.3. Model comparison in various TCM syndromes 

In the results of these models for 21 TCM syndromes, the BERT

odel shows that the precision (0.8347–0.9342) with the highest in

nterior syndrome, recall (0.8586–0.9325) with the highest in heat syn-

rome, and F1 score (0.8588–0.9311) with the highest in heat syn-

rome. The TextCNN model shows that the precision (0.7892–0.8746)

ith the highest in blood stasis syndrome, recall (0.7838–0.8879) with

he highest in lung disease, and F1 score (0.8018–0.875) with the high-

st in nephropathy disease. The LSTM RNN model shows that the preci-

ion (0.7989–0.8837) with the highest in qi stagnation syndrome, recall

0.789–0.8868) with the highest in liver disease, and F1 score (0.801–

.8729) with the highest in blood stasis syndrome. The LSTM ATTEN-

ION model shows that the precision (0.7907–0.8945) with the highest

n excess cold syndrome, recall (0.8012–0.8901) with the highest in de-

ciency cold syndrome, and F1 score (0.8148–0.8883) with the highest

n deficiency cold syndrome ( Table 2 - 4 ). 

The TCM-BERT-CNN model showed that the precision ranged from

.8840 to 0.9960, recall ranged from 0.8735 to 0.9926, and the F1 score

anged from 0.8949 to 0.9943 for the TCM syndromes ( Table 2 –4 ). In-

erior, cold, and excess syndromes had higher precision, recall, and F1

cores in principal syndrome identification ( Table 2 ). Lung disease and

ephropathy had higher precision, recall, and F1 scores in Zang organ

yndrome identification ( Table 3 ). Excess Cold syndrome, deficiency
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Fig. 2. Ten-fold cross-validation plot of models in precision, recall, and F1 score. 

Table 2 

Evaluation Measures in principles syndrome identification. 

Model Evaluation Measures Exterior syndrome Interior syndrome Deficiency syndrome Excess syndrome Cold syndrome Heat syndrome 

BERT Precision 0.8995 0.9342 0.9031 0.8464 0.9132 0.9298 

Recall 0.8586 0.9207 0.9101 0.9153 0.8730 0.9325 

F1 0.8785 0.9274 0.9066 0.8794 0.8926 0.9311 

TEXTCNN Precision 0.8518 0.8593 0.8674 0.8640 0.7932 0.8068 

Recall 0.8184 0.8732 0.8608 0.8003 0.8543 0.8689 

F1 0.8347 0.8662 0.8641 0.8309 0.8226 0.8367 

LSTM RNN Precision 0.8077 0.8402 0.8648 0.8715 0.8765 0.8442 

Recall 0.8863 0.8476 0.8478 0.8529 0.8317 0.8829 

F1 0.8452 0.8439 0.8562 0.8621 0.8535 0.8631 

LSTM ATTENTION Precision 0.8500 0.8716 0.8776 0.8314 0.8830 0.7907 

Recall 0.8756 0.8581 0.8508 0.8585 0.8133 0.8673 

F1 0.8627 0.8648 0.8639 0.8447 0.8468 0.8273 

TCM-BERT-CNN Precision 0.9141 0.9960 0.9117 0.9266 0.9562 0.9096 

Recall 0.8913 0.9926 0.9504 0.9566 0.9174 0.9528 

F1 0.9026 0.9943 0.9307 0.9414 0.9363 0.9306 

Table 3 

Evaluation Measures in Zang organs syndrome identification. 

Model Evaluation Measures Heart Disease Liver Disease Spleen Disease Lung Disease Nephropathy Disease 

BERT Precision 0.8530 0.9115 0.8932 0.8955 0.8777 

Recall 0.8832 0.9275 0.9079 0.8895 0.9260 

F1 0.8678 0.9195 0.9005 0.8925 0.9012 

TEXTCNN Precision 0.8203 0.8242 0.8458 0.7892 0.8627 

Recall 0.8038 0.8625 0.8684 0.8879 0.8877 

F1 0.8119 0.8429 0.8569 0.8356 0.8750 

LSTM RNN Precision 0.8033 0.7989 0.8534 0.8127 0.8009 

Recall 0.7986 0.8868 0.8821 0.8367 0.8053 

F1 0.8010 0.8405 0.8675 0.8245 0.8031 

LSTM ATTENTION Precision 0.8843 0.8758 0.7997 0.8631 0.8910 

Recall 0.8449 0.8505 0.8307 0.8624 0.8362 

F1 0.8641 0.8629 0.8148 0.8628 0.8627 

TCM-BERT-CNN Precision 0.8860 0.9121 0.8867 0.9396 0.9300 

Recall 0.9045 0.9295 0.9097 0.9308 0.9412 

F1 0.8951 0.9207 0.8980 0.9351 0.9356 
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old syndrome, Qi Stagnation syndrome, and Qi Deficiency syndrome

ad higher precision, recall, and F1 scores in disease pathological syn-

rome identification ( Table 4 ). 

.4. Symptom feature visualization for the TCM-BERT-CNN model 

A semantic feature analysis was conducted for TCM symptom fea-

ures learned by the TCM-BERT-CNN model to present symptom feature

isualization, which was performed to illustrate the model’s semantic

eature learning and correlation rules between symptoms within each
4

CM syndrome. Examples were randomly selected from 21 TCM syn-

romes for symptom feature analysis and presentation ( Fig. 3 ). 

For example, deficiency syndrome can be seen as having “dull com-

lexion, pale lips and nails, light period, pale enlarged tongue, fine

ulse ”. The symptom feature correlation matrix shows that “dull com-

lexion, ” “lips, ” “tongue, ” and “fine pulse ” have higher correlations

ith other symptom features. “Dull complexion ” and “fine pulse ” are

he main symptom features of deficiency syndrome, with the highest

robability of co-occurrence with other symptoms ( Fig. 3 A). 

Cold syndrome included symptoms such as “constipation, cold stom-

chache, cold limbs, clear abundant urination, pale tongue with white
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Table 4 

Evaluation measures in disease pathological syndrome identification. 

Model 

Evaluation 

Measures 

Excess Cold 

syndrome 

Excess Heat 

syndrome 

Deficiency 

Cold 

syndrome 

Deficiency 

Heat 

syndrome 

Qi 

Deficiency 

syndrome 

Blood 

Deficiency 

syndrome 

Qi 

Stagnation 

syndrome 

Blood Stasis 

syndrome 

Phlegm Fluid 

Retention 

syndrome 

Critical 

syndrome 

BERT Precision 0.8542 0.8402 0.8566 0.8933 0.8870 0.9029 0.8347 0.8562 0.8781 0.8576 

Recall 0.9108 0.9282 0.9102 0.9257 0.9138 0.9164 0.8843 0.8863 0.9283 0.9256 

F1 0.8816 0.8820 0.8826 0.9092 0.9002 0.9095 0.8588 0.8709 0.9025 0.8903 

TEXTCNN Precision 0.8724 0.8584 0.8446 0.8310 0.8014 0.8036 0.7915 0.8746 0.8626 0.8207 

Recall 0.7963 0.8735 0.8126 0.8323 0.8782 0.8088 0.8280 0.8243 0.8746 0.7838 

F1 0.8326 0.8658 0.8283 0.8316 0.8381 0.8062 0.8093 0.8487 0.8685 0.8018 

LSTM RNN Precision 0.8386 0.8681 0.8022 0.8401 0.7996 0.8199 0.8837 0.8621 0.8217 0.8163 

Recall 0.8086 0.8677 0.8132 0.8699 0.8459 0.7890 0.7895 0.8839 0.8398 0.8848 

F1 0.8233 0.8679 0.8076 0.8547 0.8221 0.8042 0.8339 0.8729 0.8306 0.8491 

LSTM ATTENTION Precision 0.8945 0.8537 0.8865 0.8595 0.8720 0.8470 0.8181 0.8881 0.8047 0.8268 

Recall 0.8445 0.8700 0.8901 0.8012 0.8406 0.8356 0.8296 0.8311 0.8796 0.8885 

F1 0.8688 0.8618 0.8883 0.8293 0.8560 0.8413 0.8238 0.8586 0.8405 0.8565 

TCM-BERT-CNN Precision 0.9486 0.9173 0.9513 0.9212 0.9329 0.9097 0.9416 0.9312 0.8840 0.9402 

Recall 0.9594 0.8735 0.8978 0.8874 0.9266 0.9062 0.9336 0.9028 0.9355 0.9008 

F1 0.9540 0.8949 0.9238 0.9039 0.9297 0.9079 0.9376 0.9168 0.9090 0.9201 

Fig. 3. Symptom Feature Correlation Matrix of TCM syndromes (A: Deficiency syndrome; B: Cold syndrome; C: Excessive Heat syndrome; D: Qi Deficiency syndrome). 
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ur, sunken weak pulse ”, and the symptom feature correlation matrix

hows that “cold limbs, ” “cold, ” and “clear ” have higher correlations

ith other symptoms. Among them, “cold, ” “clear, ” and “unwarm ” are

ignificant features of cold syndrome and have high correlations with

ach other ( Fig. 3 B). 

In the excessive heat syndrome, included symptoms such as “high

ever, reddish complexion with restlessness and thirst, perspiration,

version to heat, surging or rapid slippery pulse ”, and the symptom

eature correlation matrix shows that “heat, ” “reddish complexion, ”
5

thirst, ” and “rapid ” have high correlations with other related symp-

oms. The model has effectively captured the diagnostic characteristics

f excessive heat syndrome, with “heat ” being the most prominent symp-

om, as evidenced by the robust correlations between “high fever ” and

aversion to heat ” ( Fig. 3 C). 

For qi deficiency syndrome, “torpid intake, lassitude of spirit with

ack of strength, dry stool or constipation, pale tongue with white thin

ur, fine weak pulse ” are the manifested symptoms, and the symptom

eature correlation matrix indicates that “lassitude of spirit, ” “lack of
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trength, ” and “fine and weak ” are highly correlated with other symp-

oms, in line with the clinical diagnostic criteria for qi deficiency syn-

rome ( Fig. 3 D). 

. Discussions 

.1. Summary of finding 

In this study, we constructed five deep learning models, namely,

ERT, TextCNN, LSTM RNN, LSTM ATTENTION, and TCM-BERT-CNN,

o screen TCM patterns. The results demonstrated the overall experimen-

al performance of the TCM-BERT-CNN model with a precision of 0.926,

ecall of 0.9238, and F1 score of 0.9247 by ten-fold cross-validation. Ad-

itionally, it had a better model performance than the others. The TCM-

ERT-CNN model performed better than the other four deep learning

odels. By evaluating the predictive performance of the TCM-BERT-

NN model for 21 types of TCM syndromes, the model can effectively

ecognize and predict classification information and demonstrates high

recision, recall, and F1 scores, which are better than other models for

arious TCM syndromes. 

The detailed visual results of the TCM-BERT-CNN model confirm

he stability of its predictive outcomes. Visualization of symptom cor-

elations across multiple TCM syndromes demonstrated that the TCM-

ERT-CNN model effectively learned semantic features and identified

he characteristic symptoms of TCM syndromes. While increasing the

umber of layers in symptom data processing can introduce complexity,

his study successfully projected symptom data from lower-dimensional

paces to higher-dimensional spaces for analysis, achieving better model

erformance in handling various TCM syndromes. The semantic feature

resentation of the TCM-BERT-CNN model reveals that information be-

ween symptoms in TCM patterns is not independent but exhibits corre-

ations. Different-dimensional data processing indicated that the TCM-

ERT-CNN model achieved good predictive results across various TCM

yndromes. 

Currently, deep learning is undergoing rapid development in

CM. 34–36 The most common application involves predicting various

CM syndromes under a single disease, which significantly limits the

odel’s extrapolation and fails to encompass the TCM holistic syn-

romes. 37 The main challenge for TCM text-based deep learning is that

urrent models are unlikely to be able to accommodate TCM holistic

yndromes diagnostic methods, and are limited by standards for data

rocessing and artificial intelligence technology of TCM syndrome char-

cteristics. 38–39 Therefore, this study adopted the “holistic syndrome

ifferentiation ” to construct the TCM-BERT-CNN deep learning model,

ithout using the common “single disease syndrome differentiation. ”

ased on the “holistic syndrome differentiation ” thinking of TCM, cross-

omplex predictions were made for 21 syndromes in the principles,

ang organs, and disease pathological syndrome differentiation, thereby

chieving a mixed combination prediction of multiple syndrome predic-

ions across various diseases. 

This study focuses on intelligent clinical diagnosis decision-making

or TCM syndrome differentiation and provides a method for syndrome

ifferentiation diagnosis and treatment for TCM clinical diagnosis. In fu-

ure research, it will be necessary to integrate expert knowledge rules to

onstruct a new model for intelligent holistic TCM syndrome differenti-

tion based on the integration of rules and deep learning. In conclusion,

his study provides intelligent methods for holistic syndrome differenti-

tion to assist in decision-making for TCM clinical diagnosis of TCMs. 

.2. Strengths and limitations 

The strengths of this study include changing the existing “disease-

ased ” classification prediction model by highlighting the character-

stics of “TCM holistic syndrome ” for syndrome differentiation and

o solve the existing limitations of the TCM syndrome differentiation

odel. Traditional methods of holistic syndrome differentiation in TCM
6

epend on doctors, experience accumulation, subjective thinking, and

eaching through words and deeds, which also lead to some experiences

ot being effectively inherited and retained. This study used domain

xpert knowledge as data, combined with the characteristics of holis-

ic TCM syndrome differentiation based on the integrated model, to

nnovate the TCM-BERT-CNN model to promote and apply high-level

xpert knowledge. There are some limitations as follows. The interior

yndrome has the highest precision, recall, and F1 score in the model

esults, which is related to the significant imbalance in the sample. Al-

hough this study has predicted 21 TCM syndromes with better perfor-

ance, the application of special syndrome information such as Six Fu

yndrome, “Wei, Qi, Ying and Blood, ” and more, is lacking in practice

nd should be the focus of our research in the future. 

.3. Conclusions 

This study explored the feasibility of a TCM syndrome differenti-

tion model based on expert knowledge and proposed a TCM-BERT-

NN model with TCM characteristics to complete the end-to-end pre-

iction of 21 TCM syndromes. By comparing the model performance

f the five deep learning models, we found that the TCM-BERT-CNN

odel was better than the other models, which can understand the

ymptom semantic characteristics of TCM syndromes and is in accor-

ance with the characteristics of TCM holistic syndrome differentiation.

he TCM-BERT-CNN model will accelerate the intelligent application

f TCM characteristic syndrome differentiation with deep learning, pro-

ide modern basic diagnostic equipment for TCM, and guide the clinical

iagnosis of TCM. 
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