
Articles
eClinicalMedicine
2024;69: 102466

Published Online xxx

https://doi.org/10.
1016/j.eclinm.2024.
102466
Development and multi-institutional validation of a deep
learning model for grading of vesicoureteral reflux on voiding
cystourethrogram: a retrospective multicenter study
Zhanchi Li,a,k Zelong Tan,b,k Zheyuan Wang,c Wenjuan Tang,d Xiang Ren,d Jinhua Fu,d Guangbing Wang,e Han Chu,f Jiarong Chen,g Yuhe Duan,h

Likai Zhuang,i,∗∗ and Min Wuj,∗

aShanghai Jiao Tong University School of Medicine, Shanghai, China
bDepartment of Electronic Engineering, Tsinghua University, Beijing, China
cDepartment of Computer Science and Engineering, Shanghai Jiao Tong University, Shanghai, 200240, China
dDepartment of Radiology, Shanghai Children’s Hospital, School of Medicine, Shanghai Jiao Tong University, 355 Luding Road,
Shanghai, 200062, China
eDepartment of Urology, Puyang People’s Hospital, Henan, China
fDepartment of Urology, Anhui Provincial Children’s Hospital, Anhui, China
gDepartment of Urology, The Children’s Hospital of Guangxi Zhuang Autonomous Region, China
hDepartment of Urology, The Affiliated Hospital of Qingdao University, China
iDepartment of Urology, Children’s Hospital of Fudan University, National Pediatric Medical Center of China, Shanghai, 201102, China
jDepartment of Urology, Shanghai Children’s Hospital, School of Medicine, Shanghai Jiao Tong University, 355 Luding Road, Shanghai,
200062, China

Summary
Background Voiding cystourethrography (VCUG) is the gold standard for the diagnosis and grading of vesicoureteral
reflux (VUR). However, VUR grading from voiding cystourethrograms is highly subjective with low reliability. This
study aimed to develop a deep learning model to improve reliability for VUR grading on VCUG and compare its
performance to that of clinicians.

Methods In this retrospective study in China, VCUG images were collected between January 2019 and September
2022 from our institution as an internal dataset for training and 4 external data sets as external testing set for vali-
dation. Samples were divided into training (N = 1000) and validation sets (N = 500), internal testing set (N = 168), and
external testing set (N = 280). An ensemble learning-based model, Deep-VCUG, using Res-Net 101 and the voting
methods was developed to predict VUR grade. The grading performance was assessed using heatmaps, area
under the receiver operating characteristic curve (AUC), sensitivity, specificity, accuracy, and F1 score in the
internal and external testing set. The performances of four clinicians (2 pediatric urologists and 2 radiologists)
with and without the Deep-VCUG assisted to predict VUR grade were explored in external testing sets.

Findings A total of 1948 VCUG images were collected (Internal dataset = 1668; multi-center external dataset = 280).
For assessing unilateral VUR grading, the Deep-VCUG achieved AUCs of 0.962 (95% confidence interval [CI]:
0.943–0.978) and 0.944 (95% [CI]: 0.921–0.964) in the internal and external testing sets, respectively, for bilateral
VUR grading, the Deep-VCUG also achieved high AUCs of 0.960 (95% [CI]: 0.922–0.983) and 0.924 (95% [CI]:
0.887–0.957). The Deep-VCUG model using voting method outperformed single model and clinician in terms of
classification based on VCUG image. Moreover, Under the Dee-VCUG assisted, the classification ability of junior
and senior clinicians was significantly improved.

Interpretation The Deep-VCUG model is a generalizable, objective, and accurate tool for vesicoureteral reflux grading
based on VCUG imaging and had good assistance with clinicians to VUR grading applicability.
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Research in context

Evidence before this study
We searched PubMed and Web of Science with the terms
“(Vesicoureteral Reflux OR VUR)” AND “(Voiding
Cystourethrogram OR VCUG)” AND “(deep learning OR artificial
intelligence)” for papers published from database inception to
Nov 7, 2023, with no language restrictions. We find that 2
studies are based on machine learning. Only 1 research about the
deep learning-based classification of VUR using VCUG was
published. However, these studies have various limitations,
including small sample size, single-center design, and still relied
on time-consuming manual delineation. In addition, these
methods are not for bilateral VUR grading.

Added value of this study
Our study proposed a deep learning model, Deep-VCUG, on a
large multi-institutional cohort, for VUR grade based on a

single VUCG image. We evaluated it in an internal test set and
multi-center set and compared it with junior and senior
clinicians. Moreover, Deep-VCUG-assisted strategies could
improve clinicians’ s performance.

Implications of all the available evidence
Our findings show that the Deep-VCUG has an excellent
ability to predict VUR grade based on VCUG images, which
performs equivalent to or even better than senior experts and
can assist in improving the performance of Junior clinicians. In
the future, more prospective multicenter validation will
provide strong evidence for the performance of our Deep-
VCUG in assisting the clinician.
Introduction
Vesicoureteral reflux (VUR) is the most common urinary
tract disease in children with recurrent urinary tract in-
fections in childhood. Voiding cystourethrography
(VCUG) is the gold standard for the diagnosis and grading
of VUR.1,2 However, VUR grading from voiding cystour-
ethrograms is highly subjective with low reliability.3,4

Therefore, there is a need to develop a standardized,
objective, and reliable method to accurately grade VUR
severity that improves reliability for VUR grading.

Recently, with the gradual development of Artificial
intelligence (AI) in biomedical applications. Machine
learning (ML) and deep learning (DL) has been pro-
posed as a potential solution for challenges with VUR
grading.5–7 But ML methods have needed to manually
mark these features: the ureteropelvic junction (UPJ),
the ureterovesical junction (UVJ), ureter width, and
tortuosity5,6; the DL model is trained and evaluated on
single-center datasets.7 Meanwhile, a new guideline has
been designed explicitly for urology. The Standardized
Reporting of Machine Learning Applications in Urology
(STREAM-URO) framework provides a list of minimum
reporting standards for artificial intelligence studies in
urology that promotes more transparent and high-
quality ML studies in the urological community.5,8

Herein, the objective of this study is to develop and
validate a deep learning network model (Deep-VCUG)
with ensemble learning for automatic VUR grading
from VCUG images in accordance with STREAM-URO.
The primary outcome of this study was the assessment
of the performance of Deep-VCUG model. Secondary
outcomes were comparing its performance to that of
clinicians.
Methods
Ethics statement
This study was approved by the research ethics committee
of the Fudan Children’s Hospital (Ref. No.201756). An
informed consent exemption from the Institutional Re-
view Board was obtained. This study was conducted in
accordance with the STREAM-URO framework (details in
Supplementary Appendix Table S1). Computer codes
are available online (https://github.com/Li-zhanchi/
VCUG.git).

Datasets
This retrospective study analyzed 2440 VCUG images
from the imaging archive, a retrospective, observational
study. Participants were recruited from January 2019 to
September 2022 and formed a consecutive series. The
raw VCUG images were collected for all patients with
reflux, regardless of indication, along with age at im-
aging, sex, indication for VCUG, and radiologist-
reported VUR grade.

Each abstracted image was taken at the peak of the
filling phase to reduce variability and ensure adequate
contrast for annotation.5 A total of 772 participants were
excluded because of poor image quality, excessive mal-
formation (e.g., cloacal m malformation, ectopic ureter,
and hypospadias), lack of anteroposterior view, or other
reasons (e.g., medical equipment obstructing the view,
www.thelancet.com Vol 69 March, 2024
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Fig. 1: Flowchart showing participant selection from the VCUG database.
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post-dextranomer hyaluronate acid, post-surgical
correction) (Fig. 1).

We used four independent hospitals’ VCUG datasets
as external testing cohorts to evaluate Deep-VCUG:
Puyang People’s Hospital, (Henan, China); Anhui Pro-
vincial Children’s Hospital (Anhui, China); The Chil-
dren’s Hospital of Guangxi Zhuang autonomous region,
(Guangxi, China); The Affiliated Hospital of Qingdao
University, (Shandong, China) and data are described in
Supplementary Appendix Table S2.

Image readings
The ground truth of VUR grade was analyzed using the
International Reflux Society classification criteria.9

Three clinicians’ experts were invited to identify the
ground truth of the internal and external datasets, which
included two pediatric urologists (M.W. and L.K.Z. each
with 10 years of experience reading VCUG radiographs,
respectively) and an associate chief physician of pediat-
ric radiology (W.J.T. with 20 years of experience in
reading VCUG radiographs.). Readers were blinded to
clinical information and other imaging results. Initial
training was performed by pediatric radiology (W.J.T.).
For the VUR grading readings, two pediatric urologists
(M.W. and L.K.Z) read all VCUG radiographs (including
internal and external datasets) independently. In cases
of agreement, these readings served as ground truth; in
cases of disagreement, readings were adjudicated by a
radiologist (W.J.T.) to establish ground truth.

Data processing
All VCUG images with the entire bladder and ureter
area were cropped and then scaled to size 512 × 512.
Then, all individual scans had been normalized to the
0∼1 interval by subtracting the mean value and dividing
www.thelancet.com Vol 69 March, 2024
by the variance. Finally, the training set was augmented
by random affine transformations with rotation, trans-
lation, scaling, and random perspective transformations.

Model architecture
In this study, a deep learningmodel calledDeep-VCUGwas
developed by combining deep convolutional neural
networks (CNNs) and ensemble learning. The model
architecture consists of two main parts (Fig. 2): The first
component is aVUR lateral classificationmodel,whichuses
the ResNet-101 architecture to identify the input VCUG
image as a unilateral or bilateral VUR. The second compo-
nent predicts VUR grade using an ensemble learning
method based on the unilateral or bilateral results of VUR
from the first component. The ensemble learning approach
involves training five weak models and combining their
predictions using the voting method to obtain a final result
(Detail described in Supplementary Method).

Model training
During model training, the networks were trained for 300
epochs by the Adam optimizer with a learning rate of
1 × 10−3, decaying by 0.1 after 90 for each epoch. All
models were trained using a GTX TITAN X with 12G and
used the Pytorch (Pytorch version 1.8, Python version 3.7).

Model performance and compares with other
models
In the internal and external testing sets, the perfor-
mance of Deep-VCUG model was compared with that of
the other models, which included MobilNetv2, Goo-
gLeNet, ResNet 101, DenseNet161, and EfficientNet-B0.
The receiver operating characteristic (ROC) curve
(AUC), accuracy, sensitivity, and specificity are used to
compare.
3
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Fig. 2: The multistep cascade experiment pathway of Deep-VCUG. (A) The process of classifying the lateral of the VUR. First, Image Pre-
processing (a). Second, classify the sides of the VUR using ResNet-101 (b). (B) The process of unilateral grading classifying images by ensemble
learning model (C) The process of bilateral grading classifying images by ensemble learning model. After obtaining the unilateral or bilateral
results of VUR, five classification models were trained and combined to obtain an advanced classification model. The final classification result
through the voting method.
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Clinicians’ performance with and without Deep-
VCUG assistance
To evaluate the efficacy of the Deep-VCUG model in the
clinical. VCUG images from external testing sets were
used to assess the radiologist’s performance of with and
without the Deep-VCUG assistance. Two radiologists
[with professional experience of 5 years (X.R.) and 10
years (C.H.F.), respectively] and two pediatric urologists
[(with professional experience of 6 years (G.B.W.) and
10 years (R.J.C), respectively)]] are invited. Only VCUG
images were available to four clinicians. First, four cli-
nicians assessed the grading of VUR on VCUG image
according to International Reflux Society classification
criteria.9 Then, they are performed to reassess VUR
grade based on the predicted probability of lesions
provided by Deep-VCUG. They could choose either not
to change or else to read just their first result. In addi-
tion, the agreement between all pairs of clinicians with
and without Deep-VCUG assistance was calculated us-
ing Cohen’s kappa value.

Visualization and application of DL model for
representative cases
For investigating the interpretability of the Deep-VCUG,
the network was visualized by applying the Gradient-
weighted Class Activation Mapping (Grad-CAM),10

which could produce a coarse localization map high-
lighting the import regions for classification target. In
addition, we have selected some representative cases to
demonstrate the visualization capabilities of the DL
model.

Statistical analysis
Continuous variables are recorded as appropriate
mean ± standard deviation (std) and categorical variables
are recorded as numbers and percentages. The perfor-
mance of all models used for the classification tasks was
assessed in terms of the area under the receiver oper-
ating characteristic curve (AUC), sensitivity, specificity,
F1-value, Precision, and accuracy. The DeLong test was
used to compare differences between AUCs. In contrast,
the Wilcoxon test was to compare the differences in
sensitivity, specificity, F1 score, precious, and accuracy.
Statistical analyses in this study were conducted using
the Python 3.8 programming language (https://www.
python.org/) with key libraries including “SciPy”
(https://www.scipy.org/), “scikit-learn” (https://scikit-
learn.org/), “matplotlib” (https://matplotlib.org/), and
other pertinent packages. A bilateral P value of less than
0.05 was deemed to indicate statistical significance.

Role of the funding source
The source of funding played no role in the design of
the study protocol, data collection, data analysis, data
interpretation, writing of the report, or the decision to
submit the manuscript for publication. The
www.thelancet.com Vol 69 March, 2024
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Results
Clinical characteristics
A total of 2440 VCUG images were identified in the
study period. Of these, 1668 VCUGs meeting eligibility
criteria (mean age, 41.57 ± 42.23 months; 927 males
(55.58%) and 741 females (44.42%)); The participants
were split by using split-sample validation into training,
validation, and internal testing sets of 60% (n = 1000),
30% (n = 500), and 10% (n = 168), respectively. In the
external testing set, participants were mean age of
23.13 ± 28.20 months; participants were 165 males
(58.93%) and 115 females (41.07%). Table 1 provides an
overview of participant characteristics.

Performance of the Deep-VCUG and compared with
subnetwork model
As shown in Fig. 3 and Table 2. In the internal test set,
for unilateral and bilateral VUR grade categorization, the
Deep-VCUG achieved AUCs of 0.940 (95% CI:
0.894–0.987) and 0.891 (95% CI: 0.816–0.945), sensitivity
of 0.940 (95% CI: 0.894–0.987) and 0.891 (95% CI:
0.816–0.945), and specificity of 0.940 (95% CI:
0.894–0.987) and 0.891 (95% CI: 0.816–0.945) respec-
tively. The AUC of Deep-VCUG was statistically higher
than other model (P＜ 0.05), except for Mobildenet_v2 of
unilateral VUR (P = 0.0786) and resnet 101 (P = 0.892)
and densenet161 (P = 0.1904) of bilateral VUR. In the
external testing set, for unilateral and bilateral VUR grade
categorization, the Deep-VCUG achieved AUCs of 0.944
(95% CI: 0.921–0.964) and 0.924 (95% CI: 0.887–0.957),
sensitivity of 0.807 (95% CI: 0.755–0.853) and 0.745 (95%
CI: 0.660–0.830), and specificity of 0.958 (95% CI:
Participant Characteristics Training Set (N = 1000) Validation Set (N

Age (month, mean ± SD)a 39.77 ± 41.74 (1–179) 41.98 ± 40.14 (1–

Sex

Male 538 (53.80%) 317 (63

Female 462 (46.20%) 183 (36

VUR Grading

Grade-0 251 (25.10%) 126 (25

Grade-1 105 (10.50%) 52 (10

Grade-2 47 (4.70%) 23 (4.6

Grade-3 101 (10.10%) 51 (10

Grade-4 172 (17.20%) 86 (17

Grade-5 161 (16.10%) 80 (16

Bilateral VUR 163 (16.30%) 82 (16

N = Number of VUCG images. Data are presented as n (%); SD = standard deviation. a

Table 1: Demographic Characteristics from the Data Sets from the VUCG Init
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0.946–0.970) and 0.808 (95% CI: 0.738–0.874), The AUCs
of Deep-VCUG was higher than other models, except for
MobileNetv2, GoogLeNet for unilateral VUR and Mobi-
leNetv2 for bilateral VUR. The AUCs of Deep-VCUG are
not statistically different (P > 0.05), except for Effi-
cientnet_B0 of unilateral VUR and GoogleNet, Resnet
101, and Efficientnet_B0 of bilateral VUR (P ＜ 0.05).
The detailed performance of the Deep-VCUG and other
models is summarized in Supplementary Appendix
Tables S2–S6.

Performance of the Deep-VCUG and comparison
with clinicians
The sensitivity and specificity points of the four clinicians
in the external testing sets are drawn on the same ROC
curve in (Fig. 4). (Fig. 5) are the confusion matrices that
Deep-VCUG mode and four clinicians in the external
testing data. For unilateral VUR (Table 3), the Deep-VCUG
model demonstrated an accuracy of 0.807, specificity of
0.958, precision of 0.827, sensitivity of 0.807, and F1 score
of 0.807. The AUC was 0.944 (95% CI: 0.921–0.964) which
was the highest in comparison to that of the four clinicians
(all P < 0.05). The AUCs of senior pediatric urologist and
senior radiologist [0.809 (95% CI: 0.750–0.821); 0.822
(95% CI: 0.766–0.840), respectively] were significantly
higher (P < 0.05) than that of junior pediatric urologist and
junior radiologist [0.722 (95% CI: 0.729–0.804); 0.798
(95% CI: 0.745–0.821), respectively]. Additionally, the
sensitivity and specificity of the DL model (0.807, 0.958)
were higher than four clinicians, but were non-
significantly different from that of two senior clinicians
(0.682 and 0.703 of sensitivity, 0.922 and 0.924 of speci-
ficity, respectively) and two junior clinicians (0.621 and
0.624 of sensitivity, 0.908 and 0.920 of specificity, respec-
tively) (P > 0.05).

For bilateral VUR (Table 3), the Deep-VCUG model
achieved an accuracy of 0.745, a precious of 0.766, a
specificity of 0.808, F1 score of 0.720. The AUC was
= 500) Internal test sets (N = 168) External Test Set (N = 280)

177) 51.1 ± 49.53 (1–180) 23.13 ± 28.20 (1–177)

.40%) 72 (42.86%) 165 (58.93%)

.60%) 96 (57.14%) 115 (41.07%)

.20%) 42 (25.00%) 40 (14.29%)

.40%) 18 (10.71%) 35 (12.50%)

0%) 9 (5.36%) 27 (9.64%)

.20%) 17 (10.21%) 36 (12.86%)

.20%) 29 (17.26%) 63 (22.50%)

.00%) 27 (16.07%) 32 (11.43%)

.40%) 27 (16.07%) 47 (16.79%)

Data are mean ± SD, with the range in parentheses.

iative and the external test set.
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Accuracy (95% CI) Precision (95% CI) Sensitivity (95% CI) F1 Score (95% CI) AUROC (95% CI) Specificity (95% CI)

Unilateral VUR grading (N = 374)

Internal testing set (N = 141)

Deep-VCUG 0.805 (0.738–0.866) 0.761 (0.688–0.841) 0.805 (0.738–0.866) 0.782 (0.710–0.851) 0.962 (0.943–0.978) 0.960 (0.941–0.975)

MobileNetv2 0.779 (0.711–0.846) 0.749 (0.683–0.828) 0.779 (0.711–0.846) 0.762 (0.695–0.832) 0.948 (0.920–0.972) 0.957 (0.941–0.972)

GoogLeNet 0.597 (0.523–0.671) 0.518 (0.417–0.633) 0.597 (0.523–0.671) 0.529 (0.438–0.618) 0.881 (0.845–0.914) 0.878 (0.856–0.900)

ResNet 101 0.738 (0.671–0.805) 0.729 (0.652–0.809) 0.738 (0.671–0.805) 0.731 (0.658–0.800) 0.931 (0.899–0.962) 0.951 (0.935–0.968)

DenseNet161 0.758 (0.691–0.826) 0.783 (0.724–0.850) 0.758 (0.691–0.826) 0.762 (0.693–0.826) 0.942 (0.916–0.967) 0.955 (0.938–0.970)

EfficientNet-B0 0.570 (0.483–0.644) 0.539 (0.438–0.656) 0.570 (0.483–0.644) 0.533 (0.444–0.616) 0.900 (0.868–0.928) 0.893 (0.871–0.915)

External testing set (N = 233)

Deep-VCUG 0.807 (0.755–0.858) 0.827 (0.788–0.873) 0.807 (0.755–0.858) 0.807 (0.756–0.858) 0.944 (0.921–0.964) 0.958 (0.946–0.970)

MobileNetv2 0.785 (0.734–0.837) 0.792 (0.747–0.845) 0.785 (0.734–0.837) 0.786 (0.734–0.838) 0.952 (0.933–0.968) 0.954 (0.942–0.965)

GoogLeNet 0.790 (0.734–0.841) 0.804 (0.760–0.852) 0.790 (0.734–0.841) 0.790 (0.736–0.839) 0.954 (0.935–0.971) 0.952 (0.938–0.964)

ResNet 101 0.764 (0.704–0.820) 0.782 (0.731–0.834) 0.764 (0.704–0.820) 0.765 (0.706–0.820) 0.933 (0.907–0.953) 0.950 (0.936–0.962)

DenseNet161 0.768 (0.717–0.820) 0.792 (0.751–0.839) 0.768 (0.717–0.820) 0.772 (0.718–0.823) 0.943 (0.924–0.963) 0.948 (0.934–0.961)

EfficientNet-B0 0.326 (0.266–0.391) 0.295 (0.234–0.368) 0.326 (0.266–0.391) 0.290 (0.231–0.356) 0.725 (0.684–0.768) 0.837 (0.806–0.863)

Bilateral VUR grading (N = 74)

Internal testing set (N = 27)

Deep-VCUG 0.796 (0.685–0.889) 0.833 (0.671–0.917) 0.796 (0.685–0.889) 0.775 (0.640–0.879) 0.960 (0.922–0.983) 0.936 (0.898–0.969)

MobileNetv2 0.741 (0.630–0.852) 0.782 (0.604–0.882) 0.741 (0.630–0.852) 0.720 (0.585–0.847) 0.936 (0.888–0.975) 0.911 (0.861–0.954)

GoogLeNet 0.741 (0.630–0.852) 0.766 (0.590–0.869) 0.741 (0.630–0.852) 0.716 (0.581–0.840) 0.932 (0.876–0.971) 0.912 (0.863–0.951)

ResNet 101 0.741 (0.611–0.852) 0.804 (0.647–0.886) 0.741 (0.611–0.852) 0.721 (0.583–0.847) 0.960 (0.925–0.984) 0.904 (0.851–0.950)

DenseNet161 0.778 (0.667–0.889) 0.795 (0.657–0.913) 0.778 (0.667–0.889) 0.762 (0.632–0.880) 0.943 (0.899–0.980) 0.946 (0.910–0.976)

EfficientNet-B0 0.667 (0.537–0.778) 0.679 (0.560–0.817) 0.667 (0.537–0.778) 0.656 (0.522–0.777) 0.919 (0.863–0.959) 0.893 (0.836–0.935)

External testing set (N = 47)

Deep-VCUG 0.745 (0.660–0.830) 0.766 (0.671–0.852) 0.745 (0.660–0.830) 0.720 (0.617–0.819) 0.924 (0.887–0.957) 0.808 (0.738–0.874)

MobileNetv2 0.723 (0.628–0.809) 0.740 (0.640–0.827) 0.723 (0.628–0.809) 0.699 (0.587–0.788) 0.930 (0.888–0.963) 0.799 (0.728–0.859)

GoogLeNet 0.628 (0.521–0.734) 0.646 (0.543–0.760) 0.628 (0.521–0.734) 0.616 (0.510–0.724) 0.878 (0.834–0.918) 0.787 (0.713–0.850)

ResNet 101 0.691 (0.606–0.777) 0.691 (0.592–0.791) 0.691 (0.606–0.777) 0.676 (0.577–0.773) 0.900 (0.858–0.937) 0.803 (0.728–0.864)

DenseNet161 0.670 (0.574–0.766) 0.688 (0.582–0.787) 0.670 (0.574–0.766) 0.639 (0.527–0.742) 0.916 (0.881–0.949) 0.769 (0.697–0.835)

EfficientNet-B0 0.489 (0.383–0.596) 0.511 (0.407–0.634) 0.489 (0.383–0.596) 0.493 (0.391–0.604) 0.843 (0.795–0.889) 0.730 (0.644–0.805)

Table 2: The performance of Deep-VCUG in the internal and external testing sets for unilateral and bilateral VUR grading.
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0.924 (95% CI: 0.887–0.957) which was the highest in
comparison to that of the four clinicians (all P < 0.05).
The AUC of senior pediatric urologist [0.796 (95% CI:
0.714–0.835)] was significantly higher (P < 0.05) than
that of junior pediatric urologist [0.732 (95% CI:
0.650–0.773)], senior radiologist [0.821 (95% CI:
(0.740–0.863)] was not significantly different
(P = 0.0578) than that of junior radiologist [0.783 (95%
CI: 0.701–0.821)]. Moreover, the sensitivity and speci-
ficity of the DL model (0.745, 0.808) were higher than
four clinicians, but were non-significantly different from
that of two senior clinicians (0.660 and 0.702 of sensi-
tivity, 0.859 and 0.862 of specificity, respectively) and
two junior clinicians (0.553 and 0.638 of sensitivity,
0.806 and 0.837 of specificity, respectively)) (P > 0.05).
Appendix Tables S4–S7 show the contrast P-value of
AUC, accuracy, sensitivity, and specificity.

Clinician’s performance with Deep-VCUG assistance
The detailed changes in each diagnostic index of four
clinicians with and without the aid of the Deep-VCUG
model are shown in Table 3. In the external test set,
except for the senior pediatric urologist who graded
bilateral VUR grading (P = 0.1815), the AUCs of
remaining clinicians for VUR grading were significantly
higher than the corresponding previous values (P < 0.05).
Furthermore, for unilateral and bilateral VUR grading,
the junior clinician’s average AUC improved by 0.053
and 0.054, and the senior clinician’s AUC improved by
0.051 and 0.029 on average. Moreover, the average
agreement among all clinicians with the assistance of the
Deep-VCUG for unilateral and bilateral VUR grading
increased from 0.06 to 0.17 and from 0.01 to 0.13,
respectively. Detailed results can be found in Fig. 6.

Model interpretation and visualization
To better understand whether the CNN focuses on the
suitable area, we employed class activation mapping
(CAM) to visualize the internal features of the neural
network. We found that the neural network focused on
the region of the ureter in grading VUR. These findings
indicate that the model learned to assess the correct
www.thelancet.com Vol 69 March, 2024
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Fig. 3: Performance of the Deep-VCUG model and other models in the internal and external testing set. (A) Unilateral VUR and (B) bilateral VUR
performance on the internal test set. (C) Unilateral VUR and (D) bilateral VUR performance on external data set.

Fig. 4: The performance of the Deep-VCUG and clinicians with and without the Deep-VCUG assist on the external testing set for unilateral (A)
and bilateral VUR grading (B). ROC, receiver operating characteristic; AUC, area under receiver operating characteristic curve; DL, Deep-VCUG
model; JPU, Junior Pediatric urologist; SPU, Senior Pediatric urologist; JR, Junior radiologist; SR, Senior radiologist.

Articles

www.thelancet.com Vol 69 March, 2024 7

www.thelancet.com/digital-health


Fig. 5: Confusion matrices of the Deep-VCUG model and four clinicians with and without Deep-VCUG assist in the external testing set. The color
depends on the number inside the square: the higher the number, the darker the color. DL, Deep-VCUG model; JPU, Junior Pediatric urologist;
SPU, Senior Pediatric urologist; JR, Junior radiologist; SR, Senior radiologist.
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features instead of learning image correlations. Patient
examples for the actual use of the established CNN
model are displayed in Fig. 7.
Discussion
In this study, we developed a Deep-VCUG model to
classify the grading of unilateral VUR from VCUG im-
ages. For unilateral VUR from VCUG images, the
model achieved AUCs of 0.962 and 0.944 in internal and
external testing sets, respectively. Similarly, the model
also performed well in classifying the grading of bilat-
eral VUR from VCUG images, with AUCs of 0.960 and
0.924 in internal and external testing sets. Moreover,
Deep-VCUG assisted can improve clinicians’ perfor-
mance. As far as we know, our study developed and
validated a deep learning approach for VUR grading on
a large multi-institutional cohort with high accuracy and
reliability efficiency, which can accurately predict VUR
grade and assist clinicians to improving the reliability.
www.thelancet.com Vol 69 March, 2024
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Accuracy (95% CI) Precision (95% CI) Sensitivity (95% CI) F1 Score (95% CI) AUROC (95% CI) Specificity (95% CI)

Unilateral VUR (N = 233)

DL 0.807 (0.755–0.858) 0.827 (0.788–0.873) 0.807 (0.755–0.858) 0.807 (0.756–0.858) 0.944 (0.921–0.964) 0.958 (0.946–0.970)

JPU 0.621 (0.588–0.708) 0.631 (0.610–0.732) 0.621 (0.588–0.708) 0.620 (0.595–0.715) 0.772a (0.729–0.804) 0.908 (0.913–0.944)

SPU 0.682 (0.635–0.747) 0.690 (0.662–0.770) 0.682 (0.635–0.747) 0.683 (0.644–0.753) 0.809a (0.758–0.829) 0.922 (0.922–0.951)

JR 0.664 (0.614–0.734) 0.676 (0.633–0.754) 0.664 (0.614–0.734) 0.665 (0.618–0.740) 0.798a (0.745–0.821) 0.920 (0.920–0.951)

SR 0.703 (0.648–0.764) 0.700 (0.655–0.768) 0.703 (0.648–0.764) 0.700 (0.649–0.762) 0.822a (0.766–0.840) 0.924 (0.922–0.952)

JPU + DL 0.691 (0.657–0.773) 0.691 (0.673–0.784) 0.691 (0.657–0.773) 0.689 (0.659–0.773) 0.815a (0.771–0.846) 0.919 (0.921–0.954)

SPU + DL 0.746 (0.717–0.824) 0.751 (0.728–0.833) 0.746 (0.717–0.824) 0.745 (0.720–0.825) 0.848a (0.810–0.880) 0.934 (0.936–0.964)

JR + DL 0.771 (0.734–0.837) 0.770 (0.738–0.842) 0.771 (0.734–0.837) 0.768 (0.731–0.837) 0.862a (0.821–0.888) 0.938 (0.939–0.965)

SR + DL 0.810 (0.777–0.880) 0.809 (0.785–0.884) 0.810 (0.777–0.880) 0.809 (0.778–0.880) 0.886a (0.849–0.917) 0.951 (0.952–0.976)

Bilateral VUR (N = 47)

DL 0.745 (0.660–0.830) 0.766 (0.671–0.852) 0.745 (0.660–0.830) 0.720 (0.617–0.819) 0.924 (0.887–0.957) 0.808 (0.738–0.874)

JPU 0.553 (0.457–0.660) 0.681 (0.610–0.770) 0.553 (0.457–0.660) 0.540 (0.435–0.659) 0.732a (0.650–0.773) 0.806 (0.749–0.861)

SPU 0.660 (0.564–0.755) 0.744 (0.660–0.829) 0.660 (0.564–0.755) 0.661 (0.559–0.760) 0.796a (0.714–0.835) 0.859 (0.802–0.902)

JR 0.638 (0.543–0.734) 0.733 (0.660–0.820) 0.638 (0.543–0.734) 0.648 (0.554–0.748) 0.783a (0.701–0.821) 0.837 (0.772–0.890)

SR 0.702 (0.606–0.798) 0.778 (0.716–0.854) 0.702 (0.606–0.798) 0.709 (0.615–0.802) 0.821a (0.740–0.863) 0.862 (0.803–0.913)

JPU + DL 0.638 (0.543–0.734) 0.742 (0.677–0.823) 0.638 (0.543–0.734) 0.638 (0.538–0.745) 0.783a (0.701–0.821) 0.841 (0.779–0.895)

SPU + DL 0.691 (0.606–0.787) 0.764 (0.690–0.853) 0.691 (0.606–0.787) 0.698 (0.611–0.794) 0.815a (0.740–0.856) 0.872 (0.819–0.922)

JR + DL 0.734 (0.638–0.819) 0.789 (0.725–0.863) 0.734 (0.638–0.819) 0.742 (0.653–0.828) 0.840a (0.760–0.877) 0.871 (0.816–0.922)

SR + DL 0.766 (0.670–0.840) 0.813 (0.745–0.884) 0.766 (0.670–0.840) 0.775 (0.686–0.854) 0.860a (0.780–0.891) 0.888 (0.830–0.938)

Abbreviations: JPU, Junior Pediatric urologist; SPU, Senior Pediatric urologist; JR, Junior radiologist; SR, Senior radiologist; DL, Deep-VCUG model. aThe differences between clinicians and DL model, and the
differences among clinicians were compared, P values were calculated. Detailed results are presented in Appendix Tables S7–S18; P < 0.05, Significant difference with the DL model.

Table 3: The performance of Deep-VCUG, clinicians alone, and Deep-VCUG-assisted clinicians in external dataset.

Fig. 6: The agreement degree of pairs of clinicians without and with Deep-VCUG assistance of unilateral VUR (A, B) and bilateral VUR (C, D) in
the external testing set.
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Fig. 7: Patient instances for the visualization and application of the Deep-VCUG model. A, B, C, is the VCUG image, and, D, E, F, is the heat map
of the ureter (red indicating higher activation, blue indicating lower activation). The heat maps show that the neural network focused on the
region of the ureter for its assessment (arrows).
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Previous studies found the inter-rater reliabilities of
the VUR grade are very low, with an agreement as low
as 60%.5 In order to improve accuracy of VUR grade,
several quantitative metrics have been reported to
correlate with VUR, including the distal ureteral
diameter ratio (UDR),11 vesicoureteral reflux Index,12

sectional area ratio (SAR),13 renal pelvis dilatation
(RPD).14 Adree Khondker et al6 developed a machine
learning-based model, qVUR, that enables users to
determine many of these metrics (such as the ureter-
opelvic junction (UPJ) width, ureterovesical junction
(UVJ) width, maximum ureter width, and tortuosity of
the ureter) from an uploaded image of a VCUG and
utilize a random forest classifier was trained to
distinguish between low and high grade VUR. Then, in
a large pediatric population from multiple institutions,
Adree Khondker et al5 further demonstrate that qVUR
could improve reliability for vesicoureteral reflux
grading using ureteral tortuosity and dilatation on
voiding cystourethrograms. However, this can only
identify grade 2 to grade 5 of VUR and these features
manually marked is a tedious and time-consuming
task. One of the main advantages of CNN is that the
features used by the model are learned automatically
from the data, rather than being hand-selected by the
researcher. Therefore, we developed a multitask
www.thelancet.com Vol 69 March, 2024
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learning model, Deep-VCUG, to automatically grade
VUR based on a single VCUG image without marking
these features.

Our study had several advances compared with the
previous study. Firstly, we combined CNNs and
ensemble learning to develop a Deep-VCUG model for
the grade of VUR from VCUG image to achieve
grading reliabilities. Previous, Yesim et al8 first pro-
posed a hybrid-based Minimum Redundancy
Maximum Relevance (mRMR) using the CNN model
for the grading of VUR on VCUG images. Of note, use
a single CNN for classification, which has limited
feature recognition ability. The ensemble learning
method combines multiple models to make joint de-
cisions, prediction accuracy will be improved than a
single CNN.15 The voting-ensemble method is a type of
computational ensemble method for combining pre-
dictions from various sub-models. So, we developed a
voting ensemble method that used majority voting to
integrate the prediction results of the five individual
models, each of which was built on the optimal feature
combinations. The sub-model prediction results are
statistically compared and analyzed, we found that
Deep-VUCG with the highest prediction accuracy than
clinicians and five other CNNs in the internal and
external test sets.

Second VUR is classified into unilateral or bilateral
according to the affected side.16 Bilateral VUR is often
associated with secondary reflux, such as neurogenic
bladder or posterior urethral valves. Previous studies
have focused on unilateral VUR grading and the grading
of bilateral reflux requires manually split sides. How-
ever, the evaluation of each side is a simple and objec-
tive problem for the clinician. If the DL models could
directly output the reflux grading results for each side
for bilateral VUR, it could enhance its clinical
applicability.

Third, for unilateral and bilateral VUR grade, the
Deep-VCUG model demonstrated a higher classification
performance compared to two senior clinicians and two
junior clinicians in the internal and external test sets.
The senior clinicians outperformed the two junior cli-
nicians in the external test sets. We have combined the
grading of clinician experts with that of the deep
learning model. With such combined, the AUC, sensi-
tivity, specificity, accuracy, and agreement of clinicians
were improved. These findings suggest that Deep-
VCUG have good performance and under the Deep
-VCUG model assist could improve the performance of
clinician in clinical.

Fourth, we employed class activation mapping (CAM)
to visualize the internal features of the neural network.
CAM can help us understand whether the CNN focuses
on the suitable area by generating a rough heatmap. In
our study, Deep-VCUG focuses on the ureter area indi-
cating that the model learned to assess the correct fea-
tures instead of learning image correlations.
www.thelancet.com Vol 69 March, 2024
There are some limitations to this study. First, ground
truth was obtained from expert readings. Although expert
reading is the best standard of reference for many appli-
cations, they might contain variability. Second, the DL
model only used a single picture which taken at the peak
of the filling phase for its assessment, even though in
clinical practice additional phase images for VUR evalua-
tion, such as quiescent period, filling period, and urination
period during VCUG. The next task is to combine these
additional phase images for multimodal. Third, the DL
models with “black box” problems. We visualize and
interpret our model using Grad-CAM to clarify the focus
of model, alleviating the “black-box” problem of DL
models. Fourth, there are additional parameters are not
controlled when using a single image of the entire VCUG,
such as overlying bowel gas, medical devices, and patient
positioning. Five, our study does not include prospective
other important clinical data, such as age, gender, urinary
tract infection occurrence, and renal scarring. This is the
next important area of our future study.

In conclusion, the Deep-VCUG model was able to
predict unilateral or bilateral VUR grading with highly
objective, reliability and would improve the accuracy and
agreement of the clinical with the help of this model.
Therefore, use of this model is practical and feasible and
has broad application prospects in clinical practice.
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