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Abstract

Dynamic changes in microbial communities play an important role in human health and dis-

ease. Specifically, deciphering how microbial species in a community interact with each

other and their environment can elucidate mechanisms of disease, a problem typically

investigated using tools from community ecology. Yet, such methods require measurements

of absolute densities, whereas typical datasets only provide estimates of relative abun-

dances. Here, we systematically investigate models of microbial dynamics in the simplex of

relative abundances. We derive a new nonlinear dynamical system for microbial dynamics,

termed “compositional” Lotka-Volterra (cLV), unifying approaches using generalized Lotka-

Volterra (gLV) equations from community ecology and compositional data analysis. On

three real datasets, we demonstrate that cLV recapitulates interactions between relative

abundances implied by gLV. Moreover, we show that cLV is as accurate as gLV in forecast-

ing microbial trajectories in terms of relative abundances. We further compare cLV to two

other models of relative abundance dynamics motivated by common assumptions in the lit-

erature—a linear model in a log-ratio transformed space, and a linear model in the space of

relative abundances—and provide evidence that cLV more accurately describes community

trajectories over time. Finally, we investigate when information about direct effects can be

recovered from relative data that naively provide information about only indirect effects. Our

results suggest that strong effects may be recoverable from relative data, but more subtle

effects are challenging to identify.

Author summary

Dynamic changes in microbial communities play an important role in human health and

disease. Specifically, deciphering how microbial species in a community interact with
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each other and their environment can elucidate mechanisms of disease, a problem typi-

cally investigated using tools from community ecology. Yet, such methods require mea-

surements of absolute densities, whereas typical only provide estimates of relative

abundances. We investigate methods for describing microbial dynamics in terms of rela-

tive abundances using approaches from machine learning and dynamical systems. Across

three real datasets, we show that relative abundances are sufficient to describe composi-

tional dynamics. Additionally, we show that models trained on relative abundances alone

predict future compositions as well models trained on absolute abundances. Finally, we

provide criteria for when direct effects, which typically can only be learned from absolute

abundances, are recoverable for relative data. As a proof of concept, we recapitulate a pre-

viously proposed interaction network for C. difficile colonization.

Introduction

The completion of the second phase of the Human Microbiome Project has highlighted the

relationship between dynamic changes in the microbiome and disease [1]. Temporal changes

in the vaginal microbiome during pregnancy, for example, are associated with increased risk

for preterm birth [2], and the intestinal microbiome of individuals with inflammatory bowel

disease undergoes large-scale changes during active and inactive periods of the disease [3].

Changes to the intestinal microbiome are also predictive of treatment outcomes. In hospital-

ized patients the intestinal microbiome provides resistance to pathogenic bacteria, and deple-

tion of the community in response to antibiotics increases risk of infection [4, 5]. Moreover,

some treatments for disease are mediated through the intestinal microbiome itself [6]. Conse-

quently, recent research has focused on temporal modeling of the microbiome with the aim of

understanding the etiology of disease, predicting patient outcomes for personalized medicine,

and elucidation of microbe-microbe or host-microbiome interactions [5, 7, 8]. Yet, the gut

microbiome is a complex ecosystem, making realization of these goals a challenging task.

Approaches to modeling microbial dynamics originate across different domains with differ-

ent goals (e.g. community ecology, applied statistics, and compositional data analysis), and the

field has yet to converge on a standard methodology for time-series modeling. For instance,

traditional approaches based in community ecology describe temporal dynamics using gener-

alized Lotka-Volterra (gLV) differential equations (e.g. [7–10]): a system of nonlinear differen-

tial equations modeling competitive and cooperative interactions, extended to include external

perturbations by Stein et al. [7]. Such models have been shown to accurately predict commu-

nity dynamics [7, 10]. However, gLV-based models describe dynamics in terms of absolute

densities of taxa. Estimating model parameters requires measurements of community size—

either from quantitative PCR, spiked-in samples of known concentrations, fluorescence-acti-

vated cell sorting, or other cell counting methods—in addition to sequencing counts of constit-

uent taxa [11]. While measurements of community size are often required to infer direct

interactions and effects, they are often unavailable.

In parallel, there has been an increasing appreciation for the compositional nature of many

microbial datasets [12–15], motivating research that explores the boundaries of inference from

sequencing counts alone (e.g. [16–18]). Sequencing counts only contain noisy information

about the relative abundances of community members: the total number of sequencing reads is

independent of the size of the community. Approaches to time-series modeling from relative

abundances generally fall in to two categories: linear models using relative abundances, and lin-

ear models using a compositional data transformation. For the former, McGeachie et al. [19]
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and Gibbons et al. [20] model relative abundance trajectories as linear combinations of previous

time points and external effects. However, these methods implicitly ignore the constraint that

relative abundances must sum to one and are therefore negatively correlated, making parameter

estimates difficult to interpret. Li et al. [34] suggest addressing this by inference of the latent

overall biomass. Alternatively, Shenhav et al. [21] suggested a linear mixed model with variance

components, while representing the previous state microbial community using its quantiles

instead of relative abundances. Yet, binning taxa into quantiles may lose fine-grained informa-

tion about interactions. Indeed, correctly modeling relative abundance data is challenging

because the data is in a constrained space (the simplex, where relative abundances must sum to

one), which can lead to spurious associations if standard statistical tools are applied directly [14].

A promising alternative uses methods from compositional data analysis [22, 23], a branch

of statistics devoted to the analysis of simplex-valued data. Techniques from compositional

data analysis alleviate problems of working in the simplex by transforming data from a con-

strained space to an unconstrained one with orthogonal coordinates and statistically indepen-

dent components. Specifically, relative abundances are transformed to log-ratios using a

compositional data transformation, such as the isometric log-ratio transformation [24] or

additive log-ratio transformation [22]. For example, Silverman et al. [25] combine a phyloge-

netically motivated log-ratio transformation (PhyILR, [18]) with dynamic linear models to

describe microbial dynamics. Äijö et al. [26] similarly provide a correction for sequencing

noise by using a Gaussian process model to parameterize a multinomial distribution on

sequencing counts, thereby providing a statistical correction for zero-inflation and over-dis-

persion common to microbial datasets. Their model implicitly describes dynamics in an addi-

tive log-ratio transformed space. Alternatively, Jarauta and Egozcue [27] investigate predator-

prey interactions using simplical linear differential equations coupled with separate equations

for community size. Their approach, however, is restricted to oscillatory behavior of competi-

tive interactions between two-species. Nonetheless, much remains unknown about the compo-

sitional dynamics of the microbiome, and few studies compare these diverse approaches on

equal footing.

In this paper, we investigate models of microbial dynamics in the simplex. As a guiding

principle, we derive a new dynamical system for simplex-valued data from the generalized

Lotka-Volterra equations, which we term “compositional” Lotka-Volterra (cLV), synthesizing

approaches from community ecology and compositional data analysis. On three real datasets,

we show that the parameters of cLV recapitulate interactions in the simplex implied by gLV.

Moreover, we show that cLV is as accurate as gLV in forecasting microbial trajectories in

terms of relative abundances, suggesting that estimated concentrations are unnecessary for

predicting community trajectories in terms of relative abundances. We further compare cLV

to two other models of relative abundance dynamics: a linear models under the additive log-

ratio transformation, and a linear on relative abundances. We provide evidence that cLV better

describes community dynamics than linear models, suggesting that nonlinear models are

important for accurately describing community dynamics in the simplex. Finally, we investi-

gate when direct effects can be recovered from relative data. We provide a proof-of-concept

demonstration where we recapitulate a proposed interaction network with C. difficle inferred

using absolute densities.

Results

Motivation

Our motivation for this work is three-fold. First, gLV has a strong theoretical foundation in

community ecology and dynamical systems theory, and has been shown to accurately describe
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community dynamics of the microbiome. However, gLV models absolute abundances, and we

would like to extend the model to relative abundances. Second, approaches from composi-

tional data analysis have highlighted the benefits—both statistical and practical—of

transforming constrained relative abundances to an unconstrained space using a log-ratio

transformation. Thus, we would like to express microbial dynamics under such a transforma-

tion. Third, several models for the dynamics of relative abundances exist in the literature, most

of which are linear models using relative abundances or linear models in a transformed space.

Yet if we believe gLV, a nonlinear model, then linear models will fail to accurately describe

community dynamics and predict community changes. Hence, we want to compare linear and

nonlinear models. We emphasize that directly applying gLV to relative abundances lacks

mathematical justification. Specifically, gLV models the change in the absolute abundance of

each taxon over time, whereas the appropriate model for relative abundances derived from

gLV results in equations that depend on total community size. This means an approximation

is required. In the following sections we develop such an approximate model, devise a method

to infer its parameters, and explain its correspondence with gLV.

Compositional Lotka-Volterra

The gLV equations describe the dynamics of microbial taxa in terms of their concentration or

density, i.e., number of cells per unit of volume. We standardly denote by xi(t) the concentra-

tion of taxon i at time t for the chosen scale for i = 1, . . ., D, and let up(t) be an indicator vari-

able describing presence or absence of external perturbation p at time t for p = 1, . . ., P. These

equations thus state that the change in concentration of xi(t) is determined by a taxon specific

growth rate gi, interactions between taxa Aij, and the effect of each external perturbation p on

each taxon i, Bip. Specifically, gLV-based models use the following set of nonlinear (Riccati)

differential equations:

8i ¼ 1; . . . ;D :
d
dt

xiðtÞ ¼ xiðtÞ gi þ
XD

j¼1

AijxjðtÞ þ
XP

p¼1

BipupðtÞ

 !

: ð1Þ

Assuming xi(t)>0, equivalent equations describe compositional dynamics under the addi-

tive log-ratio transformation:

8i ¼ 1; . . . ;D :
d
dt

log xiðtÞ ¼ gi þ
XD

j¼1

AijxjðtÞ þ
XP

p¼1

BipupðtÞ ð2Þ

Define NðtÞ ¼
PD

j¼1
xjðtÞ and piðtÞ ¼

xiðtÞ
NðtÞ. Then, using the additive log ratio (alr) transfor-

mation

d
dt

log
piðtÞ
pDðtÞ

� �

¼ ðgi � gDÞ
zfflfflfflfflffl}|fflfflfflfflffl{

�g i

þ
XD

j¼1

ðAij � ADjÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{

�Aij

xjðtÞ þ
XP

p¼1

ðBip � BDpÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{

�Bip

upðtÞ ð3Þ

¼ �g i þ
XD

j¼1

NðtÞ�AijpjðtÞ þ
XP

p¼1

�BipupðtÞ ð4Þ

The volume scale of xi(t) is arbitrary (it is defined when a measurement is taken and can be

rescaled), so without loss of generality we pick a scale such that the mean community size is 1
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(i.e. E½NðtÞ� ¼ 1). Hence

d
dt

log
piðtÞ
pDðtÞ

� �

� �g i þ
XD

j¼1

�AijpjðtÞ þ
XP

p¼1

�BipupðtÞ ¼: fiðtÞ ð5Þ

The terms �g i,
�Aij, and �Bil now describe relative (to the denominator) growth rates, relative

interactions, and relative external effects respectively.

The additive log-ratio transformation makes explicit that model parameters describe

changes ratios of taxa, the only information provided by relative abundances. Growth rates,

interactions, and external perturbations can all be reasoned about through their effect on the

log ratio between pairs of taxa. While the choice of denominator in the additive log-ratio trans-

form was arbitrary, knowledge of the parameters for one choice of denominator provides

information about how the ratios of all pairs of taxa change (see S1A Appendix). This means

that if we are interested in the ratio of two particular taxa, we only need to learn model param-

eters once, then transform the system to the appropriate parameters.

We refer to Eq 5 as “compositional” Lotka-Volterra (cLV). Notably, solving for d
dt pi (see

S1B Appendix) gives

8i ¼ 1; . . . ;D � 1 :
d
dt
piðtÞ ¼ piðtÞ fiðtÞ � �f ðtÞ

� �
ð6Þ

where

�f ðtÞ≔
XD� 1

k¼1

pkðtÞfkðtÞ ð7Þ

The first set of terms of Eq 6, πi(t)fi(t), correspond to gLV on relative abundances, while the

second set of terms � piðtÞ�f ðtÞ serve as a “compositional correction:” a correction to the

dynamics of πi(t) due to constraint that the πi(t) must sum to one. Fig 1 depicts examples of

the phase space for compositional Lotka-Volterra.

There are several remarks to make about this derivation in light of our motivation:

• cLV is an approximation to gLV when the variance in community size,

VarðNðtÞÞ ¼ E½ðNðtÞ � 1Þ
2
�, is low. Then, the parameters of cLV approximately correspond

to differences in parameters of gLV. For example, the interaction term �Aij ¼ Aij � ADj is the

absolute interaction between taxon i and taxon j minus the effect of the denominator D on

taxon j. We suggest that a useful metric for determining when the parameters correspond is

a type of “signal-to-noise” ratio for community size. Specifically,

SNR ¼
E½NðtÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðNðtÞÞ

p ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðNðtÞÞ

p

Thus, “noise” will dominate the “signal” when Var(N(t)) > 1 and parameter estimates will

diverge. We provide empirical evidence for this claim in the section Correspondence with

the parameters of gLV.

• While cLV is an approximation to gLV, the two models are distinct. Mathematically, Eq 5

defines its own stand-alone dynamical system. It is therefore interesting to investigate which

of these models more accurately describes relative abundance dynamics, and whether other

models of relative abundance dynamics are potentially better. We focus on this question in

the section Model comparison.
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• The correspondence between the parameters of cLV and gLV gives mathematical criteria for

which absolute terms are recoverable from relative data. For interactions specifically, if the

magnitude of the interaction Aij is larger than the magnitude of the interaction ADj, then

cLV will recapitulate the sign of the absolute interaction. This also suggests that the appropri-

ate choice of denominator for the alr is one where the taxon πD is approximately log constant

over time. We investigate this in the section Interpreting model parameters.

We note that our derivation using the alr transformation is easily extended to other compo-

sitional data transformations, since the alr can be expressed as a linear transformation of the

centered log-ratio transformation and of the isometric log-ratio transformation [24]. We

derive the this transformation in S1C Appendix. This opens the door for other domain-specific

data transformations, such as the phylogenetic isometric log-ratio transformation [18]. Addi-

tionally, taking the alr (or other) transformation has the benefit of expressing the system as an

affine function of relative abundances, making it amenable to fast parameter inference proce-

dures using least squares.

Fig 1. Example phase spaces and trajectories for compositional Lotka-Volterra. The top row displays examples using the additive log-ratio

transformation for three taxa. The bottom row displays examples in relative-abundance space corresponding to the examples in the top row. Arrows

display the direction of the gradient, while the colors display its magnitude (lighter is smaller). A) Phase space where dynamics depend on relative

growth rates alone. B) Phase space where dynamics depend on growth rates and interactions. The black dot denotes a fixed point. The solid line depicts

a simulated trajectory, where an external perturbation (red line) moves the system away from the fixed point. C) Alternate view of the example in B. The

red arrow denotes an external perturbation causing the system to move away from the fixed point. D) Phase space in the simplex corresponding to A.

Black dots denote fixed points and only occur on the corners. E) Phase space in the simplex corresponding to B. Black dots denote six possible fixed

points. The line displays the same simulated trajectory as B. F) Simulation example corresponding to B depicted as relative abundances. An external

perturbation at time point 50 causes the system to move away from the fixed point in the interior of the simplex toward one at the boundary.

https://doi.org/10.1371/journal.pcbi.1007917.g001
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Parameter inference

To examine each remark of our derivation we need to infer model parameters on real data.

Thus, we first investigated methods for parameter inference. The challenge in inferring model

parameters is that the number of parameters often greatly outnumbers the sample size. There-

fore some form of regularization is required to avoid overfitting. Previous work on inferring

parameters of gLV used ridge regression [7] for regularization, and pseudo-counts to address

sequencing noise and zeros. Later work by Bucci et al. [10] included more sophisticated meth-

odologies for modeling sequencing noise, however the form of our model (Eq 6) does not

allow us to readily apply these methods. We therefore chose to focus on two standard

approaches to regularization: ridge regression [28] and elastic net [29].

We evaluated each method by simulating data under cLV, varying sample size, sequencing

depth, and frequency of longitudinal samples (see Methods). Performance was measured

using three metrics: root-mean-square-error (RMSE) between estimated and ground truth

interactions, RMSE between estimated and ground truth growth rates, and prediction of

unseen held out trajectories from initial conditions. As a baseline, we evaluated both models

using simulations with and without sequencing noise. Importantly, the choice of denominator

for our simulations was arbitrary.

In our simulations without sequencing noise, elastic net regularization outperformed ridge

regression, particularly at low sample sizes (Fig 2). With the introduction of sequencing noise

the performance difference between models was negligible (S1 Fig). Since elastic net regulari-

zation outperformed ridge regression on the simulations without sequencing noise, and

because elastic net regularization includes ridge regression as a special case, we choose to focus

on elastic net regularization for the remaining simulations.

Simulations investigating sequencing depth demonstrated no noticeable gain in estimation

accuracy beyond a depth of 10000 sequencing reads (S2 Fig). Nonetheless, accuracy was poorer

than the simulations without sequencing noise. Simulations investigating temporal density

revealed that sample size was more important than density in time. At smaller sample sizes (5

and 10 samples), predictive performance on hold out trajectories started decline when the

time between samples was approximately 4 days apart (S3 Fig). At larger sample sizes, we

observed little difference in ability to estimate model parameters or predictive accuracy.

Fig 2. Comparison of performance between ridge regression and elastic net. Performance was evaluated on simulated ground truth using three

metrics: root-mean-square error (RMSE) between true and estimated interactions, RMSE between true and estimated growth rates, and RMSE between

true and estimated hold out trajectories for 5 samples per simulation replicate. Box plots describe the distribution in RMSE over 50 simulation

replications. Significance is computed using the Wilcoxon signed-rank test (����: p< 10−4; ���:p< 10−3; ��: p< 10−2; �: p< 0.05; ns: not significant).

https://doi.org/10.1371/journal.pcbi.1007917.g002
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We also performed simulations to evaluate how choice of denominator affected parameter

inference. In particular, we wanted to ensure that different choices of denominator do not

affect quality of inference. To do this, we simulated data under one choice of denominator,

performed inference with each taxon in the denominator, and computed the RMSE between

inferred parameters and simulation parameters transformed to the appropriate denominator

(see S1A Appendix). Quality of inference was assessed by computing the variance in RMSE of

parameter estimates. A low variance suggests that inference is robust to choice of denomina-

tor. S4 Fig displays box plots of the variance in RMSE across 20 simulation replicates. Notably,

in all cases the variance in estimates was low, particularly when assessing predictive perfor-

mance. We note that in our simulations we enforced constraints that each taxon existed at

each time point, and that its mean abundance across observations was greater than 0.001.

Thus, our results suggest so long as these criteria hold parameter estimates and prediction abil-

ity are robust to choice of denominator.

Correspondence with the parameters of gLV

We remarked that the parameters of cLV approximate differences between parameters of gLV,

and that the strength of this approximation depends on variability of community size. There-

fore, we next empirically investigated how well the approximation holds on three real datasets.

Close correspondence between parameters suggests that relative interactions learned by cLV

are representative of the true underlying relative interactions between taxa (if we treat gLV as

the ground truth). Moreover, if this correspondence holds, it is suggestive of when absolute

interactions are recoverable from relative data, which we examine in the section Interpreting

model parameters.

We used three real datasets of mouse models (Table 1) that measured community density

of the gut microbiome, giving estimates of both relative abundances and bacterial concentra-

tions. The “Antibiotic” dataset consisted of 3 populations of mice (9 mice total) used to study

susceptibility to C. difficle infection following administration of antibiotics. The “Diet” dataset

included 7 mice: 5 mice were fed from a high-fiber diet, switched to a low-fiber diet, then

returned to the high-fiber diet. The remaining mice were fed the high-fiber diet. In the “C.
diff” dataset, 5 gnobiotic mice were orally gavaged with a bacterial mixture and subjected to a

C. difficle challenge after 28 days. Administration of antibiotics, change in diet, and introduc-

tion of C. difficle were treated as external perturbations (in addition to including C. difficle as a

taxon in the C. diff dataset). The C. diff dataset and Antibiotic dataset combined 16S sequenc-

ing with qPCR to estimate relative abundances and community size separately, while the Diet

dataset used qPCR for individual taxa to measure concentrations. Thus, the Antibiotic, Diet,

and C. diff datasets display a wide range of dynamics, from strong community shifts due to

antibiotics, to relatively stable dynamics.

Table 1. Description of the three real datasets investigated.

Name Sample Size Description

Antibiotic 9 mice (77 total

obs)

Antibiotic treated mice [7, 30]. Data collected using 16S rDNA sequencing and

qPCR for biomass quantification.

Diet 7 mice (330 total

obs)

High-fiber to low-fiber diet and back [10]. Data collected using qPCR with taxon

specific primers.

C. diff 5 mice (130 total

obs)

C. difficle challenge after 28 days [10]. Data collected using 16S rDNA sequencing

and qPCR for biomass quantification.

Sample sizes are listed along with the total number of observations across samples.

https://doi.org/10.1371/journal.pcbi.1007917.t001
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We trained cLV on relative abundances, and gLV on rescaled concentrations. We rescaled

observed concentrations such that the average community size, N(t), was 1 across observed

samples. We note that this only rescales parameter estimates, and results in no loss of general-

ity. Variance in N(t) across samples is an estimator for variance in community size. For this

particular task, we chose to use ridge regression since elastic net may choose to zero out differ-

ent parameters for each model, making direct comparison challenging.

We observed a strong correspondence between the relative parameters estimated using cLV

and parameters from gLV (Fig 3). As expected, the strength of the correlation between param-

eter estimates corresponded with the observed variability in community size (Var(N(t))). The

strongest correlation was observed on the Diet dataset (Pearson r = 0.96 for interactions,

r = 0.993 for external effects, r = 0.909 for growth rates), where the size of the community

remained stable (estimated Var(N(t)) = 0.055), while the weakest correlation was observed on

the Antibiotic dataset (Pearson r = 0.808 for interactions, r = 0.995 for external effects, r =

−0.141 for growh rates), where community size fluctuated rapidly after antibiotic administra-

tion (estimated Var(N(t)) = 1.10). Nonetheless, correspondence between interactions and

external effects was strong among the three datasets we explored.

Model comparison

cLV and gLV describe dynamics over time with respect to difference spaces. cLV describes rel-

ative abundances, while gLV describes absolute abundances. Additionally, there have been sev-

eral other models of relative abundance dynamics proposed in the literature. A natural

question is therefore: which model better describes trajectories of relative abundances? We

thus compared cLV to gLV, and to two other models similar to others proposed in the litera-

ture:

ALR
d
dt
ZiðtÞ ¼ �g i þ

XD� 1

j¼1

�AijZjðtÞ þ
XP

p¼1

�BipuðtÞ ð8Þ

linear
d
dt
piðtÞ ¼ gi þ

XD

j¼1

AijpjðtÞ þ
XP

p¼1

BipuðtÞ ð9Þ

where ηi(t) = log(πi(t)/πD(t)), the additive log-ratio transformation. The first model (ALR) is a

linear model under the additive log-ratio transformation. The second model (linear) is a linear

model in relative abundances. We further compared cLV to gLV in two ways: inferring param-

eters on estimated concentrations (gLVabs), and inferring parameters on estimated relative

abundances (gLVrel). The latter is equivalent to assuming constant community size. Table 2

displays the number of parameters of each model.

We evaluated models based on a measure of generalization performance, or the ability to

predict unseen data. Generalization performance metrics inherently penalize models that

overfit, or use parameters to fit noise in data rather than model actual signal. These metrics

allow for principled comparison of models with different structures or numbers of parameters.

In our case, we used a metric that evaluated predicted trajectories on held out test data via

leave-one-out cross validation. That is, for each dataset we held out one time-series in turn,

and trained models on the remaining data.

We further fit each model using elastic net to avoid differences in performance due to dif-

ferent inference procedures. Specifically, we wanted to avoid a scenario where one model out-

performed the others because it used a better inference procedure. Performance was evaluated

by computing the RMSE between the held-out ground truth and predicted trajectories. As a
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Fig 3. Correspondence between relative parameters estimated using gLV and cLV on three datasets. Each box plot displays the

distribution of observed community size (i.e. N(t)) across all samples, rescaled such that E½NðtÞ� ¼ 1. Scatter plots display the relative

parameters estimated by cLV (y-axis), and the corresponding difference in parameters of gLV (x-axis). cLV better approximates

interactions inferred using gLV when the variability in concentrations is low, matching theoretical expectations. A strong

correspondence is observed between external perturbations across all datasets.

https://doi.org/10.1371/journal.pcbi.1007917.g003
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baseline, we compared all models to a constant trajectory that predicted no change from initial

conditions. A lower RMSE than the constant trajectory indicates that a model is predicting the

right direction of a trajectory, as it moves away from initial conditions.

Notably, across all three datasets cLV outperformed both gLVabs and gLVrel (Fig 4). On the

Diet and C. diff datasets, the difference can be attributed to better predictions on the first sev-

eral time points as the community moves from initial conditions toward a steady state (S5 and

S6 Figs). This suggests that cLV better describes relative abundances than gLV. All three mod-

els appeared to describe stable communities well. On the Antibiotic dataset, both gLV models

were slower to predict recovery of the community in response to antibiotics (S7 Fig).

Our results comparing cLV to ALR and the linear model were less clear (Fig 4). On the Diet

dataset, cLV better predicted community trajectories than both models (p = 0.008 for ALR,

p = 0.039 for linear, one-sided Wilcoxon signed-rank test). As before, much of the difference

in performance is from how well each model predicted movement from initial conditions

toward a stable state (S5 Fig). All models performed similarly on the C. diff dataset (S6 Fig).

This is likely for two reasons. First, the community converged to a stable state after few time

points, which all models predicted well. Second, none of the models captured a fluctuation in

community composition, where the community briefly moved away from stability, in the 5

time points immediately after introduction of C. difficle (S6 Fig).

On the Antibiotic dataset, we observed a slight improvement of cLV when compared to the

ALR and linear models. However the result did not achieve significance. All models were slow

to predict community recovery after antibiotics. However, cLV appeared to better describe the

Table 2. Number of parameters of each model.

Model # interactions # growth # perturbations

gLV D × D D D × P
cLV (D − 1) × D D − 1 (D − 1) × P
ALR (D − 1) × (D − 1) D − 1 (D − 1) × P
linear D × D D D × P

Number of interaction parameters, growth parameters, and external perturbation parameters for D taxa and P effects.

https://doi.org/10.1371/journal.pcbi.1007917.t002

Fig 4. Comparing predicted trajectories from initial conditions across models. RMSE (y-axis) between true and estimated trajectories per sample

across three datasets (panels) and six models. RMSE is computed on held out data using leave-one-out cross-validation: one sample is held out at time

and the models are trained on the remaining data. Trajectories are predicted on the held out sample from initial conditions. Significance is computed

relative using the one-sided Wilcoxon signed rank test (��: p< 0.01; �: p< 0.05; ns: not significant).

https://doi.org/10.1371/journal.pcbi.1007917.g004
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community after recovery than the ALR model: it more accurately predicted the final time

point, empirically closest to the new stable state (S8 Fig). We did not observe a significant dif-

ference when compared to the linear model.

Interpreting model parameters

Our derivation of cLV suggested criteria for when absolute growth rates, interactions terms,

and external perturbation terms, can be recovered from relative data. Recall that the parame-

ters for cLV are given by

�g i � gi � gD

�Aij � Aij � ADj

�Bip � Bip � BDp:

The terms on the left are for cLV, and the terms on the right are the absolute growth rates,

interactions, and external perturbations from gLV. In the section Correspondence with the

parameters of gLV we showed that the correspondence between all but the growth rates

are strong. This means we can derive criteria for when cLV will recapitulate the sign of an

interaction or perturbation. We can use the former to identify cooperative or competitive

interactions, and the later to identify beneficial or harmful external perturbations. For exam-

ple, consider the interactions �Aij � Aij � ADj. We want to know when the sign of �Aij will be the

same as the sign of Aij. If Aij and ADj have opposite signs, then �Aij will always have the same

sign as Aij. If Aij and ADj have the same sign, then �Aij will have the same sign if and only if

|Aij|> |ADj|. If we assume that Akl is drawn from a distribution symmetric around zero, then

the first and second cases are equally likely to occur—each with 0.5 probability. The first case

always recapitulates the sign, while the second does so with Pr(|Aij|> |ADj|). Thus, the proba-

bility cLV recapitulates the sign is greater than 0.5—better than random chance.

We can take this argument one step further, by suggesting a particular choice of denomina-

tor where ADj is small. Specifically, for interactions one wants a denominator where ADj� 0,

hence we want

d
dt

logpiðtÞ �
d
dt

logpDðtÞ

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{
�0

� gi þ
XD

j¼1

AijpjðtÞ þ
XP

p¼1

BipupðtÞ

 !

� gD þ
XD

j¼1

ADjpjðtÞ þ
XP

p¼1

BDpupðtÞ

 !zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{
�0

So we should choose a denominator where log πD� const across all observations. For per-

turbations, one wants a denominator log πD� const when the perturbation occurs. Notably,

these do not need to be the same denominator: we previously showed parameters one denomi-

nator gives the parameters for all other choices.

We tested this by attempting to recapitulate an interaction network with C. difficle proposed

by Stein et al. [7] on the Antibiotic dataset. By investigating learned model parameters of gLV,

the authors proposed a schematic for which infection by C. difficle may occur. We thus wanted

to see if we could suggest the same mechanism from the interaction network inferred using

relative abundances and cLV. To do this, we first trained cLV using the denominator with the

lowest log variance (i.e. where logπD is approximately constant within a sample), and inspected

interactions with respect to this denominator. We then transformed the parameters with
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respect to a denominator with the lowest log variance after antibiotics, and obtained parame-

ters for perturbations. We then inspected these parameters to see if they matched the mecha-

nism proposed by Stein et al. [7].

Fig 5 displays the interaction network proposed to Stein et al. [7], as well as the parameters

of cLV with “uncl. Lachnospiraceae” in the denominator for interactions, and “und. uncl. Mol-

licutes” for external perturbations. Notably, cLV recapitulates all but two of the interactions

originally proposed: the effect of clindamycin on Coprobacillus and C. difficle. When training

gLV using our inference procedure, the effect of clindamycin on Coprobacillus had the small-

est magnitude of all observed effects—precisely the case where cLV will have difficulty recapit-

ulating an effect (S9 Fig). In addition, we estimate a positive effect of clindamycin on C. difficle
using gLV, matching the estimate by cLV. Taken together, this suggests that cLV has some util-

ity for recapitulating absolute interactions from relative data.

Fig 5. cLV recapitulates absolute interactions. Estimated effect of external perturbations (A) and interactions (B) inferred by cLV. Parameters are

computed with respect to uncl. Lachnospiraceae in the denominator for interactions, and und. uncl. Mollicutes for perturbations. Estimated parameters

recapitulate the interaction network with C. difficle (C) proposed by Stein et al. [7].

https://doi.org/10.1371/journal.pcbi.1007917.g005
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Discussion

Accurately describing microbial dynamics is crucial to understanding, modeling, and forecast-

ing microbial communities. Here, we investigated microbial dynamics in the space of relative

abundances. We introduced a new dynamical system, called compositional Lotka-Volterra

(cLV), and demonstrated that cLV accurately captured relative abundance dynamics. By com-

paring cLV to gLV, we demonstrated a correspondence between the parameters of cLV and

gLV. We leveraged this correspondence to show that cLV can sometimes recapitulate absolute

interactions using relative data alone. We further evaluated how well cLV described relative

abundance dynamics by comparing cLV to gLV and two other models inspired by the litera-

ture. We demonstrated that cLV more accurately predicted relative abundance trajectories

than gLV, and was as good or better than the other models explored.

We derived cLV as an approximation to gLV for relative abundances, and showed that

there was an approximate correspondence between the parameters of both models. The

approximation depends on the variance in community size over time. Importantly, the param-

eters of cLV are not the same as gLV: cLV describes changes with respect to ratios between

taxa, the only information provided by relative abundances. Furthermore, cLV specifically

models dynamics in the constrained space of relative abundances, while gLV does not. When

the variance in community size was low, we demonstrated the correspondence between the

parameters of each model was strong. As the variance increased, the correspondence between

interaction terms and external perturbations remained somewhat strong, but the correspon-

dence between growth rates did not. This matched our formulation of a “signal-to-noise” ratio

to measure parameter correspondence. Thus, we expect the interaction and perturbation

parameters of the two models to correspond well when the variance in community size, after

rescaling, is smaller than 1.

Notably, cLV more accurately forecast relative abundances than gLV across all three data-

sets we explored. One possible explanation is that, without a statistical model, gLV is penalized

twice for sequencing noise: once for biomass estimation (e.g. qPCR) and once for relative

abundance estimation (e.g. 16S sequencing). However, the effect persisted even when gLV was

trained on relative abundances that eliminated one source of noise. This suggests that—if a

researcher is interested in predicting relative abundances alone—no usable information is

gained by access to community size data. Moreover, unless biomass is constant, our results

suggest gLV is wrong model for relative abundances.

We further compared cLV to two models inspired by common assumptions in the litera-

ture: a linear model on relative abundances, and linear model under the additive log-ratio

transformation. While cLV outperformed the other two models on one dataset, results were

less clear on the other two. Importantly, cLV did no worse than the other models we com-

pared, and appeared to better predict trajectories in at least some cases. Both our derivation of

cLV and the results here provide some evidence that nonlinear models are required to accu-

rately describe community dynamics. Nonetheless, our investigation is limited by lack of avail-

ability of high quality benchmark datasets. As longitudinal sampling becomes more

commonplace, availability of larger high quality datasets will allow for more robust compari-

sons between competing methods.

Finally, we showed that in some cases cLV can recapitulate absolute interactions from rela-

tive data. We did this by recapitulating a microbe-microbe interaction network with C. difficle
proposed by Stein et al. [7]. This demonstrated that similar conclusions can sometimes be

drawn from relative and absolute data. While Bucci et al. [10] noted some ability to recapitu-

late the parameters of gLV when training on relative abundances, our contribution is a mathe-

matical formulation of criteria for when absolute parameters can be recovered from relative
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abundance information. Given such a formulation, it may be possible to devise a statistical test

for when an absolute interaction can be recovered, and our work is a first step toward this

goal.

There are several limitations to our study. In particular, our inference procedure did not

incorporate technical noise due to data generation. In practice, relative abundances are esti-

mated from sequencing counts, which can contain a considerable amount of technical noise.

Indeed, our simulations showed at least some loss of accuracy in the presence of sequencing

noise. While we applied a denoising step to the C. diff dataset, we were unable to do so on the

remaining two due to differences in data collection methods and data reported. This is most

likely to impact parameter estimates for rare taxa, because zero values needed to be trans-

formed using pseudo-counts, and small differences in sequencing counts of rare taxa can

cause large changes in estimated log-ratios. Nonetheless, we fit all models to data preprocessed

with the same pseudo-count transformation—they all suffer from this limitation. Thus, this

uniform pre-processing allowed us to compare models on equal footing.

It should also be noted that the gLV equations are not without criticism. While useful for

quantifying dynamics, it is clear that they only describe an idealized system in which few real

world systems abide. Additionally, influential work by Arditi and Ginzburg [31] strongly criti-

cizes the Lotka-Volterra predator-prey model, of which gLV is a more general example. They

suggest that predation (negative interactions on the A matrix) depends on ratios between taxa.

Our results suggest that gLV, and cLV, described microbial trajectories well. However, an

accurate model does not say anything about the physical dynamics governing the system.

Finally, a fundamental limitation of all models based on log-ratios is the inability to describe

extinction and colonization. Indeed, while the compositional data analysis field has techniques

for dealing with count zeros where a species falls below the detection threshold, there is no uni-

formly accepted technique for essential zeros (i.e. extinction; [32]). Hence, each taxon is

assumed to exist at each time point. This suggests that the appropriate choice for denominator

is one which does not go extinct among any time points. It may not always be possible to select

a taxon uniformly present among all samples, necessitating alternate approaches to parameter

inference.

Current blind spots of cLV highlight several areas for future research. One is to couple this

methodology with a statistical model that includes technical and biological variation. This

would allow us quantify variation not captured by the model. Another attractive extension of

cLV would include extinction and recolonization, allowing more accurate forecasting of long-

term trajectories where the set of taxa in a community varies. Finally, future work should focus

on developing statistical methodology to recapitulate direct interactions and direct effects

from relative data. By providing a theoretical understanding of microbial dynamics in the sim-

plex, cLV represents a promising first step toward these goals.

Methods

Simulation evaluation

We simulated data under cLV to evaluate how well our inference procedure learned model

parameters using a similar framework to Bucci et al. [10]. We used MDSINE [10] to obtain

denoised concentrations of taxa in the C. diff, then rescaled estimated concentrations such that

the mean community size, N(t), was 1 across all samples. We then fit the parameters gLV

using ridge regression with a small regularization parameter (λA = λg = λB = 0.001, see below).

We used estimated parameters to calculate the mean and scale of growth rates (gmean> 0, s2
g),

mean and scale of self interactions (Aii< 0, s2
self ), the scale of between taxa interactions, s2

interact ,

and the mean and scale of initial concentrations (x̂0, s2
init).
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For each simulation, we drew growth rates, self-interactions, and initial conditions from

gi � N þðgmean; s
2
gÞ

Aii � N � ðAself ; s
2
self Þ

xið0Þ � N ðx̂0; s
2
initÞ

We simulated sparse interactions by first drawing the probability of an interaction between

taxon i and taxon j, then drawing the interaction itself

zij � Bernoullið0:2Þ

Aij �

0 if zij ¼ 0

N 0; s2
interact=ð

P
jzijÞ

2
� �

if zij ¼ 1

8
><

>:

This follows estimates by Bucci et al. [10], who found a 20% probability of an interaction

matched their real data. We further required that the resulting matrix be “stably dissapative,”

which guarantees existence of a steady state with all taxa present [33]. We therefore drew inter-

action matrix A repeatedly for each simulation until we found one that satisfied our criteria.

Given the parameters of gLV, we transformed them to the relative parameters of cLV using

Eq 3. We then simulated noisy sequencing counts using a Dirichlet-Multinomial model with

dispersion parameter 286, estimated by Bucci et al. [10] on the C. diff dataset. We evaluated

model performance by computing the root-mean-square-error (RMSE) between true and esti-

mated relative growth rates, relative interactions, and predicted trajectories from initial condi-

tions on 5 hold out samples per simulation replicate.

We performed simulations over 30 time points, varying the sequencing depth from 1000,

2000, 5000, 10000, 25000, and noise-free. We also varied the sample size from 5, 10, 25, 50, and

the time between observations from 1 day (consecutive), 2 days, 4 days, and 6 days. For each

simulation replicate we required that the mean relative abundance of each taxon was greater

than 0.001 and that no taxon took over the community (had abundance greater than 0.8). For

each combination of parameters we performed 50 simulation replicates obtain confidence

intervals and calculate significance.

Antibiotic dataset

We downloaded and analyzed the dataset originally published by Buffie et al. [30] from the

supplementary material of Stein et al. [7], who used it to investigate susceptibility to C. difficle
infection following antibiotics. The data include bacterial concentrations from three mice pop-

ulations (n = 9 mice, 3 from each population), along with recorded antibiotic administration,

averaging 8.55 observed time points per population over 20 to 30 days. The first population

served as a control and did not receive the antibiotic, the second population received a single

dose of the antibiotic, and the third population received a single dose of the antibiotic followed

by a C. difficle challenge. At each time point, a mouse from each population was euthanized,

the contents of the intestine collected and, the V1-V3 16S rRNA gene was amplified and

sequenced using 454 pyrosequencing. Microbial densities were calculated by quantifying 16S

rRNA gene copies using quantitative PCR (qPCR). To reduce the number of missing entries

(zeros), Stein et al. [7] modeled the top 10 most abundant genera only, and aggregated the

remaining taxa into a single component marked “Other.” The resulting data matrix (taxon by

time-point) had fewer than 9% entries with zeros. We treated antibiotic administration as an

PLOS COMPUTATIONAL BIOLOGY Compositional Lotka-Volterra describes microbial dynamics in the simplex

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007917 May 29, 2020 16 / 22

https://doi.org/10.1371/journal.pcbi.1007917


external perturbation, encoding the variable ui(t) = 1 for t = 1 for populations that received the

antibiotic, and ui(t) = 0 elsewhere.

Diet dataset

We downloaded and analyzed the Diet dataset from the supplementary material of Bucci et al.
[10]. The data consist of bacterial concentrations for 13 Clostridia strains collected from fecal

samples of 7 mice. Of these mice, 5 were fed a high-fiber for 2 weeks, switched to a low-fiber

diet for 2 weeks, then returned to the high-fiber diet; the remaining mice were fed the high-

fiber diet exclusively. The concentration for each strain was quantified separately using qPCR

with taxon specific primers. Samples for diet-switched mice were collected either daily or on

alternating days for 65 days, for a total of 56 observed time points. The remaining 2 mice were

kept on the high-fiber diet for 5 weeks, and data collected over 29 days for a total of 25

observed time points. We treated change in diet as an external perturbation, encoding the

variable ui(t) = 1 during all time points when mice were switched the the low-fiber diet, with

ui(t) = 0 elsewhere. Fewer than 0.005% of the remaining data matrix had zeros.

C. diff dataset

We downloaded and analyzed the C. diff dataset, which was also from Bucci et al. [10]. In this

dataset, 5 gnotobiotic mice were orally gavaged with a bacterial mixture consisting of 22 differ-

ent species. DNA sequencing data from the V4 region of the 16S rRNA gene was collected

along with biomass from qPCR over the course of 56 days; there were 26 observed time points

per mouse. At day 28, mice were orally gavaged with C. difficile. For our analysis, we used

MDSINE [10] to produce denoised estimates of taxon concentrations. We set ui(t) = 1 for the

time point when C. difficle was introduced, treating it both as an external perturbation and

observed taxon.

Pseudocounts

Fitting each model requires taking a logarithm of either an observed concentration or a ratio

of concentrations, with the exception of the linear model on relative abundances. We used

additive smoothing (i.e. pseudocounts) on each dataset to avoid taking a logarithm of zero. To

treat pseudocounts for models on relative abundances and concentrations equally, we first

added pseudocounts to observed relative abundances, then transformed relative abundances

to concentrations using the total concentration of a sample. Specifically, the smoothed relative

abundance of a sample was

p̂ iðtÞ ¼
piðtÞ þ �
1þ �D

ð10Þ

The smoothed concentration was

x̂iðtÞ ¼ NðtÞp̂iðtÞ ð11Þ

We used pseudocounts of � = 10−3 for each dataset. We found that models that took a log of

a quantity (gLV, ALR, cLV) were sensitive to smaller pseudocounts when making predicting

from initial conditions.

Choice of denominator for cLV

We argued in the Results that the appropriate taxon for the denominator for cLV is one that is

approximately log constant and common to all samples. We therefore selected a taxon for the
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denominator by first computing finite-difference estimates of

d
dt

log piðtÞ �
1

Dt
log piðtÞ � log piðt � 1Þð Þ

for all taxon i = 1, . . .D and time points t. We then computed the variance Var d
dt log piðtÞ
� �

for

each taxon, and selected for the denominator the taxon with the lowest observed variance.

Correspondence with the parameters of gLV

We compared parameter estimates from gLV to that of cLV on the three real datasets that

included community density estimates: the Diet dataset, the C. diff dataset, and the Antibiotic

dataset. We transformed the concentrations of each of these datasets so that the were all on the

same scale, which also ensured the scale of parameters learned by cLV was approximately the

same as gLV. Specifically, let xi(t) be the observed concentration of taxon i and time point t,
and let ~xiðtÞ be the transformed concentration. Then, if m ¼ 1

K

PK
k¼1

xiðtkÞ is the mean concen-

tration across all observed time points, the transformed concentration is

~xiðtkÞ ¼
xiðtkÞ
m

ð12Þ

Hence 1

K

PK
k¼1

~xiðtkÞ ¼ 1. This is equivalent to changing the units for concentration. For

example, if the original units are in 1011 rRNA copies per cm3 (as in [7]), then the new units

are 1011

m
rRNA copies per cm3. After adjusting concentrations, we then fit the parameters for

both models using ridge regression. Specifically, the objective function was

arg min
A� ;g� ;B�

XK

k¼1

kgmodelðA
�; g�;B�; kÞk2

2
þ

X

x2fA� ;g� ;B�g

Penaltyðx; a; lxÞ ð13Þ

with

PenaltyðxÞ ¼ lx kxk2
2

x 2 fA�; g�;B�g ð14Þ

gcLVð�A; �g ; �B; kÞ ¼
DZ1:D� 1ðtkÞ

Dtk
� �g þ �Ap1:Dðtk� 1Þ þ

�Buðtk� 1Þð Þ ð15Þ

ggLVðA; g;B; kÞ ¼
D log x1:DðtkÞ

Dtk
� g þ Ax1:Dðtk� 1Þ þ Buðtk� 1Þð Þ ð16Þ

where ηi(t) = log (πi(t)/πD(t)).

Model comparison

We compared cLV to gLV and two additional models with linear interactions in additive log-

ratio space and relative abundance space respectively. We fit all models using the same infer-

ence procedure, least squares with an elastic net penalty, to ensure that differences in model

performance we not due to different parameter inference methods. Specifically, the objective
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function is given by Eq 13, with the function gmodel for the two additional models:

gALRð�A; �g ; �B; kÞ ¼
DZ1:D� 1ðtkÞ

Dtk
� �g þ �AZ1:D� 1ðtk� 1Þ þ

�Buðtk� 1Þð Þ ð17Þ

glinearðA; g;B; kÞ ¼
Dp1:DðtkÞ
Dtk

� g þ Ap1:Dðtk� 1Þ þ Buðtk� 1Þð Þ ð18Þ

where ηi(t) = log (πi(t)/πD(t)). The penalty term was

PenaltyðxÞ ¼ alx kxk2
1
það1 � lxÞ kxk2

2
Þ x 2 fA�; g�;B�g ð19Þ

We evaluated model performance by comparing forecasted trajectories from each model

starting from the same initial conditions using leave-one-out cross validation in the Antibiotic

dataset, Diet dataset, and C. diff dataset. For each cross-validation replicate on the Antibiotic,

Diet, and C. diff datasets, we selected regularization parameters by again performing leave-

one-out cross validation on the remaining data, and selected regularization parameters that

minimized the total squared error across held-out data. The regularization parameters we

explore were (α, λA, λg, λB) 2 Q × R × R × R with R = {0.1, 0.5, 0.7, 0.9} and Q = {0.1, 0.5, 1, 10}.

Microbial trajectories were predicted using the RK45 numerical interaction scheme from

SciPy.

Supporting information

S1 Appendix. Appendix to compositional Lotka-Volterra describes microbial dynamics in

the simplex.

(PDF)

S1 Fig. Comparison between elastic net and ridge regression on simulations with sequenc-

ing noise. Root-mean-square-error (RMSE; y-axis) between ground truth and estimated inter-

actions, ground truth and estimated growth rates, and predicted trajectories from initial

conditions on held out data across 50 simulation replicates. Community trajectories were sim-

ulated under cLV, then noisy sequencing counts to with depth of 25000 reads per sample.

(TIF)

S2 Fig. Performance of parameter estimation with elastic net regularization with respect

to sequencing depth. Root-mean-square-error (RMSE; y-axis) between ground truth and esti-

mated interactions, ground truth and estimated growth rates, and predicted trajectories from

initial conditions on held out data across 50 simulation replicates. Community trajectories

were simulated under cLV, then noisy sequencing counts with increasing sequencing depth.

(TIF)

S3 Fig. Performance of parameter estimation with elastic net regularization with respect

to time between observations. Root-mean-square-error (RMSE; y-axis) between ground

truth and estimated interactions, ground truth and estimated growth rates, and predicted tra-

jectories from initial conditions on held out data across 50 simulation replicates. Community

trajectories were simulated under cLV. Observations were selected from simulated sequenced

space 1, 2, 4, or 6 days apart. Noisy sequencing counts were simulated with a depth of 25000

reads.

(TIF)

S4 Fig. Robustness to choice of denominator. Simulated parameters were estimated once for

each taxon in the denominator per simulation replicate. The variance in RMSE (y-axis) across
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denominators per replicate was computed to assess how choice of denominator impacted

parameter estimates.

(TIF)

S5 Fig. Ground truth and predicted trajectories on the Diet dataset. Ground truth relative

abundances (top), and predicted trajectories under each model. Each column is one sample.

Scatter plots give the difference in square error per time point between each model evaluated

and cLV (see y-label). Values above 0 (dashed line) indicate cLV is making a better prediction,

while values below zero denote the opposite.

(TIF)

S6 Fig. Ground truth and predicted trajectories on the C. diff dataset. Ground truth relative

abundances (top), and predicted trajectories under each model. Each column is one sample.

Scatter plots give the difference in square error per time point between each model evaluated

and cLV (see y-label). Values above 0 (dashed line) indicate cLV is making a better prediction,

while values below zero denote the opposite.

(TIF)

S7 Fig. Ground truth and predicted trajectories on the Antibiotic dataset. Ground truth rel-

ative abundances (top), and predicted trajectories under each model. Each column is one sam-

ple. Scatter plots give the difference in square error per time point between each model

evaluated and cLV (see y-label). Values above 0 (dashed line) indicate cLV is making a better

prediction, while values below zero denote the opposite.

(TIF)

S8 Fig. Model performance when predicting the final time point on the Antibiotic dataset.

RMSE (y-axis) between ground truth and predicted final time point for each sample across

models (x-axis).

(TIF)

S9 Fig. Estimated model parameters using gLV on the Antibiotic dataset. Estimated exter-

nal perturbations (A) and interactions (B) using gLV with elastic net on the Antibiotic dataset.

(TIF)
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