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Abstract
Background: This study aimed to optimize efficiency in Monte Carlo  (MC) simulation using 
sensitivity analysis of a beam model. Methods: The  BEAMnrc‑based model of 6 MV beam of 
a Siemens Primus linac was developed. For sensitivity analysis, the effect of the electron source, 
treatment head, and virtual phantom specifications on calculated percent depth dose  (PDD) and 
lateral dose profiles was evaluated. Results: The optimum mean energy (E) and the full width at half 
maximum  (FWHM) of the intensity distribution of the electron beam were calculated as 6.7 MeV 
and 3 mm, respectively. Increasing E from 6.1 to 6.7 MeV, increased the PDD in the fall‑off region 
by 4.70% and decreased the lateral profile by 8.76%. Changing the FWHM had a significant effect 
on the buildup region of PDD and the horns and out‑of‑field regions of the lateral profile. Increasing 
the collimators opening by 0.5 mm, PDD increased by 2.13% and the central and penumbra regions 
of profiles decreased by 1.98% and 11.40% respectively. Collimator properties such as thickness 
and density were effective in changing the penumbra  (11.32% for 0.25  cm increment) and the 
out‑of‑field  (22.82% for 3  g/cm3) regions of the lateral profiles. Conclusion: Analysis of a 6 MV 
model showed that PDD profiles were more sensitive to changes in energy than to FWHM of the 
electron source. The lateral profiles were sensitive to E, FWHM, and collimator opening. The density 
of the collimator affected only the out‑of‑field region of lateral profiles. The findings of this study 
may be used to make benchmarking of an MC beam model more efficient.
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Introduction
Analytical dose calculation algorithms 
suffer from a clinically significant 
disagreement with measurement when 
treatment planning involves inhomogeneous 
areas.[1]   These errors can become a 
dominant source of inaccuracy in treatment 
planning, especially in precision dose 
delivery techniques. Considering the 
uncertainties of dosimetry and treatment 
plan delivery, the importance of accurate 
dose calculations is highlighted. Monte 
Carlo  (MC) techniques are considered the 
most accurate means of predicting dose 
distribution in inhomogeneous areas.[2]

Development and commissioning an MC 
model of the linear accelerator  (linac)’s 
treatment head is a laborious task because 
detailed information about head structures 
and also the specification of the initial 
electron beam is typically proprietary. Even if 
these data are provided by the manufacturer, 

they are subject to manufacturing tolerances, 
adjustments following installation, and 
potential inaccuracies in the provided 
data.[3] Because of these restrictions, the 
simulation details are often adjusted in 
order to obtain an acceptable agreement 
between calculated and measured dose 
distributions. Benchmarking of the MC 
calculations can be time‑consuming since 
the effective parameters of linac structures 
and electron beam properties are tuned 
using the trial and error method. However, 
the benchmarking process can become more 
targeted using sensitivity analysis of the 
calculated absorbed dose distributions to 
different parameters of linac and electron 
beam properties.[1,4‑9]

Sheikh‑Bagheri and Rogers have presented 
the mean energy and radial spread of an 
incident electron beam as the two most 
important parameters for simulating photon 
beams. They identified the lateral dose 
profiles as a sensitive tool for determining 
the radial intensity distribution of the initial 
electron beam and target material density.[3]
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Almberg et  al. reported the effect of source size and jaw 
geometry on the width of the penumbra region of lateral 
profiles.[2] The effect of secondary collimator opening 
and its composition on penumbra and dose calculation 
results was shown in another study of Sheikh Bagheri and 
Rogers.[10] Keall et  al. found that the target density does 
not play an important role in the determination of initial 
electron beam fluence[5] while Tzedakis et  al. reported 
that the mean energy of the electron beam considerably 
affects depth dose and lateral dose distributions.[7] They 
also showed that lateral dose profile curves were affected 
by the radial intensity of the initial electron beam only 
for a large radiation field size and there is no influence 
of energy spread variations on either depth and lateral 
profiles. However, their comparisons were restricted to the 
umbra region of lateral dose profiles and to depths past the 
maximum dose for depth dose curves. The commissioning 
procedure of developed photon beam models, according to 
the manufacturer’s blueprint, is very time‑consuming even 
though it mainly requires manual tuning of initial electron 
beam parameters. Limited accessibility of researcher to 
the confident blueprint of linac, make this process more 
troublesome. The unknown geometry and structural data 
of Linac’s components should be obtained during the 
trial‑and‑error method.

To facilitate the process of linac modeling without a 
manufacturer blueprint, it is necessary to know the 
sensitivity of the linac model to the less studied and 
uninvestigated geometrical and structural characteristics 
of the linac modules such as collimators as well as the 
virtual phantom voxel size in a different direction. To 
build the model that can be used to calculate the surface 
and out‑of‑field dose, model verification in regions of 
calculated profiles that are unusual in similar studies, 
such as the build‑up and peripheral regions, is required. 
Therefore, this study was conducted to overcome some of 
the limitations in linac modeling without blueprint data, as 
explained above, and improves the model for additional 
applications such as surface and peripheral dose estimation. 
We performed a sensitivity analysis of calculated dose 
profiles obtained from a constructed model of Siemens 
Primus 6 MV photon beam using geometry and material 
specifications of treatment head structures, as well as 
electron beam and virtual phantom characteristics. The 
broad objective behind benchmarking the model was to 
reduce the number of simulations required to commission 
the developed photon beam model. However, our study’s 
specific objective and nobility was to evaluate the number 
of less considered parameters such as density, thickness, 
and opening of collimators and virtual phantom’s voxel 
size. Furthermore, in this study, the whole of the calculated 
dose distributions are considered in model validation, while 
in most of the studies, only the penumbra and fall‑off 
regions have evaluated. Therefore, the results of this 
study can be used to optimize the commissioning process 

by reducing the effective parameters and minimizing the 
processing time. Other researchers can use the model 
generated during this study.

Materials and Methods
Development of a Monte Carlo model of siemens primus 
6 MV photon beam

The MC model of 6 MV photon beam of a Siemens Primus 
medical linac  (Siemens Medical Systems, Concord, CA, 
USA) was developed using the BEAMnrc[11] user code of 
EGSnrc[12] code system. The treatment head configuration 
elements were simulated using the following component 
modules (CMs) of BEAMnrc: SLABS for target, FLATFILT 
for flattening filter, SLABS for ionizing chamber, SLABS 
for mirror, JAWS for secondary collimators (Y and X), and 
VARMLC for multi‑leaf collimators  (MLC)  [Figure  1]. 
Because of the negligible effect of the monitor chamber 
and mirror in photon beam interactions, the medium of 
these CMs was considered air in the simulations.[2,13]

The incident electron beam was considered to be 
mono‑energetic and mono‑directional, with an 
elliptical cross‑section and a Gaussian radial intensity 
distribution (ISOURC = 19).[14]

Because of the lack of the manufacturer provided detailed 
information about the geometry and material composition 
of linac’s components and electron source specifications, 
developing of the model was performed in a trial‑and‑error 

Figure 1: The preview of the Siemens Primus linac’s head model, including 
distance of each component from the upper surface of the target as 
origin (This figure is not based on actual scale)
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process. This process started with the available general data 
about Siemens linac components; nominal mean energy of 
E  =  6 MeV and full width at half maximum  (FWHM) of 
FWHM  =  2  mm for intensity distribution of the electron 
beam. The geometry data of accessible components of 
linac such as jaws and MLCs were obtained through 
on‑site physical measurements. In order to validate the 
source model, fine‑tuning of electron beam parameters 
and treatment head components was done by matching the 
MC‑calculated dose distributions of different field sizes 
with the measured ones. The field sizes were defined at 
the isocenter, located at z = 100 cm from the origin (upper 
surface of the target) in the BEAM user code.

Simulation parameters are chosen in Table 1. From variance 
reduction techniques, directional bremsstrahlung splitting, 
photon transport cutoff energy, electron transport cutoff 
energy, and electron range rejection were used to speed up 
the simulations.

Simulations were performed using two field sizes, 10 × 10 
and 30  cm  ×  30  cm, and 4  ×  107 histories for each field. 
A  scoring plane was defined at Z  =  71.2  cm below the 
MLC plane, in order to score the phase space data, i.e., the 
position, direction, energy, and type of the particles 
crossing this plane.

Dose calculations

Dose calculations were performed using the DOSXYZnrc 
user codes of EGSnrc codes system.[15] The scored 
phase space data in BEAMnrc were used as the source 
to calculate dose distributions in a water phantom. The 
50  cm  ×  50  cm  ×  30  cm water phantom, designed using 
the DOSXYZnrc user code, was large enough in order to 
provide the conditions of full scatter for dose calculations 
along the beam axis  [Figure  2]. Depending on the 
gradient of dose variations along the dose calculation axis, 
appropriate voxel sizes were used. For the build‑up region 
of percent depth doses  (PDDs), 0.2 cm × 1.0 cm × 0.1 cm 
and for other regions as well as for the lateral profile 
calculations 0.2  cm  ×  1.0  cm  ×  0.2  cm voxel sizes were 
used. PDDs and lateral dose profiles at depth of 10  cm 
were calculated for 10  cm  ×  10  cm and 30  cm  ×  30  cm 
fields and were normalized to the dose values at the dmax 
along the central axis. The cutoff energy in DOSXYZnrc 
was selected similar to BEAMnrc. The results of dose 
calculation in 3 ddose files were imported to stat dose, one 

of the EGSnrc subroutines, in order to plot the calculated 
dose distributions and to compare with the measured ones.

Dose measurement

Dose measurements were performed using an automatic 
water phantom  (Scanditronix, Wellhofer, Germany) 
and two 0.12 cm3 ionization chambers  (PTW‑Freiburg, 
Germany), one as the reference and the other as the dose 
chamber. Measurements were done at a source‑to‑surface 
distance of 100  cm. The obtained data were corrected for 
the displacement of the effective measurement point of 
the chamber toward the phantom surface. The set of PDD 
curves and lateral beam profiles were measured with 1 mm 
resolution for the 10 × 10 and 30 cm × 30 cm field sizes.

Validation of the beam model

Beam model validation was done by comparing the 
calculated and measured depth and lateral profiles.[16] The 
tolerance limits recommended by IAEA in TRS430[17] and 
IAEA‑TECDOC‑1583[18,19] were used to validate the linac 
model as follows: 3% dose difference  (DD) and 3  mm 
distance to the agreement.[20] The optimum combination 
of electron source specifications, i.e.,  E  and FWHM, 
were determined by obtaining the best match between the 
calculated and measured depth and lateral dose profiles. 
The local DD method (gamma index) was used to enhance 
the sensitivity of the depth dose profile comparison.[3] The 
percentage difference between each point of calculated and 
measured distributions was calculated as follows:

Calculated Measured

Measured

(D ‑ D ) ×100
Relative dose difference (%) =

D
� 1

Parameters influencing the beam models

In order to investigate the effect of incident electron 
beam and linac head components on depth and lateral 
dose distribution, dose calculations were performed with 
different sets of considered parameters. All lateral dose 

Table 1: Simulation parameters of BEAMnrc input file
Values Parameters
ECUT 0.7 MeV
PCUT 0.01 MeV
Incident particles 4×107

Electron range rejection 0.8 MeV
Bremsstrahlung splitting 500 directional
ECUT – Electron transport cutoff; PCUT – Photon transport cutoff

Figure 2: A simulated water phantom by DOSXYZnrc user code. The number 
and size of the voxels in the X, Y, and Z coordinates for PDD profile were 
250 (0.2 cm), 50 (1 cm), and 158 (0.1 and 0.2 cm), respectively. PDD: Percent 
depth dose
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profiles were obtained along the x‑axis at 10  cm depth. 
To evaluate the sensitivity of calculated dose profiles to 
each parameter, only one parameter was changed and 
the rest of the parameters were kept constant. The initial 
electron beam parameters were set to E  =  6.7 MeV and 
FWHM = 3 mm. The incident electron energy was changed 
from 6.1 to 6.7 MeV and FWHM varied from 0.1 to 4 mm 
with 1 mm step size.

The density of tungsten for the secondary collimators and 
MLCs was changed from 17 to 20, using 1steps. EGSnrc 
user code was used to generate the ICRU700 library  (the 
pegs data) for different tungsten alloys.[21]

In order to obtain the best fit between measured and 
calculated profiles, the collimator opening was by 0.5  mm 
steps.

The effect of collimator thickness on calculated lateral dose 
profiles was evaluated by changing this parameter using 
0.25 cm step sizes.

Lateral dose profile calculations were done along the 
x‑axis with different voxel sizes in the homogenous water 
phantom. The dimensions of voxels in y and z directions 
for all calculations were 1 and 0.2 cm, respectively.

Results
Validation of the beam model

The calculated beam model was validated by comparing 
the calculated and measured PDD’s. The optimal values for 
electron energy and FWHM for each investigated field size 
were determined using the energy range of 5.8–6.7 MeV 
with 0.1 MeV steps and considering a 95% passing rate. 
The calculated data points were approved if γ ≤1.0 and 
failed if γ >1.0. The γ index values obtained by comparing 
the calculated and measured PDD and lateral profiles of 
10 cm × 10 cm and lateral profile of 30 cm × 30 cm filed 
size were 99.20%, 100%, and 96.70%, respectively. The 
model validation, illustrated in Figure  3, resulted in the 
optimum values of 6.7  ±  0.1 MeV and 3.0  ±  0.1  mm, for 
electron energy and FWHM respectively.

Different E  (5.8–6.7 MeV with the 0.1 MeV step) of 
monoenergetic incident electron beam are illustrated in 
Figure 4.

Table  2 summarizes the resulting maximum and mean 
relative DDs between calculated and measured lateral 
dose profiles in central and penumbra regions of a 
30  cm  ×  30  cm field, for energies in the considered limits 
of E. With respect to these data an optimum E of 6.7 MeV 
was obtained.

Tuning of full width at half maximum

Figure 5a shows the comparison of calculated lateral profiles 
with varying FWHM values in the range of 1–4  mm with 
1  mm increment and 6.7 MeV E for 30  cm  ×  30  cm field 

in 10 cm depth with measured data. The relative deviation 
from the measured dose profile is shown in Figure 3.

The results of this study were in agreement with those of 
previous studies reporting that variations of the electron 
mean energy showed a larger impact on depth dose than 
lateral profiles, whereas lateral profiles were more sensitive 
to variations of the radial FWHM.

Thickness, opening, and density of secondary 
collimators

Density

Figure 6 shows the impact of secondary collimators density 
variation, by 1 steps, on calculated lateral dose profile of 
30 cm × 30 cm field. Depth dose data is shown in Table 3.

Collimator’s opening

The effect of secondary collimator’s opening on dose 
profiles is shown in Figure  7. The best fit for calculated 
lateral dose profiles of 30  cm  ×  30  cm field was obtained 
with 3.50 and 4.72  cm collimator’s opening for X and Y 
jaws, respectively.

Collimator thickness

The sensitivity of calculated dose profiles to collimator 
thickness is shown in Figure  8 and Depth dose data is 
shown in Table 4.

Virtual phantom voxel size

The effect of selecting different voxel sizes along the 
x‑axis  (cm) of the virtual phantom on dose profiles is 
shown in Table 5.

Uncertainty in the commissioning process

The uncertainties in the measurement using chamber and 
water phantom were caused by errors in the definition of 
phantom origin and water level adjustment for a vertical 
beam and ranged from 0.12%–0.25%.[22]

Uncertainties in dose calculation were as follows: Statistical 
uncertainties  (0.53%), uncertainty related to the number of 
uncorrelated events and uncertainties caused by using an 
approximate geometry and spectrum for the electron source 
and other component modules. The combined standard 
uncertainty of the MC calculation yields 0.78% as a 
conservative estimate.[23]

Discussion
In this study, we investigated the relationship between the 
calculated dose distribution and the initial electron beam 
parameters, secondary collimator specifications, and virtual 
phantom’s voxel size, with the goal of making the MC 
model commissioning more efficient. We commissioned the 
BEAMnrc model of a Siemens Primus 6 MV photon beam. 
All gamma values were smaller than 1. The maximum 
mean relative difference of 11.53% from measured data 
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was seen in the penumbra region of the 30  cm  ×  30  cm 
cross‑line profile calculated using the optimal electron 
beam parameters.

The maximum and average relative DDs between calculated 
and measured depth dose profiles, for E values in the 
stated range  (6.1–6.7 MeV), were 13.22% and 4.34%, 
respectively. The minimum average relative DD can be seen 
for 6.4–6.7 MeV E values. The best agreement  (average 
relative deviation of 0.84%) between the calculated and 
measured depth profiles was obtained using a 6.7 MeV 
mean energy for the electron beam. As the E increased 
from 6.1 MeV to 6.7 MeV, the relative dose in the fall‑off 
region of calculated PDD increased on average by 4.70%. 
For the same energy range, the largest relative difference 

between measured and calculated dose profiles was 10.99% 
for the fall‑off of PDD and 37.26% for the umbra region 
of lateral dose profiles. Therefore, the maximum relative 
difference between measured and calculated PDD was 
more sensitive to the variation of Park et  al. reported an 
average increase of 4.36% in the calculated PDD curve by 
increasing the mean energy from 5.6 to 6.4 MeV. However, 
instead of using the measured PDD as the reference, their 
reference was the PDD calculated using the initial electron 
beam mean energy of 6 MeV.[24]

The agreement in the surface region of the depth dose 
profile was not as acceptable as in other regions. When 
measurements are done using a cylindrical chamber, 
correction for the effective point of measurement makes a 

Table 2: The mean and maximum relative dose difference between lateral dose profiles calculated using different 
electron energy values at 10 cm depth of water phantom and measured data in central and penumbra regions of 30 

cm×30 cm field
Electron 
energy (MeV)

Penumbra region Central region Gamma 
rate (%)Maximum RDD (%) Mean RDD (%) Maximum RDD (%) Mean RDD (%)

6.1 25.31 11.53 8.65 2.53 68.00
6.3 22.84 11.63 10.11 2.57 66.30
6.5 19.72 11.66 7.11 1.07 98.80
6.7 18.10 11.53 2.93 0.88 100.00
RDD – Relative dose difference

Figure 3: Comparison of measured and calculated dose distributions for 10 cm × 10 cm (above) and 30 cm × 30 cm (below) field sizes, calculated using 6.7 
MeV and 0.3 cm for energy and FWHM, respectively. The gamma values for a 3mm/3% criterion are shown in solid lines. FWHM: Full width at half maximum
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Table 4: The (relative dose difference) between calculated 
depth dose profile with different collimator thickness and 

measured data in build‑up and fall‑off regions of a 10 
cm×10 cm field

Collimator 
thickness (cm)

Mean RDD (%)
Build‑up region Fall‑off region

Optimum thickness +0.25 29.78 0.57
Optimum thickness +0.5 29.80 0.76
Optimum thickness +0.25 31.02 1.36
Optimum thickness +0.5 29.79 0.59
RDD – Relative dose difference

critical difference in the build‑up region, especially when 
normalization is done at locations deeper than the depth of 
the maximum dose.[25]

Increasing E by 0.2 MeV changed the relative dose in 
both central and penumbra regions of calculated lateral 
profiles of 30 cm × 30 cm field at depth = 10 cm of water 
phantom. The relative dose value in the horn regions 
decreased by 8.76% when the incident electron mean 
energy increased from 6.1 MeV to 6.7 MeV. By increasing 
E, the higher energy bremsstrahlung photons are scattered 
more forwardly and therefore the delivered dose to the horn 
region reduces. These findings show that compared to PDD 
curves, lateral dose profiles are more sensitive to electron 
energy. In a similar study, the maximum DD in the horn 
region was approximately 9.21% when energy increased 
by 0.4 MeV.[24] As Keall et  al. study shows, by increasing 
electron beam energy, dmax is transferred to depth, and the 
horns of the lateral dose profile decrease.

The best fit for lateral dose profiles was obtained with 
3  mm FWHM. By increasing the FWHM from 1  mm 
to 4  mm, the relative dose in the build‑up region of the 
PDD profile decreased by an average of 0.20%. Variation 
of the FWHM parameter did not significantly change the 
relative dose in the fall‑off region of the depth profile. We 

observed a local minimum relative difference of 6.44% in 
average deviation for 3  mm FWHM in the lateral profile. 
The relative dose in horns, penumbra, and out‑of‑field 
regions of the calculated lateral profıle decreased, remained 
constant, and increased, respectively, when a large 
FWHM was used  [Figure  5a]. The PDD showed more 
sensitivity to E than to FWHM. As other studies found, the 
effect of change in FWHM on PDD is insignificant,[26,27] 
since by increasing FWHM of incident electron beam 
only the width of bremsstrahlung photons beam increases 
and its energy remains constant. Therefore, the PDD, 
which is mainly affected by photon energy, is not affected 
significantly by FWHM [Figure 5b]. Our results showed 
that the lateral profiles were sensitive to the mean 
energy, intensity distribution, and collimator’s opening. 
By increasing both E and FWHM of incident electrons, 
the average dose values decreased throughout the lateral 
profiles. Similar to the findings of previous studies,[24] we 

Table 5: The mean relative dose difference of calculated 
and measured cross‑line lateral dose profiles of a 30 

cm×30 cm field at depth of 10 cm using different voxel 
sizes along the x‑axis of the virtual phantom

Region of the 
lateral profile

Size of voxels along the x‑axis (cm)
0.1 0.2 0.3 0.5 0.7 1 1.5

Central ‑ 2.6 ‑ 0.85 0.79 0.64 ‑
Penumbra 12.6 11.5 10.3 9.98 ‑ ‑ ‑
Umbra ‑ 24.1 ‑ 23.8 ‑ 21.7 19.8
These values were none selected as voxel dimension for dose 
calculation

Table 3: The (relative dose difference) between 
calculated percent depth dose profiles using 6 MV model 
designed with different density of secondary collimators 
and measured data in build‑up and fall‑off regions of 10 

cm×10 cm field
Density of secondary 
collimators (g/cm3)

Mean RDD (%)
Build‑up region Fall‑off region

17 30.04 0.56
18 30.20 0.65
19 30.15 0.48
20 29.38 0.59
RDD – Relative dose difference

Figure 4: Comparing measured and calculated lateral dose profile (a) and 
PDD (b) for 30 cm × 30 cm field at 10 cm depth of the water phantom using 
varying E values (6.1–6.7 MV). PDD: Percent depth dose

b

a
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found that the shape of the lateral dose profile is influenced 
by the energy of the initial electron beam.

The relative dose in the central and penumbra regions of 
lateral profiles altered by 1.98% and 11.40% Ni, respectively, 
when the collimator opening increased by 0.5 mm.

The same variation in the collimator’s opening changed the 
surface region of the PDD profile by 2.13%. As can be seen 

in Figure 8, The relative dose in the penumbra of the lateral 
profile altered by 11.32% and 11.18%, while the secondary 
collimator’s thickness were increased and decreased 
0.25 cm, respectively.

Our results showed that uncertainty related to the density 
of the secondary collimator affects the umbra region of 
lateral profiles. The impact of secondary collimator density 
variation from 17 to 20 , by 1 steps, on changing the mean 

Figure 5: Comparison of (a) lateral dose profiles and (b) PDD calculated using E = 6.7 MeV and varying FWHM (1–4 mm) for a 30 cm × 30 cm field in 10 cm 
depth of the water phantom with measured data of a 6 MV photon beam. FWHM: Full width at half maximum, PDD: Percent depth dose

b

a
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and maximum relative dose in out‑of‑field areas of lateral 
profiles were 22.82% and 37.80%, respectively. With respect 
to the considered gamma criteria for commissioning the photon 
model, these differences are not statistically significant. The 
dose in a penumbra region is deposited by transmitted radiation 
through the edges of the jaws and head shielding. Therefore, 
the dose in this region can be sensitive to the collimator’s 
density. Sheikh‑Bagheri and Rogers. found no difference in the 
obtained dose profiles using different jaw compositions, varied 
from pure tungsten to a tungsten alloy  (consisted of 10.70% 
Cu, 32.20% Ni, 57.10% W).[3] However, they have not pointed 
to the relation of collimator’s density and dose variations.

Our sensitivity analysis of calculated dose profiles to 
changes in virtual phantom voxel size showed that by 
increasing the virtual phantom voxel size, the mean relative 
DD decreased.

Figure 8: Sensitivity of calculated lateral dose profiles of 30 cm × 30 cm field 
to 0.25 cm increment changes in secondary collimator’s thickness (E = 6.7 
MeV and FWHM = 0.3). FWHM: Full width at half maximum

Figure  7: The effect of 0.5  mm increment in secondary collimators  (X 
and Y jaws) opening related to optimum value on lateral dose profiles of 
30 cm × 30 cm field (E = 6.7 MeV and FWHM = 0.3 cm). FWHM: Full width 
at half maximum

Figure 6: The effect of secondary collimator density on lateral dose profile 
of 30 cm × 30 cm field, (E = 6.7 MeV and FWHM = 0.3 cm). FWHM: Full width 
at half maximum

In this study, we investigated the sensitivity of an MC 
photon beam model to different parameters used in model 
commissioning. Our findings showed that incident electron 
energy is an effective parameter in both depth and lateral 
dose profiles. Thus, we recommend to adapt the overall 
depth and lateral profile shapes to the measured profiles by 
adjusting the E, and then fine‑tuning can be done using the 
FWHM. Furthermore, collimator density and thickness had 
negligible effects on lateral and depth dose profiles. 

Conclusion
The commissioned model of Siemens Primus 6MV photon 
beam developed in this study can be used for modeling of 
linacs of similar make, with some tuning if necessary. The 
parameters identified in this sensitivity analysis can make 
the developing of MC beam models of other linac brands 
more efficient.
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