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The segmentation, detection, and extraction of infected tumor area from magnetic resonance (MR) images are a primary concern
but a tedious and time taking task performed by radiologists or clinical experts, and their accuracy depends on their experience
only. So, the use of computer aided technology becomes very necessary to overcome these limitations. In this study, to improve the
performance and reduce the complexity involves in themedical image segmentation process, we have investigated Berkeley wavelet
transformation (BWT) based brain tumor segmentation. Furthermore, to improve the accuracy and quality rate of the support
vector machine (SVM) based classifier, relevant features are extracted from each segmented tissue. The experimental results of
proposed technique have been evaluated and validated for performance and quality analysis on magnetic resonance brain images,
based on accuracy, sensitivity, specificity, and dice similarity index coefficient. The experimental results achieved 96.51% accuracy,
94.2% specificity, and 97.72% sensitivity, demonstrating the effectiveness of the proposed technique for identifying normal and
abnormal tissues from brainMR images.The experimental results also obtained an average of 0.82 dice similarity index coefficient,
which indicates better overlap between the automated (machines) extracted tumor region with manually extracted tumor region
by radiologists. The simulation results prove the significance in terms of quality parameters and accuracy in comparison to state-
of-the-art techniques.

1. Introduction

In recent times, the introduction of information technology
and e-health care system in the medical field helps clinical
experts to provide better health care to the patient.This study
addresses the problems of segmentation of abnormal brain
tissues and normal tissues such as gray matter (GM), white
matter (WM), and cerebrospinal fluid (CSF) from magnetic
resonance (MR) images using feature extraction technique
and support vector machine (SVM) classifier [1, 2].

The tumor is basically an uncontrolled growth of can-
cerous cells in any part of the body, whereas a brain tumor
is an uncontrolled growth of cancerous cells in the brain. A
brain tumor can be benign or malignant. The benign brain
tumor has a uniformity in structure and does not contain
active (cancer) cells, whereas malignant brain tumors have
a nonuniformity (heterogeneous) in structure and contain

active cells. The gliomas and meningiomas are the examples
of low-grade tumors, classified as benign tumors and glioblas-
toma and astrocytomas are a class of high-grade tumors,
classified as malignant tumors.

According to theWorld Health Organization and Ameri-
can Brain Tumor Association [3], the most common grading
system uses a scale from grade I to grade IV to classify benign
and malignant tumor types. On that scale, benign tumors
fall under grade I and II glioma and malignant tumors fall
under grade III and IV glioma. The grade I and II glioma are
also called low-grade tumor type and possess a slow growth,
whereas grade III and IV are called high-grade tumor types
and possess a rapid growth of tumors. If the low-grade brain
tumor is left untreated, it is likely to develop into a high-
grade brain tumor that is a malignant brain tumor. Patients
with grade II gliomas require serial monitoring and obser-
vations by magnetic resonance imaging (MRI) or computed
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tomography (CT) scan every 6 to 12 months. Brain tumor
might influence any individual at any age, and its impact on
the body may not be the same for every individual.

The benign tumors of low-grade I and II glioma are
considered to be curative under complete surgical excursion,
whereas malignant brain tumors of grade III and IV category
can be treated by radiotherapy, chemotherapy, or a combina-
tion thereof. The term malignant glioma encompasses both
grade III and IV gliomas, which is also referred to as anaplas-
tic astrocytomas. An anaplastic astrocytoma is a mid-grade
tumor that demonstrates abnormal or irregular growth and
an increased growth index compared to other low-grade
tumors. Furthermore, the most malignant form of astrocy-
toma, which is also the highest grade glioma, is the glioblas-
toma. The abnormal fast growth of blood vessels and the
presence of the necrosis (dead cells) around the tumor are
distinguished glioblastoma from all the other grades of the
tumor class. Grade IV tumor class that is glioblastoma is
always rapidly growing and highly malignant form of tumors
as compared to other grades of the tumors.

To detect infected tumor tissues from medical imaging
modalities, segmentation is employed. Segmentation is nec-
essary and important step in image analysis; it is a process of
separating an image into different regions or blocks sharing
common and identical properties, such as color, texture,
contrast, brightness, boundaries, and gray level. Brain tumor
segmentation involves the process of separating the tumor
tissues such as edema and dead cells from normal brain
tissues and solid tumors, such asWM, GM, and CSF [4] with
the help of MR images or other imaging modalities [5–8].

In this study, different magnetic resonance imaging
(MRI) sequence images are employed for diagnosis, including
T1-weighted MRI, T2-weighted MRI, fluid-attenuated inver-
sion recovery- (FLAIR) weighted MRI, and proton density-
weighted MRI. The detection of a brain tumor at an early
stage is a key issue for providing improved treatment. Once
a brain tumor is clinically suspected, radiological evaluation
is required to determine its location, its size, and impact on
the surrounding areas. On the basis of this information the
best therapy, surgery, radiation, or chemotherapy, is decided.
It is evident that the chances of survival of a tumor-infected
patient can be increased significantly if the tumor is detected
accurately in its early stage [9]. As a result, the study of brain
tumors using imaging modalities has gained importance in
the radiology department.

The rest of the paper is organized as follows: Section 2
presents the related works, Section 3 presents the materials
and methods with the steps used in the proposed technique,
Section 4 presents the results and discussion, Section 5
presents the comparative analysis, and finally Section 6
contains the conclusions and future work.

2. Related Works

Medical image segmentation for detection of brain tumor
from the magnetic resonance (MR) images or from other
medical imaging modalities is a very important process for
deciding right therapy at the right time. Many techniques
have been proposed for classification of brain tumors in MR

images, most notably, fuzzy clusteringmeans (FCM), support
vector machine (SVM), artificial neural network (ANN),
knowledge-based techniques, and expectation-maximization
(EM) algorithm technique which are some of the popular
techniques used for region based segmentation and so to
extract the important information from the medical imaging
modalities. An overview and findings of some of the recent
and prominent researches are presented here. Damodharan
and Raghavan [10] have presented a neural network based
technique for brain tumor detection and classification. In this
method, the quality rate is produced separately for segmenta-
tion ofWM, GM, CSF, and tumor region and claims an accu-
racy of 83% using neural network based classifier. Alfonse
and Salem [11] have presented a technique for automatic
classification of brain tumor fromMR images using an SVM-
based classifier. To improve the accuracy of the classifier,
features are extracted using fast Fourier transform (FFT)
and reduction of features is performed using Minimal-
Redundancy-Maximal-Relevance (MRMR) technique. This
technique has obtained an accuracy of 98.9%.

The extraction of the brain tumor requires the separation
of the brain MR images to two regions [12]. One region
contains the tumor cells of the brain and the second contains
the normal brain cells [13]. Zanaty [14] proposed amethodol-
ogy for brain tumor segmentation based on a hybrid type of
approach, combining FCM, seed region growing, and Jaccard
similarity coefficient algorithm to measure segmented gray
matter and white matter tissues from MR images. This
method obtained an average segmentation score S of 90%
at the noise level of 3% and 9%, respectively. Kong et al. [7]
investigated automatic segmentation of brain tissues from
MR images using discriminative clustering and future selec-
tion approach. Demirhan et al. [5] presented a new tissue
segmentation algorithm using wavelets and neural networks,
which claims effective segmentation of brain MR images into
the tumor, WM, GM, edema, and CSF. Torheim et al. [15],
Guo et al. [1], and Yao et al. [16] presented a technique which
employed texture features, wavelet transform, and SVM’s
algorithm for effective classification of dynamic contrast-
enhanced MR images, to handle the nonlinearity of real data
and to address different image protocols effectively. Torheim
et al. [15] also claim that their proposed technique gives better
predictions and improved clinical factors, tumor volume, and
tumor stage in comparisonwith first-order statistical features.

Kumar and Vijayakumar [17] introduced brain tumor
segmentation and classification based on principal compo-
nent analysis (PCA) and radial basis function (RBF) kernel
based SVM and claims similarity index of 96.20%, overlap
fraction of 95%, and an extra fraction of 0.025%. The clas-
sification accuracy to identify tumor type of this method is
94% with total errors detected of 7.5%. Sharma et al. [18] have
presented a highly efficient technique which claims accuracy
of 100% in the classification of brain tumor fromMR images.
This method is utilizing texture-primitive features with arti-
ficial neural network (ANN) as segmentation and classifier
tool. Cui et al. [19] applied a localized fuzzy clustering with
spatial information to form an objective of medical image
segmentation and bias field estimation for brain MR images.
In this method, authors use Jaccard similarity index as a
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measurement of the segmentation accuracy and claim 83%
to 95% accuracy to segment white matter, gray matter, and
cerebrospinal fluid. Wang et al. [20] have presented a med-
ical image segmentation technique based on active contour
model to deal with the problem of intensity inhomogeneities
in image segmentation. Chaddad [21] has proposed a tech-
nique of automatic feature extraction for brain tumor detec-
tion based on Gaussian mixture model (GMM) using MR
images. In this method, using principal component analysis
(PCA) and wavelet based features, the performance of the
GMM feature extraction is enhanced. An accuracy of 97.05%
for the T1-weighted and T2-weighted and 94.11% for FLAIR-
weighted MR images are obtained.

Deepa and Arunadevi [22] have proposed a technique of
extreme learning machine for classification of brain tumor
from 3D MR images. This method obtained an accuracy
of 93.2%, the sensitivity of 91.6%, and specificity of 97.8%.
Sachdeva et al. [23] have presented a multiclass brain
tumor classification, segmentation, and feature extraction
performed using a dataset of 428MR images. In this method,
authors used ANN and then PCA-ANN and observed the
increment in classification accuracy from 77% to 91%.

The above literature survey has revealed that some of the
techniques are invented to obtain segmentation only; some of
the techniques are invented to obtain feature extraction and
some of the techniques are invented to obtain classification
only. Feature extraction and reduction of feature vectors for
effective segmentation of WM, GM, CSF, and infected tumor
region and analysis on combined approach could not be
conducted in all the published literature.Moreover, only a few
features are extracted and therefore very low accuracy in
tumor detection has been obtained. Also, all the above liter-
atures are missing with the calculation of overlap that is dice
similarity index, which is one of the important parameters
to judge the accuracy of any brain tumor segmentation
algorithm.

In this study, we perform a combination of biologically
inspired Berkeley wavelet transformation (BWT) and SVM
as a classifier tool to improve diagnostic accuracy. The cause
of this study is to extract information from the segmented
tumor region and classify healthy and infected tumor tissues
for a large database of medical images. Our results lead to
conclude that the proposed method is suitable to integrate
clinical decision support systems for primary screening and
diagnosis by the radiologists or clinical experts.

3. Materials and Methods

This section presents the materials, the source of brain MR
image dataset, and the algorithm used to perform brain MR
tissue segmentation. Figure 1 provides the flow diagramof the
algorithm. As test images, different MR images of the brain
were used, including T1-weightedMR images with Repetition
Time (TR) of 1740 and Echo Time (TE) of 20, T2-weighted
MR images with Repetition Time (TR) of 5850 and Echo
Time (TE) of 130, and FLAIR-weightedMR images with Rep-
etition Time (TR) of 8500 and Echo Time (TE) of 130. These
test images were acquired using a 3 Tesla Siemens Magnetom

SpectraMRmachine.The total numbers of slices for all chan-
nels were 15, which leads to total of 135 images at 9 slices or
images per patientwith a field of viewof 200mm, an interslice
gap of 1mm, and voxel of size 0.78mm × 0.78mm × 0.5mm.
The proposed methodology is applied to real dataset includ-
ing brainMR images of 512 × 512 pixel size and was converted
into grayscale before further processing. The following sec-
tions discuss the implementation of the algorithm.

3.1. Preprocessing. The primary task of preprocessing is to
improve the quality of the MR images and make it in a form
suited for further processing by human or machine vision
system. In addition, preprocessing helps to improve certain
parameters of MR images such as improving the signal-to-
noise ratio, enhancing the visual appearance of MR image,
removing the irrelevant noise and undesired parts in the
background, smoothing the inner part of the region, and
preserving its edges [5]. To improve the signal-to-noise ratio,
and thus the clarity of the rawMR images, we applied adaptive
contrast enhancement based on modified sigmoid function
[24].

3.2. Skull Stripping. Skull stripping is an important process in
biomedical image analysis, and it is required for the effective
examination of brain tumor from the MR images [25–28].
Skull stripping is the process of eliminating all nonbrain
tissues in the brain images. By skull stripping, it is possible to
remove additional cerebral tissues such as fat, skin, and skull
in the brain images.There are several techniques available for
skull stripping; some of the popular techniques are automatic
skull stripping using image contour, skull stripping based
on segmentation and morphological operation, and skull
stripping based on histogram analysis or a threshold value.
Figure 2 provides the stages of the skull stripping algorithm.
This study uses the skull stripping technique that is based on
a threshold operation to remove skull tissues.

3.3. Segmentation and Morphological Operation. The seg-
mentation of the infected brain MR regions is achieved
through the following steps: In the first step, the preprocessed
brain MR image is converted into a binary image with a
threshold for the cut-off of 128 being selected.Thepixel values
greater than the selected threshold are mapped to white,
while others are marked as black; due to this two, different
regions are formed around the infected tumor tissues, which
is cropped out. In the second step, in order to eliminate
white pixel, an erosion operation ofmorphology is employed.
Finally, the eroded region and the original image are both
divided into two equal regions and the black pixel region
extracted from the erode operation is counted as a brain MR
image mask. In this study, Berkeley wavelet transformation is
employed for effective segmentation of brain MR image.

A wavelet is a function that is defined over a finite
interval of time and has an average value of zero. The wavelet
transformation technique is employed to develop functions,
operators, data, or information into components of different
frequency, which enables studying each component sepa-
rately. All wavelets are generated from a basic wavelet Ψ(𝑡)
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Figure 1: Steps used in proposed algorithm.
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Figure 2: Steps used in the skull stripping algorithm.

by using the scaling and translation process defined by (1); a
basic wavelet is also referred to as a mother wavelet because
it is the point of origin for other wavelets.

Ψ𝑠,𝜏 = 1√𝑠Ψ(𝑡 − 𝜏𝑠 ) , (1)

where 𝑠 and 𝜏 are the scale and translation factors, respec-
tively.

The Berkeley wavelet transform (BWT) [29, 30] is
described as a two-dimensional triadic wavelet transform
and can be used to process the signal or image. Just like the
mother wavelet transformation or other families of wavelet
transformation, the BWT algorithm will also perform data

conversion from a spatial form into temporal domain fre-
quency. The BWT presents an effective way of representation
of image transformation and it is a complete orthonormal
[30]. The mother wavelet transformation 𝛽𝜑

𝜃
is piecewise

constant function [29, 31]. The substitute wavelets from the
mother wavelet 𝛽𝜑

𝜃
are produced at various pixels positions in

the two-dimensional plane through scaling and translation of
the mother wavelet and it is shown in

𝛽𝜑
𝜃 (𝜏, 𝑠) = 1𝑠2𝛽𝜑𝑥 (3𝑠 (𝑥 − 𝑖) , 3𝑠 (𝑦 − 𝑗)) , (2)

where 𝜏 and 𝑠 are translation and scale parameter of the
wavelet transformation, respectively, and 𝛽𝜑

𝜃
is the trans-

forming function, and it is called the mother wavelet of
Berkeley wavelet transformation. The only single constant
term is sufficient to represent the mean value of an image; the
coefficient value of the single term is shown in

𝛽0 = 1√9 [𝑢 (𝑥3 , 𝑦3 )] . (3)

The morphological operation is used for the extraction
of the boundary areas of the brain images. Conceptually,
the morphological operation is only rearranging the relative
order of pixel values, not on theirmathematical values, and so
is suitable to process only binary images. Dilation and erosion
are the two most basic operations of morphology. Dilation
operations are intended to add pixels to the boundary region
of the object, while erosion operations are intended to remove
the pixels from the boundary region of the objects. The oper-
ation of addition and removing pixels to or from boundary
region of the objects is based on the structuring element of
the selected image.

The experimented results produced by the proposed
technique depicted for the segmented outcome for the three
classes of WM, GM, and CSF and for the extracted tumor
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Figure 3: Segmented and area extracted result of brain MR image. (a) Original image. (b) Enhanced image. (c) Skull-stripped image. (d)
Wavelet transpose image. (e) Intense segmented image. (f) Inverse intense image. (g) Gray matter. (h) White matter. (i) CSF. (j) Dice overlap
image. (k) Eroded image. (l) Area extracted image.

region are given in Figure 3. The experimental results also
find dice overlap image, indicating the comparison between
the algorithm output and ground truth.

3.4. Feature Extraction. It is the process of collecting higher-
level information of an image such as shape, texture, color,
and contrast. In fact, texture analysis is an important parame-
ter of human visual perception andmachine learning system.
It is used effectively to improve the accuracy of diagnosis
system by selecting prominent features. Haralick et al. [32]
introduced one of the most widely used image analysis
applications of Gray Level Cooccurrence Matrix (GLCM)
and texture feature. This technique follows two steps for
feature extraction from the medical images. In the first step,
the GLCM is computed, and in the other step, the texture
features based on the GLCM are calculated. Due to the
intricate structure of diversified tissues such asWM,GM, and
CSF in the brain MR images, extraction of relevant features
is an essential task. Textural findings and analysis could
improve the diagnosis, different stages of the tumor (tumor
staging), and therapy response assessment. The statistics
feature formula for some of the useful features is listed below.

(1) Mean (M). The mean of an image is calculated by adding
all the pixel values of an image divided by the total number of
pixels in an image.

𝑀 = ( 1𝑚 × 𝑛)
𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

𝑓 (𝑥, 𝑦) . (4)

(2) Standard Deviation (SD). The standard deviation is the
second central moment describing probability distribution
of an observed population and can serve as a measure of

inhomogeneity. A higher value indicates better intensity level
and high contrast of edges of an image.

SD (𝜎) = √( 1𝑚 × 𝑛)
𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

(𝑓 (𝑥, 𝑦) −𝑀)2. (5)

(3) Entropy (E). Entropy is calculated to characterize the
randomness of the textural image and is defined as

𝐸 = −𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

𝑓 (𝑥, 𝑦) log2𝑓 (𝑥, 𝑦) . (6)

(4) Skewness (𝑆𝑘). Skewness is a measure of symmetry or the
lack of symmetry. The skewness of a random variable 𝑋 is
denoted as 𝑆𝑘(𝑋) and it is defined as

𝑆𝑘 (𝑋) = ( 1𝑚 × 𝑛) ∑ (𝑓 (𝑥, 𝑦) −𝑀)3
SD3

. (7)

(5) Kurtosis (𝑆𝑘).The shape of a random variable’s probability
distribution is described by the parameter calledKurtosis. For
the randomvariable𝑋, theKurtosis is denoted as𝐾urt(𝑋) and
it is defined as

𝐾urt (𝑋) = ( 1𝑚 × 𝑛) ∑ (𝑓 (𝑥, 𝑦) −𝑀)4
SD4

. (8)

(6) Energy (En). Energy can be defined as the quantifiable
amount of the extent of pixel pair repetitions. Energy is a
parameter to measure the similarity of an image. If energy is
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defined by Haralicks GLCM feature, then it is also referred to
as angular second moment, and it is defined as

En = √𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

𝑓2 (𝑥, 𝑦). (9)

(7) Contrast (𝐶𝑜𝑛). Contrast is ameasure of intensity of a pixel
and its neighbor over the image, and it is defined as

𝐶on = 𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

(𝑥 − 𝑦)2 𝑓 (𝑥, 𝑦) . (10)

(8) Inverse DifferenceMoment (IDM) orHomogeneity. Inverse
Difference Moment is a measure of the local homogeneity of
an image. IDMmay have a single or a range of values so as to
determine whether the image is textured or nontextured.

IDM = 𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

11 + (𝑥 − 𝑦)2𝑓 (𝑥, 𝑦) . (11)

(9) Directional Moment (DM). Directional moment is a
textural property of the image calculated by considering the
alignment of the image as ameasure in terms of the angle and
it is defined as

DM = 𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

𝑓 (𝑥, 𝑦) 𝑥 − 𝑦 . (12)

(10) Correlation (𝐶𝑜𝑟𝑟). Correlation feature describes the
spatial dependencies between the pixels and it is defined as

𝐶orr = ∑𝑚−1𝑥=0 ∑𝑛−1𝑦=0 (𝑥, 𝑦) 𝑓 (𝑥, 𝑦) −𝑀𝑥𝑀𝑦𝜎𝑥𝜎𝑦 , (13)

where𝑀𝑥 and 𝜎𝑥 are the mean and standard deviation in the
horizontal spatial domain and𝑀𝑦 and 𝜎𝑦 are the mean and
standard deviation in the vertical spatial domain.

(11) Coarseness (𝐶𝑛𝑒𝑠𝑠). Coarseness is a measure of roughness
in the textural analysis of an image. For a fixed window size
a texture with a smaller number of texture elements is said
to be more coarse than the one with a larger number. The
rougher texture means higher coarseness value. Fine textures
have smaller values of coarseness. It is defined as

𝐶ness = 12𝑚+𝑛
𝑚−1∑
𝑥=0

𝑛−1∑
𝑦=0

𝑓 (𝑥, 𝑦) . (14)

Apart from the above textural feature extraction, the
following quality assessment parameters are also needed to
ensure better result analysis on brain MR images.

(1) Structured Similarity Index (SSIM). The Structural Simi-
larity Index (SSIM) is a perceptual metric that signifies that
the degradation in image quality may be caused by data

compression or losses in data transmission or by any other
means of the image processing. It is defined as

SSIM = ( 𝜎𝑥𝑦𝜎𝑥𝜎𝑦)( 2𝑥𝑦(𝑥2) + (𝑦2) + 𝐶1)
⋅ ( 2𝜎𝑥𝜎𝑦(𝜎𝑥)2 + (𝜎𝑦)2 + 𝐶2) .

(15)

A Higher value of SSIM indicates better preservation of
luminance, contrast, and structural content.

(2)Mean Square Error (MSE). Mean square error is ameasure
of signal fidelity or image fidelity. The purpose of signal or
image fidelity measure is to find the similarity or fidelity
between two images by providing the quantitative score.
When MSE is calculated, then it is assumed that one of the
images is pristine original, while the other is distorted or
processed by some means and it is defined as

MSE = 1𝑀 ×𝑁 ∑∑(𝑓 (𝑥, 𝑦) − 𝑓𝑅 (𝑥, 𝑦))2 . (16)

(3) Peak Signal-to-Noise Ratio (PSNR) in dB. Peak signal-
to-noise ratio is a measure used to assess the quality of
reconstruction of processed image and it is defined as

PSBR in dB = 20 log10 (2𝑛 − 1)MSE
. (17)

Lower value ofMSE and higher value of PSNR indicate better
signal-to-noise ratio.

(4) Dice Coefficient. Dice coefficient or dice similarity index is
a measure of overlap between the two images and it is defined
as

Dice (𝐴, 𝐵) = 2 × 𝐴1 ∧ 𝐵1(𝐴1 + 𝐵1) , (18)

where 𝐴 ∈ {0, 1} is tumor region extracted from algorithmic
predictions and 𝐵 ∈ {0, 1} is the experts ground truth. The
minimum value of dice coefficient is 0 and the maximum
is 1; a higher value indicates better overlap between the two
images.

Tables 1 and 2 show some of the prominent features for
the first-order statistical and second-order statistical analysis.
Table 2 also indicates the measure of coarseness and number
of key values present in the segmented image.

3.5. Support Vector Machine (SVM). The original SVM algo-
rithmwas contributed by Vladimir N. Vapnik and its modern
version was developed by Cortes and Vapnik in 1993 [33].
The SVM algorithm is based on the study of a supervised
learning technique and is applied to one-class classification
problem to n-class classification problems [1, 34–36]. The
principle aim of the SVM algorithm is to transform a non-
linear dividing objective into a linear transformation using a
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Table 1: First-order statistical features for few images.

Images Mean Standard deviation Skewness Kurtosis Energy Entropy
Image 1 8.66 43.99 0.00553 2.89041𝐸 − 06 10.94 0.65
Image 2 11.81 49.11 0.00655 2.74079𝐸 − 06 16.37 0.94
Image 3 39.40 75.59 0.01054 1.8506𝐸 − 06 65.99 3.03
Image 4 6.83 39.45 0.00517 3.33685𝐸 − 06 8.11 0.45
Image 5 11.90 38.81 0.02002 1.35422𝐸 − 05 33.17 2.09
Image 6 5.33 28.95 0.01647 2.05493𝐸 − 05 13.87 1.12

Table 2: Second-order textural features with coarseness and key points for few images.

Images Contrast Homogeneity Energy Correlation Coarseness Key points
Image 1 0.2659 0.9253 0.4088 0.9856 8.85 2202
Image 2 0.4735 0.8633 0.3823 0.9458 11.77 932
Image 3 0.2766 0.9323 0.6936 0.9456 13.65 1755
Image 4 0.3569 0.8984 0.3481 0.9773 16.91 1736
Image 5 0.3341 0.8985 0.2660 0.9835 13.52 1540
Image 6 0.3042 0.9038 0.3843 0.9808 14.70 1205

function called SVM’s kernel function. In this study, we used
the Gaussian kernel function for transformation. By using a
kernel function, the nonlinear samples can be transformed
into a high-dimensional future space where the separation of
nonlinear samples or datamight becomepossible,making the
classification convenient [16]. The SVM algorithm defines a
hyperplane that is divided into two training classes as defined
in

𝑓 (𝑦) = 𝑍𝑇𝜙 (𝑦) + 𝑏, (19)

where𝑍 and 𝑇 are hyperplane parameters and 𝜙(𝑦) is a func-
tion used to map vector 𝑦 into a higher-dimensional space.
Equation (20) provides the Gaussian kernel function of
nonlinear SVM [16, 34] used for the optimal solution of clas-
sification and generalization and its advanced classification
function is shown in (21):

𝑘 (𝑦𝑖, 𝑦𝑗) = exp [−𝛾 𝑦𝑖 − 𝑦𝑗2] , (20)

𝑘 (𝑦𝑖, 𝑦𝑗) = 𝑁∑
𝑖=1

∑
𝑋𝑖∈𝑀𝑗

(exp [−𝛾 𝑦𝑖 − 𝑦𝑗2]) , (21)

where 𝑦𝑖 and 𝑦𝑗 are objects 𝑖 and 𝑗, respectively, and 𝛾 is a
contour parameter used to determine the smoothness of the
boundary region [4, 15].

The features selectionwith kernel class separabilitymakes
SVM the default choice for classification of a brain tumor.
The SVM algorithm’s performance can be evaluated in terms
of accuracy, sensitivity, and specificity. The confusion matrix
defining the terms TP, TN, FP, and FN from the expected
outcome and ground truth result for the calculation of
accuracy, sensitivity, and specificity are shown in Table 3.

Where TP is the number of true positives, which is used to
indicate the total number of abnormal cases correctly clas-
sified, TN is the number of true negatives, which is used to
indicate normal cases correctly classified; FP is the number

Table 3: Confusion matrix defining the terms TP, TN, FP, and FN.

Expected outcome Ground truth Row total
Positive Negative

Positive TP FP TP + FP
Negative FN TN FN + TN
Column total TP + FN FP + TN TP + FP + FN + TN

Table 4: Accuracy, sensitivity, and specificity calculation.

Quality parameter Formula

Accuracy TP + TN
TP + TN + FP + FN

Sensitivity TP
TP + FN

Specificity TN
TN + FP

of false positive, and it is used to indicate wrongly detected
or classified abnormal cases; when they are actually normal
cases and FN is the number of false negatives, it is used to
indicate wrongly classified or detected normal cases; when
they are actually abnormal cases [15], all of these outcome
parameters are calculated using the total number of samples
examined for the detection of the tumor. The quality rate
parameter accuracy is the proportion of total correctly classi-
fied cases that are abnormally classified as abnormal and
normally classified as normal from the total number of cases
examined [37, 38]. Table 4 shows the formulas to calculate
accuracy, sensitivity, and specificity.

4. Results and Discussion

To validate the performance of our algorithm, we used two
benchmark datasets and one dataset collected from expert
radiologists, which included sample images of 15 patients
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Table 5: Performance analysis parameters for segmented tissues.

Images MSE PSNR SSIM Dice score
Image 1 1.86 55.45 dB 0.8944 0.83
Image 2 0.58 68.21 dB 0.9025 0.87
Image 3 4.95 56.28 dB 0.9702 0.82
Image 4 1.23 58.79 dB 0.8801 0.79
Image 5 5.06 59.65 dB 0.7978 0.90

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4: Experimental results of image 1. (a) Original image. (b) Enhanced image. (c) Skull-stripped image. (d) Wavelet decompose image.
(e) Intense segmented image. (f) Dice overlap image. (g) Tumor region. (h) Area extracted tumor region.

with 9 slices for each patient. The first dataset is the Digital
Imaging and Communications in Medicine (DICOM) data-
set [39]. For the purpose of the analysis, we considered 22
images from the DICOM dataset, all of which included are
tumor-infected brain tissues. However, this dataset did not
have any ground truth images.The second dataset is the Brain
Web dataset [40], which consists of full three-dimensional
simulated brain MR data obtained using three sequences of
modalities, namely, T1-weightedMRI, T2-weightedMRI, and
proton density-weightedMRI.This dataset included a variety
of slice thicknesses, noise levels, and levels of intensity
nonuniformity. The images used for our analysis are mostly
includedT2-weightedmodality with 1mm slice thickness, 3%
noise, and 20% intensity nonuniformity. In this dataset, 13
out of 44 images included are tumor-infected brain tissues.
The last dataset collected from expert radiologists consisted

of 135 images of 15 patients with all modalities. This dataset
had ground truth images that helped to compare the results
of our method with the manual analysis of radiologists.

This section presents the results of our proposed image
segmentation technique, which are obtained by using real
brain MR images. The proposed algorithm was carried out
using Matlab 7.12.0 (R2011a), which runs on the Windows 8
operating system and has an Intel core i3 processor and a
4GB RAM. The sample experimental results obtained from
the proposed technique that are depicted in Figures 4, 5, and
6 show the original image along with enhanced image, skull-
stripped image, wavelet decompose image, cluster (intense)
segmented image, dice overlap image, and the tumor region
with extracted area mark.

Table 5 provides the details of the different performance
parameters such as mean squared error (MSE) and peak
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5: Experimental results of image 2. (a) Original image. (b) Enhanced image. (c) Skull-stripped image. (d) Wavelet decompose image.
(e) Intense segmented image. (f) Dice overlap image. (g) Tumor region. (h) Area extracted tumor region.

signal-to-noise ratio (PSNR), structured similarity index
(SSIM), and dice score. A lower value of MSE and a higher
value of PSNR indicate better signal-to-noise ratio in the
extracted image. Dice coefficient measures the overlap of the
automatic and manual segmentation for the given dataset.
It is important to note that as some of the features do not
contribute to the classification, it is around 86.14% in an
adaptive fuzzy inference system (ANFIS), 80.29% in Back
Propagation, 90.54% in SVM, and 84.55% in 𝐾-Nearest
Neighbors (𝐾-NN) without feature extraction. Table 6 shows
the accuracy of the classification without feature extraction
and with feature extraction and shows that it will increase
the performance of the classifiers on the diagnosis of the
tumor from brain MR image with feature extraction.The test
performance of the SVM classifier determined by the compu-
tation of the statistical parameters such as sensitivity, speci-
ficity, and accuracy in comparison with different classifier
techniques is shown in Table 7. Furthermore, higher values
of accuracy and sensitivity and a lower value of specificity
indicate better performance. It can be seen from Table 7 that
the performance of our segmentation algorithm is better than
the state-of-the-art techniques. Even a modest improvement
in the sensitivity parameter is very important and critical for
a radiologist or clinical doctors for surgical planning.

Table 6: Classification accuracies based on feature extraction.

Classifiers
Accuracy (%)
without feature

extraction

Accuracy (%)
with feature
extraction

ANFIS 86.14 90.04
Back Propagation 80.29 85.57
SVM (proposed classifier) 90.54 96.51𝐾-NN 84.55 87.06

The proposed algorithm performs segmentation, feature
extraction, and classification as is done in human vision per-
ception, which recognizes different objects, different textures,
contrast, brightness, and depth of the image. Moreover, if
certain agents are applied effectively, the application of the
proposed technique can be extended to a varying range of
tumors and MR modalities. In a future study, we intend
to investigate the application of the proposed method to
more realistic and more clinically bounded cases with a large
variety of scenarios covering different aspects by using large
dataset. Table 8 shows the area of the extracted brain tumor
in square cm and pixels and its comparison with the area
calculated by expert radiologists.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Experimental results of image 3. (a) Original image. (b) Enhanced image. (c) Skull-stripped image. (d) Wavelet decompose image.
(e) Intense segmented image. (f) Dice overlap image. (g) Tumor region. (h) Area extracted tumor region.

Table 7: Comparison of accuracies in different classifiers.

Number of test images (normal = 67, abnormal = 134)
Evaluation parameter ANFIS Back Propagation Proposed classifier (SVM) 𝐾-NN
True negative 63 62 65 63
False positive 16 19 4 18
True positive 118 110 129 112
False negative 4 10 3 8
Specificity (%) 79.74 76.54 94.2 77.77
Sensitivity (%) 96.72 97.5 97.72 93.33
Accuracy (%) 90.04 85.57 96.51 87.06

Table 8: Area of the extracted tumor.

Images Original
image size

Area in
pixel

Area of
extracted tumor

Area in square
centimeters Area ratio Accuracy of the area compared to the

area calculated by expert radiologist
Image 1 274 × 278 76172 9877 1.22 0.1296 99.8%
Image 2 257 × 256 65792 7064 0.58 0.1073 100%
Image 3 336 × 407 136752 6365 1.45 0.0465 100%
Image 4 200 × 198 39600 7608 0.23 0.1921 99.8 %
Image 5 336 × 204 68544 4494 1.79 0.1079 100%
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Figure 7: Comparative analysis of classifiers.

5. Comparative Analysis

Theresult obtained using the proposed brain tumor detection
technique based on Berkeley wavelet transform (BWT) and
support vector machine (SVM) classifier is compared with
the ANFIS, Back Propagation, and 𝐾-NN classifier on the
basis of performance measure such as sensitivity, specificity,
and accuracy.The detailed analysis of performance measures
is shown in Figure 7 and, through the performance measure,
it is depicted that the performance of the proposed method-
ology has significantly improved the tumor identification
compared with the ANFIS, Back Propagation, and 𝐾-NN
based classification techniques.

6. Conclusion and Future Work

In this study, using MR images of the brain, we segmented
brain tissues into normal tissues such as white matter, gray
matter, cerebrospinal fluid (background), and tumor-infected
tissues. Fifteen patients infected with a glial tumor, in benign
and malignant stages, assisted in this study. We used prepro-
cessing to improve the signal-to-noise ratio and to eliminate
the effect of unwanted noise. We used a skull stripping
algorithm based on threshold technique to improve the
skull stripping performance. Furthermore, we used Berkeley
wavelet transform to segment the images and support vector
machine to classify the tumor stage by analyzing feature
vectors and area of the tumor. In this study, we investigated
texture based and histogram based features with a commonly
recognized classifier for the classification of brain tumor from
MR brain images. From the experimental results performed
on the different images, it is clear that the analysis for the brain
tumor detection is fast and accurate when compared with
the manual detection performed by radiologists or clinical
experts. The various performance factors also indicate that
the proposed algorithm provides better result by improving
certain parameters such as mean, MSE, PSNR, accuracy,
sensitivity, specificity, and dice coefficient. Our experimental

results show that the proposed approach can aid in the
accurate and timely detection of brain tumor along with
the identification of its exact location. Thus, the proposed
approach is significant for brain tumor detection from MR
images.

The experimental results achieved 96.51% accuracy
demonstrating the effectiveness of the proposed technique for
identifying normal and abnormal tissues from MR images.
Our results lead to the conclusion that the proposed method
is suitable for integrating clinical decision support systems
for primary screening and diagnosis by the radiologists or
clinical experts.

In the future work, to improve the accuracy of the clas-
sification of the present work, we are planning to investigate
the selective scheme of the classifier by combining more than
one classifier and feature selection techniques.
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