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Abstract
We propose a projective navigation system for fluorescence imaging and image display in a

natural mode of visual perception. The system consists of an excitation light source, a mono-

chromatic charge coupled device (CCD) camera, a host computer, a projector, a proximity

sensor and a Complementary metal–oxide–semiconductor (CMOS) camera. With perspec-

tive transformation and calibration, our surgical navigation system is able to achieve an overall

imaging speed higher than 60 frames per second, with a latency of 330 ms, a spatial sensitiv-

ity better than 0.5 mm in both vertical and horizontal directions, and a projection bias less than

1 mm. The technical feasibility of image-guided surgery is demonstrated in both agar-agar gel

phantoms and an ex vivo chicken breast model embedding Indocyanine Green (ICG). The

biological utility of the system is demonstrated in vivo in a classic model of ICG hepatic metab-

olism. Our benchtop, ex vivo and in vivo experiments demonstrate the clinical potential for

intraoperative delineation of disease margin and image-guided resection surgery.

Introduction
For many cancer patients, surgery remains one of the most effective treatment options.
Advanced surgical navigation techniques for accurate assessment of tumor resection margin
may support important decision making in an operating room (OR). The urgent clinical need
for surgical navigation can be exemplified by breast-conserving surgery (BCS). BCS is a com-
mon method for treating early stage breast cancer [1, 2]. However, up to 20% to 50% BCS
patients require a re-excision procedure, leading to unnecessary patient stress, suboptimal cos-
metic outcome, and increased local recurrence rates [3–5]. Since failure to obtain a clean mar-
gin contributes to the high re-excision rate, it is important to provide the surgeon with real-
time, precise, and cancer-specific information about surgical margin. Histopathologic analysis
is the gold standard for cancer margin assessment. However, conventional histopathologic
evaluation is time-consuming, costly, and easy to miss the residual lesions due to specimen
sampling error. Consequently, patients with pathologically negative surgical resection margins
after BCS still have a local recurrence rate ranging from 7% to 27% [6].
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In recent years, near-infrared fluorescence (NIRF) imaging techniques have been widely
explored for non-invasive and real-time detection of various tissue malignancies, such as ovar-
ian carcinomas [7], sentinel lymph nodes [8–10], hepatocellular carcinomas [11], lymphatic
systems [12, 13], and breast lesions [14, 15]. Various NIRF systems are now available for pre-
clinical and clinical studies [16], including those with polarization imaging capabilities [17].
For example, the SPY system (Novadaq Technologies, Toronto, Canada) integrates a camera
unit, a laser source, a monitor, a remote control, and a central processing unit in a single mobile
cart for surgical guidance in clinical settings [18]; the FLARE system (Frangioni Laboratory,
Boston, MA) consists of two monitors, light sources, a color video camera, and two cameras for
simultaneous image acquisition at 700 nm and 800 nm respectively and has been deployed for
various image-guided surgery applications [19, 20]. It. Despite these clinical and technical
advances in NIRF imaging, most of the existing imaging devices are stand-alone systems that
display intraoperative images on a separate screen. Using such system to display intraoperative
information in an OR may interfere with the surgical procedure because they force surgeons to
switch the view fields instead of focusing on the surgical field. In addition, existing intraopera-
tive fluorescence imaging systems are typically bulky and may not fit in the limited OR space
in a clinical setting. Furthermore, some imaging systems can only display fluorescence emis-
sion and surgical background sequentially, making it difficult for surgeons to correlate the
screen display of surgical margin information with that of the actual surgical field.

Recently, wearable navigation devices have been developed for intraoperative assessment of
surgical margins [21–23].These navigation devices integrate excitation light source, fluorescence
filter, camera, and display in a wearable headset, allowing surgeons to evaluate surgical margins
intraoperatively in a natural mode of visual perception. Since these wearable devices are based on
head-mounted display (HMD) or other wearable visual aids, they are sometimes cumbersome to
surgeons and may easily block their visions. Furthermore, the surgical margin images are only
visible for the individual who wears the visual aid but inaccessible for others in the OR without
using an additional screen display. Finally, image fusion between background and fluorescence
images requires a time-consuming computational process and takes the risk of losing critical dis-
ease information due to the limited resolution of the visual aid and the overlapping features
between background and fluorescence images. To overcome these limitations, researchers intro-
duce a new approach to project the imaging data directly on the patient within the designated
regions of interest, such as skin, internal organs, and bone [24]. These projection systems are typ-
ically bulky, complicated, and are not optimized for intraoperative delineation of tumor margin.

Here we describe a surgical navigation system that combines intraoperative fluorescence
imaging and real-time surgical margin projection. The concept of this projective surgical navi-
gation system is illustrated in Fig 1. Upon illumination of the surgical site by an LED array
excitation light source, fluorescence emission is collected by a CCD camera and transmitted to
a host computer. The acquired fluorescence images are processed and projected back to the
surgical site in pseudo colors by a mini-projector so that fluorescence information originally
invisible by naked eyes are overlaid on the surgical field and directly visible by surgeons. This
surgical navigation system replaces the traditional screen display or HMD by a projector so
that surgeons can navigate over the surgical field and identify lesion areas intuitively in a natu-
ral mode of visual perception with minimal distraction.

Materials and Methods

Hardware Design
As shown in Fig 1, the major hardware components of the proposed projective surgical naviga-
tion system include a MV-VEM033SMmonochromatic CCD camera (Microvision, Xian,
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China) for fluorescence imaging, a mini projector (MEGO, Tianjin, China) for projecting the
visible images, an LED array for excitation light illumination at 690 nm, an US-100 ultrasonic
wave proximity sensor (Xinyuansheng, Shenzhen, China) for surgical field detection and a
C310 CMOS camera (Logitech, Suzhou, China) for surgical field imaging. The excitation light
source consists of 12 super bright 690nm LEDs (Xilan, Shenzhen, China) aligned in two con-
centric circles, with four LED beads in the inner circle and eight in the outer circle. The excita-
tion light source is driven by a direct current (DC) power supply with voltage of 24V and
current of 0.55A. The excitation light source is secured by a suction mount equipped with a
universal joint so that the illumination distance and direction can be effectively adjusted. The
excitation light source is placed 7 to 15 cm away from the surgical site and the illumination
area is about 70 to 90 cm2. The CCD camera is installed 35 cm above the surgical field to
acquire the fluorescence images at a frame rate of 120 frame per second (fps) and a resolution
of 640×480. The CCD camera has a monochromic chip sensor of one-fourth inch with a
dynamic range of 10 bits. A prime lens with a focal length of 5 mm is mounted on the camera
in order to reach a field of view (FOV) of 224 mm ×168 mm for surgical observation. Between
the CCD sensor and the lens, an FELH0800 800 nm long pass filter (Thorlabs Inc., Newton,
NJ) is mounted so that fluorescence emission in the near infrared wavelength range is collected
only. The DLP mini projector installed next to the CCD camera is used to project the processed
images to the surgical field at a contrast ratio of 3500:1 and a resolution of 854 x 480. The pro-
jector consists of three-color RGB LEDs with a brightness of about 300 lumin, a projection area
of 24.2cm × 13.7cm, and a projection distance of 35cm.The CMOS camera acquires the surgi-
cal field images for image registration tasks as described below in detail. A desktop computer is
used to process the fluorescence images and transfer the processed images to the projector.

Image Registration Algorithms
Considering that the projector and the CCD camera do not share the same optical path, cali-
bration is necessary in order to ensure accurate mapping of the projected fluorescence images
with the actual surgical scene. For this purpose, a set of four fiducial markers are placed at four
corners of the surgical field to register the fluorescence images before projection. An automatic

Fig 1. Fluorescence imaging projective surgical navigation system. (a) Schematic diagram of the projective surgical navigation system; (b)
Projective surgical navigation system in working mode.

doi:10.1371/journal.pone.0157794.g001
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registration algorithm is implemented by calling Open Source Computer Vision Library in
Microsoft Visual C++. A transformation matrix is derived based on perspective transformation
to align the four projected fiducial markers with those in the surgical field. In a homogeneous
coordinate system, a general form of transformation can be expressed as below:

ðx0; y0;w0Þ ¼ ðu; v;wÞ
m11 m12 m13

m21 m22 m23

m31 m32 m33

0
BB@

1
CCA

Where m11 to m33 are transformation parameters, (u, v, w) are original three dimensional
coordinates, and (x0,y0,w0) are transformed coordinates. w and w0 are the additional scalar for
homogeneous coordinate, which are usually generalized to one for points. For perspective
transformation to an image, the following operation is carried out:

dstðx; yÞ ¼ src
m11x þm12y þm13

m31x þm32y þm33

;
m21x þm22y þm23

m31x þm32y þm33

� �

Both the CCD camera’s optical path (between the CCD chip image ABCD and the surgical
scene A’B’C’D’) and the DMD projector’s optical path (between the DMD chip image EFGH
and the projected image E’F’G’H’ to the surgical scene) can be well described by perspective
transformation, as shown in Fig 2A. When E’F’G’H’ is coincident with A'B'C'D', the projected
image precisely overlays the actual surgical scene and the fluorescence image acquired by the
CCD camera can be projected to the surgical scene to highlight the disease margin. Thus, to
overcome projector distortion and ensure perfect match between the projected disease margin
and the actual surgical field, a perspective transformation algorithm is used to convert image

Fig 2. System registrationmethod. (a) Schematic diagram of the system’s registration procedure; (b) Flow chart of the registration program.

doi:10.1371/journal.pone.0157794.g002

Projective Surgical Navigation System

PLOSONE | DOI:10.1371/journal.pone.0157794 July 8, 2016 4 / 21



ABCD acquired by the CCD camera into image EFGH formed by the DMD so that the pro-
jected image to the surgical site coincides with the actual surgical scene. This process is there-
fore called “registration”. For effective registration of the projected images on the surgical
plane, we identify the perspective transformation matrix by calibrating the system at four
points mapping the source image (EFGH) with the target image (ABCD). To ensure one-to-
one correlation at these four points, we place four fiducial markers at the corners of the surgical
field, and project four corresponding fiducial markers on to the field for calibration. With the
help of an extern CMOS camera, all perspective transformation between any two devices or
images can be identified by these markers and their projections. The transformation, between
the markers on DMD being projected, and the points on the DMD corresponding to the physi-
cal fiducial markers, is the perspective transformation that we are looking for. The transforma-
tion has a representative matrix denoted by tm.

Fig 2B shows the flow chart of our automatic registration program for system calibration.
Before the calibration process, a piece of white paper with four fiducial markers is placed at the
center of the surgical plane. The apertures of the NIR (CCD) camera and the CMOS camera
are adjusted so that all the fiducial markers can be effectively detected by both cameras. The
image of four fiducial markers acquired by the NIR camera is projected by the mini projector
to the white paper. The CMOS camera then acquires an image of the surgical scene that con-
sists of both the physical fiducial markers and the projected ones. Once all the eight markers
are imaged and recognized, the automatic registration program will calculate the correspond-
ing transformation matrix. Finally, image with fiducial markers captured by NIR camera is
transformed by the matrix and projected to the white paper to evaluate the calibration accu-
racy. Such a process may iterate until perfect registration between the original and the pro-
jected images is achieved.

After the above automatic registration process, the projected images and the actual objects
are coincident with each other on the registration plane (i.e., the surgical plane). However,
according to Fig 3A, as height h of the surgical plane changes, the projected image may shift by
a distance l since the optical axis of the projector is not aligned with that of the NIR camera.

Fig 3B show the geometric illustration of the height-induced projection bias. The elevation
of the surgical plane by dh increases the projection bias by dl. In plane AOB, triangle AOB and

Fig 3. The relationship between projection bias and height difference. (a) Schematic diagram of the
projection bias induced by height variation after registration, plane α is the registration plane and there is a bias l
on the observation plane β; (b) The triangle caused deviation in (a).

doi:10.1371/journal.pone.0157794.g003
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A’OB’ are similar triangles. Therefore, the relative change of projection bias l is linearly propor-
tional to the relative change of the imaging height h.

h
l
¼ hþ dh

l þ dl
ð1Þ

K ¼ dl
dh

¼ l
h

ð2Þ

K in Eq (2) is defined as a slope factor for height-induced projection bias. As bias l can be
decomposed into lx and ly in x and y directions, K can also be decomposed into Kx and Ky,
respectively:

Kx ¼
dlx
dh

¼ lx
h

ð3Þ

Ky ¼
dly
dh

¼ ly
h

ð4Þ

Through the above analysis, it is clear that the height-induced projection bias can be effec-
tively corrected as long as the height difference h and the slope factors Kx and Ky are known in
advance. For this purpose, we propose a method to compensate for the projection bias induced
by the height difference of the surgical field and the optical path difference between the projec-
tor and the camera.

This method is best illustrated by Fig 3A where two projection planes with height difference
h are presented. The compensation is done in two steps. First, the slope factors are calculated
based on the transformation matrices of these two projection planes tm1 and tm2 respectively.
For any point (x, y, 1) on the fluorescence image, the transformed points are given by Eqs (5) and
(6), and the projection bias AB can be obtained by Eq (7), where the transformed points are gen-
eralized. The additional scalar for the coordinate for AB is zero, indicating it is a line segment:

ðx1; y1;w1Þ ¼ ðx; y; 1Þ � tm1 ð5Þ

ðx2; y2;w2Þ ¼ ðx; y; 1Þ � tm2 ð6Þ

AB ¼ ðlx; ly; 0Þ ¼
1

w1

ðx; y; 1Þ � tm1 �
1

w2

ðx; y; 1Þ � tm2 ð7Þ

Second, the slope factors Kx and Ky are calculated from Eqs (3) and (4) separately with AB
and h. As the height of the observation plane (i.e., h) changes, the projection bias in x and y direc-
tions (i.e., lx and ly) are calculated and the source images are translated accordingly so that the
destination images coincide with the actual scene without the need for additional calibration.

dstðx; yÞ ¼ srcðx � kxh; y � kyhÞ ð8Þ

In the case of non-planar working surface, the image is divided into pixels and regarded as
individual small planes for pixel by pixel correction of height. After the whole image is trans-
formed with the perspective transformation tm1, the position of each pixel point (x, y) with indi-
vidual relative height h to the registration plane, is modified using Eq (8) separately. After all the
pixels are processed, the destination image would coincide with the actual scene as it is projected.
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Performance Validation and Optimization
The imaging performance of the proposed projective surgical navigation system is character-
ized and optimized by benchtop experiments using Indocyanine green (ICG) as a fluorescence
contrast agent [23]. ICG is a cyanine dye approved by US Food and Drug Administration
(FDA) for fluorescence imaging in many medical diagnostic applications. In the arena of can-
cer management, ICG has been used to localize the sentinel lymph nodes (SLNs) in many can-
cers, such as breast cancer[9], skin cancer[25], superficial esophageal[26] and gastric cancer
[27]. In aqueous solution, ICG tends to aggregate and shifts its peak absorption wavelength
from about 780 nm to about 700 nm, depending on its concentration, while its fluorescence
emission spectrum peaks at around 820 nm [28]. After intravenous injection, the main peak
absorption wavelength of ICG shifts to 805 nm owing to polymerization and aggregation to
plasmatic proteins, while its fluorescence emission peak experiences multiple variations,
depending on different phase after injection [28].

The intensity of the fluorescence emission is directly related to the excitation light. High flu-
ence rates run the risk of heating tissue and causing thermal damage. When the excitation flu-
ence rate is>50 mW/cm², small-molecule organic fluorophores typically undergo irreversible
photobleaching [17]. A range of 0–20 mW/cm² is applicable for excitation light intensity [21].
We measure our system’s excitation light source using a VEGA optical power/energy meter
(Ophir, Jerusalem, Israel). The distances between the power sensor and the light source are
7–17 cm. The mean intensities are 4.37–6.57 mW/cm². The maximum value is about 9 mW/
cm², which is less than 50 mW/cm².

The performance characteristics of the proposed projective surgical navigation system are
tested using aqueous solution of ICG (BOMEI pharmaceutical, Shenyang, China) at different
concentrations and compared with those of a commercial IVIS Lumina III small animal imag-
ing system (Perkin Elmer, Waltham, MA).Thirteen ICG samples with concentration levels
ranging from 0.0001 mg/ml to 0.1 mg/ml are prepared in advance. Each sample is divided into
two parts for fluorescence imaging using our system and the small animal imaging system
respectively. At each concentration level, the imaging experiments are repeated four times and
the fluorescence intensity levels are averaged and plotted, as shown in Fig 4. According to the
figure, the proposed projective surgical navigation system has a comparable if not better sensi-
tivity and dynamic range for detecting fluorescence emission in aqueous solution of ICG.

The capability of our projective surgical navigation system for acquiring and projecting
fluorescence images is demonstrated in a series of agar-agar gel and PMMA phantoms. Nug-
gets of different shapes and sizes are made by ICG-loaded agar-agar gel and embedded in these
phantoms to simulate different tissue anomalies. Fig 5A shows a PMMA phantom that embeds
cylindrical tumor simulators from 1 mm to 20 mm. To prepare this phantom, 0.56mg ICG,
2.1g Agar, 0.28g Titanium dioxide, 4.9ml Glycerol and 70ml distilled water are mixed, heated
to 90°C, stirred by magnetic stirrer for 30–40 minutes in a beaker, poured into the holes drilled
in a PMMA disk, and cool down for 30–40 minutes. The diameters of the holes are 1mm,
2.5mm, 5mm, 7.5mm, 10mm, 15mm, 17.5mm and 20mm, respectively. Fig 5C shows an agar-
agar gel phantom that embeds the nuggets of ICG-loaded agar-agar gel with different shapes.
The nuggets are prepared in advance following the same recipe as that of the PMMA phantom.
As shown in Fig 5B and 5D, our projective navigation system effectively identifies the positions
and the shapes of the tumor simulators, while the surrounding phantom materials do not show
fluorescence emission.

As we have discussed before, the projected image by our projective surgical navigation sys-
tem may deviate from its physical position if the height of the projection plane changes. This
deviation is partially caused by inconsistent optic paths between the projector and the CCD
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camera, and can be calibrated in advance at different heights. For this purpose, a series of
experiments are designed to measure the height-induced projective bias and to demonstrate
the effectiveness of our bias compensation algorithm as described before. Before the experi-
ment, a tumor-simulating phantom is prepared by inserting two ICG-loaded agar-agar gel
cylindrical chips in a large base of agar-agar gel, with the boundary of the cylindrical chips
marked for visibility. The phantom is placed on a projection plane driven by a motorized linear
stage (Zolix, Beijing, China). The excitation light source and the CMOS camera are also
installed on the linear stage with fixed positions relative to the projection plane. At the begin-
ning of the experiment, the CCD camera is placed 20 cm above the projection plane and this
plane is marked as the reference plane with height h = 0. As the projection plane is driven by
the linear stage to move from h = -50 mm to 50 mm at a step size of 5 mm, the background
and the fluorescence images are acquired at each step and projected back to the projection
plane. For automatic compensation of height-induced projection bias, an US-100 ultrasonic
sensor is installed beside the CCD camera to detect the height offset of the projection plane
from the reference plane. At each position of the projection plane from -45 mm to 45 mm (5
mm per step, totally 19 positons), the actual height of the projection plane is detected by the
ultrasonic sensor and sent to the host computer for automatic correction of the height-induced
projection bias.

We also demonstrate the technical feasibility of automatic compensation of height-induced
projection bias simultaneously in different projection planes. Four planes of different heights
(i.e., A: 0 mm, B: 20 mm, C: 65 mm and D: 115 mm) are used in the experiment. Plane A is
chosen as the reference plane and the projective navigation system is calibrated on this plane in
advance. Heights of the rest three projection planes are sent to the computer for automatic
compensation of the projection bias.

Fig 4. Comparison of fluorescence detection capability. The concentration of ICG solution are 0.0001,
0.0005, 0.001, 0.002, 0.003, 0.004, 0.006, 0.008, 0.01, 0.02, 0.03, 0.08, 0.1 mg/ml respectively. The black
line is the detection results by IVIS Lumina III and the red line is by the NIR Camera in our projective surgical
navigation system.

doi:10.1371/journal.pone.0157794.g004
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We further demonstrate the surgical margin projection technique in an ex vivo chicken tissue
model. To prepare this ex vivo model, we prepare the tumor simulator by mixing 0. 56 mg of ICG,
2.1 g of agar, 0.28 g of titanium dioxide, 4.9 ml of glycerol and 70 ml of distilled water at 90°C, inject
the mixture into a piece of fresh chicken breast tissue at an estimated depth of 1 mm, and let it cool
down and solidify for about 30 minutes. As this ex vivo phantom is exposed to the excitation light,
fluorescence emission from the tumor simulator is acquired by our projective surgical navigation
system and compared with that acquired by the IVIS small animal imaging system.

Animal Experiments
A BALB/c-nu nude mouse (NU/NU, Vital River Laboratory Animal Technology Co. Ltd, Bei-
jing, China) at 7-week-old and with the weight of about 20 g is used for the animal validation

Fig 5. Phantoms that embed agar-agar gel tumor simulators for validation of projective surgical navigation
system. (a) A PMMA phantom embedding agar–agar gel cylinders of different diameters from 1 mm to 20 mm; (b)
Fluorescence emission of the agar-agar gel cylinders is effectively acquired and projected to the phantom by our
projective navigation system; (c) An agar–agar gel phantom embedding agar-agar gel nuggets of different shapes;
(d) Fluorescence emission of the agar-agar gel nuggets is effectively acquired and projected to the phantom by
our projective navigation system.

doi:10.1371/journal.pone.0157794.g005
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test. The animal protocol is approved by the Institutional Animal Care and Use Committee of
University of Science and Technology of China (protocol No: USTCACUC1501014). Before the
experiment, animals are housed at the Specific Pathogen Free (SPF) feeding room in the Core
Facility Center for Life Sciences, USTC. As mentioned in the animal protocol, the animal is anes-
thetized by intraperitoneal injection of chloral hydrate (350mg/kg). The total ICG dose injected
should be kept below 2 mg/kg. The injected dosage is calculated on the basis of 0.5 mg/kg (ICG
drug instructions from the pharmaceutical company (Akorn, Lake Forest, IL, USA), which has
FDA certification).ICG is dissolved in sterile water in advance to make a total volume of 0.5–1 ml
and concentration of 0.01 mg/ml. After anesthesia, the animal is fixed on a surgical panel in a
supine position, with four limbs stretched out and secured by medical tapes. During the experi-
ment, the animal condition is closely monitored every 5 minutes to ensure that the test procedure
introduces no pain or stress. The excitation light source, the CMOS camera, and the CCD camera
are placed above the surgical plane with appropriate adjustment for effective illumination and
imaging acquisition from the whole animal. After a tail vein bolus injection of ICG solution at a
dose of 0.4 mg/kg body weight[29–31], the fluorescence images are acquired, processed by the
host computer, and projected back to the animal continuously until the end of the experiment.

Data Analysis and Results

Spatial Resolutions
The achievable spatial resolutions of the projective surgical navigation system are tested using
a test pattern as shown in Fig 6A. The size of the test pattern is 71 × 36 mm and consisted of

Fig 6. The achievable spatial resolutions of the projective navigation system. (a) The test pattern is 71 mm×36 mm,
consisting of horizontal and vertical stripes with thicknesses from 0.5 to 4 mm and the separation distances from 0.5 to 4
mm. (b) The projected image overlaid with the printed test pattern. (c) Side by side comparison between the test pattern
and the projected image.

doi:10.1371/journal.pone.0157794.g006
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horizontally and vertically printed stripes. The stripes are divided into two groups. In one
group, the stripes’ thicknesses are 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0 mm with the same sepa-
ration (2 mm). In another group, the stripes are separated by 0.5–4.0 mm, with each 0.5 mm
increase per stripe. According to Fig 6B, the projected stripes overlay the printed stripes on the
paper, making it difficult to distinguish and quantitatively analyze the resolution. Therefore,
we program the system to project the processed image to the side of the printed stripes with
clear separation. As shown in Fig 6C, features smaller than 0.5 mm could be captured by the
naked eye in both vertical and horizontal directions.

The stripes, separated with different intervals in the test pattern, are extracted for individual
tests. The projection stripes are compared with standard stripes. All images are converted to
grayscale. The gray values of the stripes’middle points are then calculated and plotted as a line
graph. As shown in Fig 7A and 7B, Δ1 = d1/D1 = 0.212< 0.263 and Δ2 = d2/
D2 = 0.326> 0.263. According to the Rayleigh criterion[32], the differentiable separation is
less than 0.5 mm in vertical direction and is within the range of 0.5–1.0 mm in the horizontal
direction.

System Response
Considering the time required to acquire, process and project the surgical field images, it is
expected that the projective navigation system may experience a certain level of delay, espe-
cially when it is used for surgical navigation at a high speed. In order to estimate the system
delay quantitatively, we print a black dot of 2 cm in diameter on a piece of paper and place the
paper on a linear translational stage. After the system is calibrated, the linear stage is pro-
grammed to move horizontally at stepped speed levels from 1 m/min to 6 m/min, with 1m/
min increase per step. At each speed level, the black dot is imaged by both the CMOS camera
and the CCD camera and projected back to the paper after perspective transformation and bias
compensation. Fig 8 shows the printed and the projected black dots at different speed levels.
Based on these images, it is estimated that the overall delay time of the system is about 330 ms.
Obviously, the projected image deviates more from its actual location as the moving speed of
the surgical field increases. In order to reach a navigation accuracy better than 2 mm, the rela-
tive motion between the surgical field and the projective navigation system should not exceed
the speed of 1 m/min. Considering that the adult respiration rate is 12–18 breaths per minute,
corresponding to 3-5s per breath[33], the system latency of 330ms will not induce significant
localization artifact owing to breathing movements. Considering that the projective surgical
navigation system is installed above the surgical field instead of being worn by a surgeon, it is
relatively easy to control the motion of the system within this speed level. Further software
design and engineering optimization is necessary in order to shorten the system delay time for
real-time projection without lag.

Phantom Study
As described before, the projected image may deviate from the actual position of the surgical
scene when the height of projection plane is changed. Through geometric analysis as shown in
Fig 3, we also hypothesize that the projection bias is linearly correlated with the height of the
projection plane. This hypothesis is further validated through a series of experiments as shown
in Fig 9. As the projection plane moves to different heights from -45 mm to +45mm, the CCD
camera acquire the fluorescence image of two ICG-loaded cylindrical samples and projected it
back to the projection plane, as shown in Fig 9A–9E. According to the figure, the projected
image matches perfectly with the sample geometry at h = 0 mm, which is the calibrated refer-
ence plane. As the height of the projection plane deviates from the reference plane, the
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Fig 7. Individual analysis of the spatial resolutions’ test pattern. (a) Variable separation of stripes in the horizontal direction. (b) Variable
separation of stripes in the vertical direction.

doi:10.1371/journal.pone.0157794.g007
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projection bias increases. In this study, the height of the projection plane is detected by a prox-
imity sensor and calculate the transformation matrix for automatic compensation of height-
induced projection bias. Fig 9F shows the averaged projection biases at different height levels
before and after compensation. According to the figure, the projection bias is linearly corre-
lated with the height of the projection plane before compensation algorithm is applied. After
compensation, the projection bias is controlled less than 1 mm at any height and no longer had
a liner relationship with the height differences, which prove that the relationship between the
height differences and the offsets is liner and the height correcting algorithm is effective.

According to Fig 9, the projected image register well with the actual phantom objects only
when the registration plane is on the reference plane where the system is calibrated in advance.
As the registration plane deviates from the reference plane, a projection bias is induced and the
bias level is proportional to the height difference between these two planes, as shown in Fig
9A–9E. Fig 9F shows that the projection bias is linearly correlated with the height difference.
The figure further shows that the bias compensation algorithm can effectively eliminate the
height-induced projection bias.

Our projective navigation system is compared with the IVIS small-animal imaging system
using five sets of circular phantoms with different diameters (2.4, 1.9, 1.6, 1.3, and 0.9 cm).
Each set includes three phantoms of the same size placed as a right-angled triangle with side
lengths of 5 cm. For each set of phantoms, fluorescence images are acquired by both the pro-
jective system and the IVIS system in order to calculate the distances between the neighbor-
ing circular phantoms. Fig 10A compares the averaged phantom distances and the standard
deviations measured by the projective system and the IVIS system in both the horizontal and
the vertical directions. According to the figure, the p values of these measurements are
greater than 0.05, indicating that the distances measured by our projective system have no
significant difference from those by the IVIS system. In another experiment, fluorescence
images of a set of phantoms with the same sizes but separated by different intervals (3, 4, 5, 6,
and 7 cm) are captured by the two systems. According to Fig 10B, the intervals detected by
the two systems were closely approximated, and the results had the same tendency in both
directions.

Fig 8. Experimental results that simulate the effect of the surgical scenemotion on the imaging lag of
the projective navigation system. (a-f) show the projected pattern (gray dot) and the actual object (black
dot) at the following moving speeds: 1, 2, 3, 4, 5 and 6 m/min, respectively.

doi:10.1371/journal.pone.0157794.g008
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Fig 9. Phantom study to show the projective accuracy as the function of the height difference between the
projection plane and the reference plane. (a)—(e): As the projection plane moves from 40 mm above to 40 mm
below the registered reference plane, the projected image is biased from left to the right of the actual phantom. (c):
If the projection plane is identical to the reference plane, the projected image and the actual phantom are co-
registered without bias. (f) Linear relationship is observed between the projection bias and the height difference
without height correction, while the projection bias is controlled within 1 mm for all the height differences after the
height correction algorithm is applied.

doi:10.1371/journal.pone.0157794.g009

Fig 10. Comparison of the projective and IVIS systems in a phantom study. (a) Comparison of phantoms with different sizes for the same
distance. (b) Comparison of phantoms with the same sizes at different intervals.

doi:10.1371/journal.pone.0157794.g010
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Ex-vivo Study
An ex-vivo tumor simulating tissue model as shown in Fig 11A is used to evaluate the perfor-
mance of the projective navigation system and demonstrate the image-guided tumor resection
procedure. Fresh chicken breast tissue is injected with ICG-loaded agar-agar gel solution and
placed in the surgical field. As the excitation light at 690 nm illuminates the chicken tissue,
fluorescence emission from the injected ICG-loaded agar-agar gel solution is acquired by our
navigation system and projected back to the surgical scene in a pseudo color, as shown in Fig
11A. Under the guidance of the projected pseudo color image at the surgical site, we are able to
complete the surgical resection procedure without the need for looking at the screen display.
Further, the projection navigation system enables us to localize the residual lesions in the surgi-
cal cavity for re-resection, as shown by the arrows in Fig 11C. To evaluate the imaging perfor-
mance of our projective navigation system, the same chicken tissue is also imaged by an IVIS
Lumina III small animal imaging system (Perkin Elmer, Waltham, MA) before and after resec-
tion. According to Fig 11B and 11D, the IVIS system shows the surgical margins and the resid-
ual diseases coincident with those by the projective navigation system, indicating the technical
feasibility for intraoperative navigation and residual lesion detection in cancer resection
surgeries.

In-vivo Study
The projective surgical navigation technique is also demonstrated in vivo in a nude mouse
model. Fig 12 shows a series of fluorescence images projected in pseudo color at 30, 120,
180,360, and 480 mins after tail vein bolus injection of ICG solution at a dose of 0.4 mg/kg
body weight. Using the projective navigation system, the pharmacokinetic characteristics of

Fig 11. Demonstration of the image-guided tumor resection procedure using an ex-vivo tumor simulating
tissuemodel. (a) Tissue model observed by the projective navigation system before resection. (b) Model observed
by the IVIS small animal imaging system before resection. (c) Model observed by the projective navigation system
after resection. Arrows correspond to the identified residual lesions. (d) The IVIS system also captures two residual
lesions (black arrows).

doi:10.1371/journal.pone.0157794.g011
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ICG can be directly visualized by naked eyes. Within 30 minutes after tail vein injection of
ICG, the fluorescence dye is quickly accumulated in the liver, leading to the increased bright-
ness in the projected images, as shown in Fig 12B. Fluorescence emission in the liver PCF is
gradually weakened and eventually diminished after 1 hour following ICG injection, while the
gall bladder portion is gradually highlighted, indicating the discretion of ICG by bile to the gall
bladder. At two hours post injection, the highlighted fluorescence emission moves from gall-
bladder to the middle and then the lower abdominal areas, indicating further transport of ICG
through intestines. After several hours post injection of ICG, no fluorescence emission can be
detected and projected.

Three hours after i.v. injection of the ICG solution, the animal is euthanized by cervical dis-
location and then laparotomized for direct visualization of the ICG distribution in the perito-
neal cavity. According to Fig 13A and 13B, a significant amount of ICG is accumulated in
gallbladder, intestines and a small fraction of liver, while little ICG can be detected in skin. As
we define a small region of interest (ROI) in the designated area of liver and calculate the

Fig 12. In vivo distribution of ICG in nudemouse after tail vein injection. (a-f) The images using projective
navigation system at various times pose intravenous injection of ICG. Image acquisition times are 0, 30 minutes,
2 hour, 3 hours, 6 hours, 8 hours after injection separately. Images show dye accumulation in the liver(L), gall
bladder(G) and intestines(I).

doi:10.1371/journal.pone.0157794.g012
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averaged fluorescence intensity within the ROI over time, we are able to estimate the pharma-
cokinetic profile of ICG in liver after i.v. injection, as shown Fig 13C–13E. According to the fig-
ure, ICG distribution in liver follows a pattern of exponential decrease. A spike observed at the
16th minute post i.v. injection is induced by a sudden motion of the animal and does not repre-
sent the actual change of ICG concentration.

ICG is an FDA approved fluorescence agent that has been commonly used for clinical angiogra-
phy. After i.v. injection, ICG is circulated, eliminated by liver, excreted in unmetabolized form into
the bile, accumulated in the intestines through the bile duct, and eventually excreted with the feces
[28, 34, 35]. Our in vivo imaging results are coincident with this classic model of ICG hepatic
metabolism and in good agreement with previously published results [36–39]. This indicate that
the projective navigation system can be used for in vivo fluorescence imaging of ICG distribution.

Fig 13. In vivo, ICG concentration–time course in mouse liver following ICG injection. (a) The nude mouse before dissection at 3 hours after
ICG tail intravenous injection; (b) After the mouse is sacrificed by cervical vertebra dislocation, we dissect its abdomen and observe the anatomy
map. (c) The fluorescence image captured by NIR camera. The area into the white frame is used to calculate fluorescence intensity. (d)The image of
nude mouse under projective navigation system captured by nude eye. (e) Corresponding fluorescence intensity basis time courses.

doi:10.1371/journal.pone.0157794.g013

Projective Surgical Navigation System

PLOSONE | DOI:10.1371/journal.pone.0157794 July 8, 2016 17 / 21



Discussion
NIR fluorescence-guided surgery requires real-time acquisition and display of fluorescence
images in a natural mode of visual perception. In this study, we develop a fluorescence naviga-
tion system for direct projection of disease margins on tissue surface. The technique success-
fully overcomes the limitations of the present NIR fluorescence imaging systems and free
surgeons from visual distractions during a surgical procedure. With the current hardware and
software configurations, our projective surgical navigation system is able to achieve an overall
imaging speed higher than 60 frames per second, with a latency of 330 ms, a spatial sensitivity
better than 0.5 mm in both vertical and horizontal directions, and a projective bias less than 1
mm after appropriate height correction. Comparison between the fluorescence images
acquired by our system and by a commercial IVIS Lumina III small animal imaging system
(Perkin Elmer, Waltham, MA) shows similar imaging sensitivity and dynamic range. And we
compare the projective system with several other NIRF imaging system[18–20, 40–44] in
Table 1 to show the differences.

Application of the projective navigation system is limited by the lack of cancer-targeting
fluorescent dyes since ICG cannot bind with tumors or cancer tissues specifically. If more dis-
ease-targeting fluorescent dyes were to be developed, the projective surgical navigation system
could be used to improve clinical outcomes for cancer resection and provide localization infor-
mation for many tissue malignancies. Possible applications include preoperative tumor locali-
zation, determining the resection margin status[4] and identifying otherwise missed tumor foci
[5]. In addition to cancer resection surgery, this technique can also be used in other clinical
fields such as real-time projection of tissue vasculature, blood flow, oxygenation, and skeletal
structure in for the guided plastic surgery.

The imaging system presented in this paper is a research prototype to demonstrate the con-
cept of a novel surgical navigation method. Further engineering optimization and clinical vali-
dation works are necessary before the system can be deployed for clinical use. Especially, we
will improve the system performance further by optimizing the hardware design, the commu-
nication protocol, and the image registration algorithm. First, topographical measurements
will be integrated into the system so that a 3D profile of the surgical field can be used to correct
the projection bias in real time. Second, the data communication protocol and the imaging pro-
cessing algorithm will be optimized and simplified for increased navigation speed and reduced
motion artifacts. To further simplify the calibration procedure, we will save the corresponding
image transformation matrices at different projector-surgical plane distances in advance so
that the specific calibration factors can be loaded automatically based on the detected height
information without additional calibration operation. Third, we will optimize the system
design to improve its portability and clinical utility. For example, the excitation light source,

Table 1. Comparison of the projective systemwith other NIFR systems.

Imaging System Excitation Light Source Spatial Resolution Working Distance Field of View (cm2) Background Color Image

Fluobeam Laser 690nm 2.6mW/cm2 0.17mm 20cm 28.27–50.27 NO

SPY Laser 806nm 35.7mW/cm2 NS 30cm 56 NO

PDE LED 760nm power NS NS 15-25cm NS NO

FLARE LED 670nm 4mW/cm2 125 to 625 μm 45.72cm (18inch) 3.7–169.5 YES

LED 760nm 14mW/cm2

George Themelis’s
prototype

Laser 750nm 68.21 μm 21cm 1.5–107 YES

Projective Imaging System LED 690nm 4.37–6.57 mW/
cm²

<0.5mm 35cm 70–90 NO

doi:10.1371/journal.pone.0157794.t001

Projective Surgical Navigation System

PLOSONE | DOI:10.1371/journal.pone.0157794 July 8, 2016 18 / 21



the cameras, and the projection module will be integrated in a compact enclosure and placed in
a medical trolley for mobility. Finally, the integrated system will be tested in a clinical trial for
image-guided surgery.

Supporting Information
S1 File. Data of Fig 4 Comparison of fluorescence detection capability. The concentration of
ICG aqueous solution are 0, 0.0001, 0.0005, 0.001, 0.002, 0.003, 0.004, 0.006, 0.008, 0.01, 0.02,
0.03, 0.08, 0.1 mg/ml respectively. Fluorescence intensity is detected at each concentration of
ICG aqueous solution by IVIS Lumina III and projective surgical navigation system. Average
value and standard deviation of fluorescence intensity are calculated at the same time.
(XLSX)

S2 File. Data of Fig 9 Phantom study to show the projective accuracy as the function of the
height differences. The projection bias is detected with the height difference with and without
height correction algorithm. Average value and standard deviation of projection bias are calcu-
lated at the same time.
(XLSX)

S3 File. Data of Fig 13(E) Corresponding fluorescence intensity basis time courses.
(XLSX)
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