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Abstract

The most important and demanding part of the artificial neural network is the training process which involves finding the most
suitable values for the weights in the network architecture, a challenging optimization problem. Gradient approaches and the
meta-heuristic approaches are two methods extensively used to optimize the weights in the network. Gradient approaches have
serious disadvantages including getting stuck in local optima, inadequate exploration, etc. To overcome these disadvantages,
meta-heuristic approaches are preferred in training the artificial neural network instead of gradient methods. Therefore, in this
study, an improved animal migration optimization algorithm with the Lévy flight feature was proposed to train the multilayer
perceptron. The proposed hybrid algorithm is named IAMO-MLP. The main contributions of this article are that the IAMO
algorithm was developed, the TAMO-MLP algorithm can successfully escape from local optima, and the initial positions
did not affect the performance of the IAMO-MLP algorithm. The enhanced algorithm was tested and validated against a
wider set of benchmark functions and indicated that it substantially outperformed the original implementation. Afterward, the
IAMO-MLP was compared with ten algorithms on five classification problems (xor, balloon, iris, breast cancer, and heart)
and one real-world problem in terms of mean squared error, classification accuracy, and nonparametric statistical Friedman
test. According to the results, the JAMO was successful in training the multilayer perceptron.

Keywords Animal migration optimization algorithm - Artificial neural networks - Civil engineering - Lévy flight - Multilayer
perceptron - Training of artificial neural networks

1 Introduction method has been successfully used in areas such as classifi-

cation [3], system modeling [4], face recognition [5], speech

The artificial neural network (ANN) is one of the popular top-
ics in machine learning and artificial intelligence. The design
of ANNs was inspired by the working principle of the biolog-
ical nervous system in the 1940s. It has been used in many
areas as a result of studies that gained speed in the 1980s,
and its success has been proven [1]. Nowadays, the ANN
is a method frequently used in engineering studies due to
its effective problem-solving strategy for complex and dif-
ficult problems. It is formed by connecting many artificial
process elements (neurons) in its layers. ANNs learn from
the samples of the given problem and then decides by using
the information it has obtained when it encounters samples
of the problem that it has never been seen before [2]. The
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recognition [6], and optimization [7].

The most important feature of ANNs is the ability to
make inferences for different conditions using the experi-
ence gained by learning from the information. ANNs consist
of two stages, training (learning) and testing. In the first
step, ANN is trained with training data. Then, the network is
tested using the test data to evaluate the performance of the
trained ANN [8]. The most important and demanding part
of the method is the training process of the network which
involves finding the most suitable values for the weights in
the network architecture, a challenging optimization prob-
lem. As emphasized in [9], two approaches are extensively
used to optimize weights in the network: gradient approaches
and meta-heuristic approaches. There are some disadvan-
tages in gradient approaches: (i) They can easily get stuck
in local optima. (ii) The value of the learning rate in gradient
approaches is very important and affects the performance of
the algorithm because if the value of the learning rate is too
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small, the training process takes a long time and can get stuck,
and if it is too large, the training process takes a short time
and the algorithm converges prematurely. (iii) The wider the
search space is, the worse the gradient approaches generate
results. (iv) The gradient approaches depend heavily on the
initial values of the weights. Moreover, the same initial val-
ues in different runs generate the same results. Because of
these problems, meta-heuristic approaches can be preferred
in training ANNSs instead of gradient methods. Computer
scientists have developed many meta-heuristic algorithms
inspired by certain behaviors of creatures in nature to find
solutions to optimization problems. The animal migration
optimization (AMO) algorithm was designed inspired by
the animal migration behavior of individuals that can be
found in all major animal groups including birds, mam-
mals, and insects. The developer of the AMO algorithm
showed that this algorithm is able to improve the initial
random population, converge toward the global optimum,
provide very competitive results compared to other well-
known algorithms in the literature, and solve different kinds
of optimization problems. Thanks to the success of the AMO
algorithm, it has been applied to many different optimization
problems such as association rule mining [10], clustering
[11],unmanned aerial vehicles placement [12], mobile ad hoc
networks [13], the optimal power flow problem [14], the trav-
eling salesman problem [15], reinforcement of bridges [16],
and multilevel image thresholding [17]. Therefore, these
applications motivated our attempts to employ the AMO
algorithm for training ANNSs. In this study, the improved
animal migration optimization (IAMO) algorithm with the
Lévy flight feature was developed and used in the process
of finding optimum weights of the network to increase the
success of ANN.

The most important and demanding part of ANNs is the
training process of the network. To increase the success of
the network, the network should be updated with optimum
weights. In the literature, the training of ANNSs has been car-
ried out using some different optimization algorithms. The
success of these optimization algorithms in training ANNs
was determined by comparing them in the solution of dif-
ferent world problems. Ibrahim Aljarah et al. [18] proposed
the whale optimization algorithm for training ANNSs. This
algorithm was proven to be able to solve a wide variety
of optimization problems and surpass existing algorithms.
Twenty datasets with different difficulty levels were used to
test the success of the algorithm in the training of the feed-
forward ANN. The success of the algorithm was determined
by comparing it with the backpropagation (BP) algorithm
and six different evolutionary optimization algorithms. It
was shown that the proposed model performs better than
the other algorithms in terms of both local optimum avoid-
ance and convergence speed. Ilyas Benmessahel et al. [19]
proposed an advanced detection approach by combining the
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multi-verse optimization algorithm and an ANN for the intru-
sion detection system. The main idea of the study was to train
feed-forward multilayer ANN using the multi-verse opti-
mization algorithm to detect new intrusions. NSL-KDD and
UNSW-NBI15 datasets were used to test the success of the
approach, and the results for UNSW-NB15 were better than
the results for NSL-KDD. Moreover, the proposed method
outperforms the ANN trained using the particle swarm opti-
mization (PSO) algorithm. Sankhadeep Chatterjee et al. [20]
proposed an ANN trained using the PSO algorithm to solve
the problem of predicting the failure probability of multi-
story concrete structures by determining the causes of their
structural failure. In experimental studies, a database of
multi-story reinforced concrete structures consisting of 150
multistoried buildings was used. The proposed method was
compared to the multilayer feed-forward ANN model. The
proposed method demonstrated a better success rate than the
multilayer feed-forward ANN model. Thus, the success of
the proposed method was proved. Giilay Tezel et al. [21]
used the artificial algae algorithm (AAA) as a tool to opti-
mize the weights of the ANN. The ANN and AAA were
combined in such a way that the training phase of the ANN
was performed by the AAA. The proposed model was tested
in three data sets (iris, thyroid, and dermatology) taken from
the University of California, Irvine (UCI) machine learn-
ing database. The results were compared with the multilayer
perceptron algorithm with backpropagation in terms of mean
absolute error. It has been stated that the models where the
proposed method would be applied can provide a reduction
of up to 96% in mean squared error. In [22], the moth flame
optimization algorithm is proposed for training feed-forward
multilayer ANN. The algorithm is used to produce weight and
bias values that ensure to obtain minimum error and a high
classification rate. Five classification datasets were used to
evaluate the performance of the proposed method which was
compared with the genetic algorithm (GA), PSO, ant colony
optimization (ACO), and evolution strategy. The experimen-
tal results proved that the moth flame optimization algorithm
solves the local minima problem and achieves high accuracy.
Najmeh Sadat Jaddi et al. [23] proposed a hybrid method
based on the bat optimization algorithm (BAT) and the ANN.
The BAT algorithm produces the weight and bias values of
the ANN with minimum error and high classification suc-
cess. To test the performance of the proposed approach in
terms of classification and prediction accuracy, six classifi-
cation and two time series data sets were used. The statistical
tests showed that the proposed method produces good results.
The method was applied to a real-world problem to predict
future values of rain data, and the results showed the method’s
success. In [24], the particle swarm optimization algorithm
was used in training the ANN. In the experimental studies,
four datasets from the UCI machine learning database were
used. In [25], the grey wolf optimization (GWO) algorithm
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was applied to train a multilayer perceptron (GWO-MLP).
Eight datasets were used in the experiments, and the GWO-
MLP algorithm was compared to the PSO-MLP based on the
PSO algorithm, the GA-MLP based on the GA algorithm,
the ACO-MLP based on the ACO algorithm, the ES-MLP
based on the evolution strategy algorithm, and the PBIL-
MLP based on the population-based incremental learning
algorithm. In [26], the states of matter search (SMS) algo-
rithm was used to train the ANN. In the experimental studies,
five datasets from the UCI machine learning database were
used, and the SMS-MLP algorithm was compared to six
algorithms in the literature. According to the experimen-
tal results, the SMS-MLP algorithm outperformed the six
algorithms. In [27], an improved version of the beetle anten-
nae search algorithm was proposed. The improved beetle
antennae search algorithm outperformed the original imple-
mentation on the benchmark functions. The improved beetle
antennae search algorithm is used to optimize the parameters
of the adaptive neuro-fuzzy inference system and to improve
the performance of the prediction model. The improved bee-
tle antennae search algorithm was evaluated for COVID-19
case prediction using the World Health Organization’s offi-
cial data. The overfitting problem of convolutional neural
networks was overcome by means of properly selecting a
regularization parameter known as a dropout in the context
of convolutional neural networks using meta-heuristic-driven
techniques. In [28], the overfitting problem of convolutional
neural networks was overcome by means of properly select-
ing a regularization parameter known as a dropout in the
context of convolutional neural networks using four distinct
meta-heuristic techniques (particle swarm optimization, bat
algorithm, cuckoo search and firefly algorithm). The results
of four optimization methods were compared with the default
dropout-less and the default dropout ratio. The experiments
were carried out over four public datasets in the context of
image classification. The experimental results showed that
the meta-heuristic-based dropout convolutional neural net-
work is very promising.

In this study, we propose the IAMO algorithm which is
used in the process of finding the optimum weights of the
network to increase the success of the ANN. The contri-
bution of this article is that the IAMO algorithm has the
Lévy flight strategy. The proposed hybrid algorithm is called
TAMO-MLP, and 13 benchmark functions, five classification
problems (xor, balloon, iris, breast cancer, heart) and one real-
world problem (a prediction problem in civil engineering)
are used in the experiments. On the benchmark functions,
the JAMO algorithm was compared with the original AMO
algorithm. On the classification problems, the results of the
IAMO-MLP algorithm were compared in detail with the
results of the AMO-MLP algorithm, the BAT-MLP based
on the bat optimization algorithm, the SMS-MLP [26] based
on the states of matter search optimization [29] algorithm,

and the BP algorithm. The IAMO-MLP algorithm was also
compared to the GWO-MLP, ACO-MLP, GA-MLP, PBIL-
MLP, PSO-MLP, and ES-MLP algorithms in [25]. On the
real-world problem, the results of the IAMO-MLP algorithm
were compared with the results of the AMO-MLP, BAT-
MLP, SMS-MLP, and BP. Moreover, the algorithms were run
using different numbers of neurons in the hidden layer. The
experimental results showed that the proposed IAMO-MLP
algorithm is more efficient than the others.

The main contributions of this article are as follows: (1)
The proposed IAMO algorithm has the Lévy flight feature.
(2) This article employs the AMO and IAMO to train the
ANN for the first time, and the proposed algorithm is called
IAMO-MLP. (3) The IAMO-MLP algorithm has the abil-
ity to escape successfully from local optima. (4) The initial
parameters and positions do not affect the performance of the
IAMO-MLP algorithm. (5) The features of the IAMO-MLP
algorithm are the simplicity, requiring only a few parameters,
and solving a wide array of problems.

This article is organized as follows. Information about the
training process of ANN and some meta-heuristic algorithms
employed in training ANNSs is provided in the Introduction
section. Information about the ANN algorithm, the AMO
algorithm, the proposed IAMO algorithm, and the IAMO-
MLP algorithm (training ANN using IAMO algorithm) is
provided in the Material and Methods section. The experi-
mental results of the algorithms on the benchmark functions,
the classification problems and the real-world problem are
given in the Experimental Results section. Finally, the results
obtained are evaluated, and suggestions about future studies
are presented in the Conclusion section.

2 Material and Method

This section gives detailed information about the ANN algo-
rithm, the AMO algorithm, the proposed IAMO algorithm
and the IAMO-MLP algorithm.

2.1 Artificial Neural Networks

The first studies on ANN were carried out in the late nine-
teenth century and early twentieth century. The first study
looked at physics, psychology, and neuropsychology [30]
emphasizing the general theory of learning, perception, and
conditioning. Over time, new developments such as the BP
algorithm which is used to train multilayer networks further
strengthened the studies on ANN. Over the years, many arti-
cles have been written about ANNs, and developed ANN
models have been used in many distinct areas.

ANN is frequently mentioned in the area of machine learn-
ing and artificial intelligence nowadays. The main areas in
which ANN is used are classification, clustering, pattern
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Fig. 1 Structure of the MLP [37] Input layer

Fig.2 Neuron in the MLP [38]

Inputs <

recognition, estimation, and optimization. ANN is used for
problem-solving not only in engineering but also in many
other fields including finance [31], medicine [32], physics
[33], transportation [34], statistic [35], and mathematics [36].
ANN has many features that cause it to be used in many differ-
ent areas including the ability to produce nonlinear models,
the ability to learn and generalize, and the applicability to
different problems.

ANN is a problem-solving strategy that consists of arti-
ficial nerve cells similar to the structure of biological nerve
cells. The multilayer perceptron (MLP) is a version of ANN
which consists of three main layers, namely input, hidden,
and output. The general structure of MLP is given in Fig. 1.
The input layer is where the input data in the data set of the
problem are given to the MLP. In the input layer, there are
as many cells as the input data in the dataset of the problem.
The data given to the input layer are transmitted to the next
layer in order to process the data. The hidden layer processes
the data taken from the input layer and transmits the results
to the output layer. While some MLPs have only one hidden
layer, some have more than one. The number of neurons in
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the hidden layer is independent of the number of neurons in
the input layer and the output layer. The complexity of the
algorithm and the solution duration of the problem increase
along with the increase in the number of neurons in the hid-
den layer. But this situation enables the ANN to be used in
solving more complex problems. The output layer is the layer
where the output of the network is produced by processing
the data coming from the hidden layers [2].

MLP consists of artificial nerve cells, and an artificial
nerve cell consists of five main parts: inputs, weights, addi-
tion (aggregation) function, activation function, and outputs.
The data coming to neurons are called input. Weights are
used to adjust the effect of inputs to artificial nerve cells on
the output of the problem.

The value of a weight can be a positive value, a negative
value, or zero. If the weight value is 0, the inputs do not affect
the output of the neuron. The input data of artificial nerve
cells are multiplied by the weights of the connections, and
the net input is calculated using the addition function. The
bias value is also added to the net. The activation function
produces the output of the artificial nerve cell by process-
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ing the net input value obtained from the addition function.
This process is shown in Fig. 2. When determining the acti-
vation function, nonlinear activation functions are generally
preferred. Another point to consider when determining the
activation function is that the derivative of the function should
be easily calculated. The sigmoid activation function is gen-
erally preferred in the MLP model, which is widely used
today. The sigmoid activation function given in Eq. (1) is
a continuous, nonlinear, and easy derivative function. This
function generates a value between 0 and 1 for each input
value. The value obtained using the activation function cor-
responds to the output value of the artificial nerve cell [2].
In addition, all datasets are normalized by using the min—
max normalization function given in Eq. (2) to eliminate the
effect of attributes that may have different effective rates on
the classification [18].

Sigmoid(x) = €))

1+e*

¥ = (X — Xmin) 2)

(Xmax — Xmin)

where x’ is the normalized value of x which is in the range
[*min» Xmax]- The normalized value x” will be in the range [0,
1].

2.2 The Animal Migration Optimization Algorithm

Migration, is a common animal behavior arising out of the
animal’s survival efforts, is a behavioral movement that trans-
ports animals to new habitats. Animal migrations are the
movements of individuals over long distances, usually sea-
sonally. Migration is a vital activity found in all animal groups
including birds, mammals, and insects. Climate and insuffi-
cient food are the main reasons that force animals to migrate.
During the migration process, individuals in animal groups
act by following three main instructions: (1) move in the same
direction as neighbors, (2) stay close to neighbors, and (3)
avoid colliding with neighbors. Recent studies on starlings
have shown that each bird changes its position in a direct
relationship to six or seven animals around it, regardless of
how close or how far the animals are. These interactions
between starlings in a flock are based on a topological rule
[39]. Inspired by these rules, a new swarm-based algorithm
called AMO has been proposed by Li, Zhang, and Yin [40].
The main idea of the AMO algorithm is applied through
concentric regions around each animal. In the thrust zone, the
animal concerned will try to distance itself from its neighbors
to avoid the collision. Moving away a little, the animal will
try to align its direction of movement with its neighbors in
the zone of harmony. In the outermost attraction zone, the
animal concerned will try to move toward its neighbor.

The AMO algorithm is a swarm-based optimization algo-
rithm developed to solve global optimization problems
inspired by animal migration behavior that can be found in
all large animal groups such as birds and fish. Two idealized
assumptions are used to describe the basic function of the
algorithm: (1) The animal with the highest quality in the herd
will be defined as the leader animal, and the leader animal
will be protected in future generations. (2) The number of
animals in the herd is fixed, and each animal will be replaced
with a new individual with probability P,. In this case, the
animal will leave the group, and then a new animal will join
the group.

The AMO algorithm consists of two processes: the migra-
tion process and the population updating process. The
migration process covers how the animals move from the cur-
rent location to the new location. Animals must obey three
topological rules of migration in this process. (1) move in
the same direction as neighbors, (2) stay close to neighbors,
and (3) avoid colliding with neighbors. When these rules are
followed, animals migrate in an optimized way. The migra-
tory animal population consists of a range of animal herds as
follows. This migration population is shown in Eq. (3),
population = {X{, X», ..., Xnp} 3)
where NP and X; represent the population size and an indi-
vidual in the population, respectively. Each individual in the
population consists of a d-dimensional vector accepted as
the elements of a solution within the maximum and min-
imum limits in the search space. At the beginning of the
algorithm, a value within the maximum and minimum limits
is assigned to the d-dimensional vector of each individual in
the population using Eq. (4),

X; = Xmin +rand * (Xmax — Xmin) 4

where X;, Xmin and Xpmax represent an individual in the
population, the minimum bounds in the search space, and
maximum bounds in the search space, respectively. rand is
a uniformly distributed random number between 0 and 1.

A local neighbor cluster is needed to determine the new
location of each individual in the population. The ring topol-
ogy scheme given in Fig. 3 is used to define this cluster.

In Fig. 3, the length of the adjacent cluster is set to be
five for each dimension of the individual. If the animal index
is i, the neighbor cluster will be created with animals hav-
ing the indices i—2, i—1, i, i + 1, and i + 2. If the animal
index is 1, the neighbor cluster will be created with animals
having indices NP-1, NP, 1, 2, and 3. NP represents the total
number of individuals in the migration population. Each indi-
vidual whose neighbor cluster is determined calculates the
new position according to the position of the individuals in
the neighbor cluster by obeying the rules to be considered
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Fig. 3 Concept of the local neighborhood of an individual

during the migration. The new position of the individual is
calculated using Eq. (5),

t+1 t t 1
X" =X;+0% (Xneighbor - Xi) &)
where X;eighbor is the current position of the neighbor

selected from the cluster. X l’ and X l’ *1 are the positions of the
ith individual in the iterations ¢ and ¢ + 1, respectively, and
8 is a random value between O and 1. This value may vary
according to different problems in the real world.

The population updating process covers how some ani-
mals left the herd and how new animals are added to the herd.
A probability value is given to each individual in the popu-
lation according to their fitness value. While the probability
value for the most compatible individual in the population is
1, this value is 1/NP for the most incompatible individual,
and NP is the population size. When the probability value of
the individual is less than the randomly generated value, a
new individual is created using Eq. (6),

X = X!, +rand * (Xpest — X!) +rand * (X[, — X]) (6)

where X! and X!*! are the positions of the ith individual
in the iterations 7 and ¢ + 1, respectively. X!, and X!, are
randomly selected individuals from the population, X{_, is
the leading animal with the high quality of the position, and
rand is a random value between 0 and 1. If the quality of the
new individual is better than the current individual, then the
current individual is removed from the population and the
new individual is added to the population. The flowchart of
the AMO algorithm is shown in Fig. 4, and the pseudo-code
of the AMO algorithm is presented in [40].
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Fig. 4 Flowchart of the AMO algorithm

2.3 The Improved Animal Migration Optimization
Algorithm

Although the AMO algorithm is one of the recent meta-
heuristic algorithms and shows good performance in solving
optimization problems, it has some bottlenecks. According to
[41], the performance of AMO is degraded rapidly when the
dimensionality is larger than 30. According to [42], the bot-
tlenecks of the AMO algorithm are premature convergence
and falling into local optima. In order to overcome these bot-
tlenecks, we have proposed the IAMO algorithm which has
the Lévy flight strategy.

The Lévy flight developed by Paul Lévy is a version of
the random walk model. It is based on the Lévy distribution
which is a continuous probability distribution. Studies show
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that the distance traveled by many animals, including bees,
ants and fish, in foraging behavior corresponds to the Lévy
distribution [43]. The advantage of the Lévy flight is that it
optimizes the distance in foraging. Therefore, we applied the
Lévy flight strategy to the individuals in the IAMO algorithm
and as a result of this, the Lévy flight improved the diversifi-
cation and intensification in the IAMO algorithm. Normally,
the position of an individual is updated using Eq. (5). But in
TAMO, if an individual cannot improve its position in sev-
eral consecutive iterations, this individual updates its position
using Eq. (7) which contains the Lévy flight strategy.

X* = X!+ Levy(D) x X! (7

where X! and X!*! are the positions of the ith individual in
the iterations 7 and 7 + 1, respectively. D is the dimension of
the position X!. The Lévy flight is calculated using Eq. (8),

Levy(x) = 0.01 x 129 8)
evy(x) = 0.01 x ——

Ira |17
where B is a constant (1.5), and r; and r, are the random
numbers between 0 and 1. o is calculated using Eq. (9),

ra+p) x sin(%) v
o= = ©)
F(%) x B x 2( 2 )

where I is calculated using Eq. (10).
M(x) = (x—1)! 10)

In contrast to AMO, each individual in IJAMO has also
a counter variable that records the number of consecutive
iterations where the individual cannot be improved. There is
also a threshold variable in IAMO that controls the activation
of the Lévy flight. If the value of the counter variable of an
individual exceeds the threshold value, then the Lévy flight
strategy is applied to this individual using Eq. (7).

Figure 5 shows the flowchart of the IAMO algorithm.
The pseudo-code of the IAMO algorithm is shown in Fig. 6.
Firstly, the parameters are initialized, and the population is
randomly generated. The fitness value of each individual is
calculated, and the global best position is determined. Sec-
ondly, the migration process of the algorithm, which covers
how the animals move from the current location to the new
location, starts. An individual updates its position with the
help of its neighbors. If an individual cannot improve its fit-
ness value in several consecutive iterations, this individual
updates its position using the Lévy flight strategy, and the
counter value of the individual is reset. The fitness value
of the new position of each individual is calculated, and, if
the new position is better than the current position, then the

B

initialize population size and
length of neigborhood

l

generate the initial population

calculate the fitness value for each individual

run the migration process with Levy flight

l

calculate the fitness value for each individual

l

run the population updating process

termination
criteria?

no

report best solution

e

Fig.5 Flowchart of the IAMO algorithm

migration of the individual occurs. Otherwise, the individ-
ual keeps using its current position, and the counter value
is incremented. After the migration process is finished, the
global best position in the herd is updated. Thirdly, the popu-
lation updating process, which covers how some animals left
the herd and how new animals are added to the herd, starts.
The probability Pa of each individual is calculated according
to their fitness value. While the probability value for the most
compatible individual in the population is 1, and this value
is 1/NP for the most incompatible individual. NP is the pop-
ulation size. When the probability value of the individual is
less than a randomly generated value between O and 1, then a
new individual is created using Eq. (6). The fitness values of
all individuals are calculated. If the position of the new indi-
vidual is better than the position of the current individual,
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Algorithm 1: The IAMO Algorithm

1: Tnitialize the parameters NP, D, threshold, counter
20 Initialize population using Eq. (4)
3 Calculate fitness for each individual
4 int t=0; // iteration counter
51 repeat:
6: for i=1 to NP do
7: if counter(i] <= threshold then
8: Find the neighbors of the individual i
9: Select randomly an individual X;eighbor from its neighbors
}(1): Calculate new position Xf** of the individual i using Eq. (5)
: else
g: Calculate new position X{** of the individual i using Eq. (7) /* Lévy flight */
14: counter[i]=0;
1 5 end if
16: end for
17: for i=1 to NP do
18: Calculate the new fitness of the individual i
19: if X{*" is better than X{ then
0 i X
21 counter[i]=0;,
22: else
23 counter|il= counter[i]+1;
24: end if
25: end for
26: Run population updating process using Eq. (6)
27 for i=1 to NP do
28: Calculate the new fitness of the individual i
29: if X' is better than X{ then
30: X=X
31 counter[i]=0;
32- else
33: counter|il= counter[i]+1;
34: end if
35: end for
36: Update the best solution achieved so far
37 t=t+1;

38.  until the stopping criterion is met
39. return the best solution

Fig.6 Pseudo-code of the IAMO algorithm

Fig.7 MLP with the 2-3-2
structure

Wiz | Wiga | Wis | Wa3 | Woa

by | by | bs | be | by

Fig. 8 Position vector of the individual for the weights and biases

then the current individual leaves the herd, and the new indi-
vidual is added to the herd. Otherwise, the current individual
keeps staying within the herd, and the counter value is incre-

@ Springer

mented. After the population updating process is finished,
the global best position in the herd is updated. Thus, one iter-
ation is completed. The migration and population updating
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|
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calculate the fitness value for each individual

’/ objective function

l

run the population updating process

termination
criteria?

report MLLP network with minimum MSE

Fig.9 Flowchart of the IAMO-MLP algorithm

processes are run consecutively until the termination criteria
are met. Finally, the global best position is reported at the
end of the algorithm.

2.4 Training Multilayer Perceptron using Improved
Animal Migration Optimization Algorithm

In this work, a hybrid algorithm (IAMO-MLP) is proposed to
train the multilayer perceptron (MLP) using the TAMO algo-
rithm. In the proposed IAMO-MLP algorithm, the IAMO
algorithm optimizes the weights and biases of the MLP. In
the proposed IAMO-MLP algorithm, each individual with
a d-dimensional solution in the migration population repre-
sents a candidate solution which is a d-dimensional vector.
This candidate solution vector (position vector) represents
the structure of the MLP, namely the weights and biases of

the MLP. The position vector consists of four parts. The first
part contains the weight values between the neurons in the
input layer and the hidden layer. The second part contains the
weight values between the neurons in the hidden layer and
the output layer. The third part contains the bias values of
the neurons in the hidden layer. The fourth part contains the
bias values of the neurons in the output layer. An example
is shown in Fig. 8. Figure 7 shows an exemplar of the MLP
with the 2-3-2 structure, and Fig. 8 shows the position vector
for this MLP. In Fig. 7, X;, o, wij and b; represent the inputs,
the outputs, the weights, and the biases of the MLP, respec-
tively. The candidate solution vector is the same size for all
individuals in the population and is equal to the total number

Springer
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of weights and biases that make up the network. The length
of the candidate solution vector is calculated using Eq. (11)

=((kxD+l+(*xm)+m (1)

where L, k, [, and m represent the length of the vector, the
number of neurons in the input layer, the number of neurons
in the hidden layer, and the number of neurons in the output
layer, respectively.

The TAMO-MLP algorithm optimizes the weights and
biases of MLP according to the inputs—outputs pattern. To
find the optimum values, the IAMO-MLP algorithm tries to
minimize the error between the real outputs and predicted
outputs. The mean squared error (MSE) shown in Eq. (12) is
used as the objective function to calculate the fitness values
of the solution vector. The IAMO-MLP algorithm aims to
minimize the MSE.

i(r —n) (12)

where N is the number of the training samples, K is the
number of neurons in the output layer, and r§ and p'. are the
real output and predicted output of the neuron j for the ith
instance of the training samples, respectively.

The flowchart of the IAMO-MLP algorithm is shown in
Fig. 9. The IAMO-MLP algorithm works as follows: Each
individual in the algorithm represents an animal and offers a
solution. Each individual has a fitness value calculated by the
objective function in Eq. (12). Firstly, the population size and
the length of the neighborhood are initialized and the popula-
tion is randomly generated using Eqs. (3) and (4). Then, the
fitness value for each individual is calculated by the objec-
tive function. In this stage, each individual is assigned to
MLP and evaluates MLP using MSE on the training sam-
ples. Then, the migration process with the Lévy flight is run.
In the migration process with the Lévy flight, each individ-
ual seeks better solutions in the search space with the help of
their neighbors and the Lévy flight strategy using Eqs. (5) and
(7). Then, the population updating process is run in which
animals with low fitness value are removed from the popula-
tion and new individuals with high fitness value are added to
the population using Eq. (6). Thus, each individual searches
for better solutions in the search space. This process is con-
tinued until the termination criteria are met. At the end of
the algorithm, the best position, namely the best MLP with
minimum MSE, is reported as the output of the algorithm.
Thus, the TAMO-MLP algorithm finds the most appropriate
values of the weights and biases according to the inputs—out-
puts pattern. Consequently, the IAMO algorithm updates the
values of the weights, and biases of the MLP to minimize the
MSE until the termination criteria of the training process are
met.

MSE_—
N

i [Vjiz

The efficiency of an algorithm may be demonstrated using
a theoretical analysis or an empirical analysis [44]. In an
empirical analysis of IAMO-MLP, Table 6 presents the aver-
age computational time in seconds. In theoretical analysis,
the worst-case complexity of the algorithm is generally com-
puted. The worst-case complexity of IAMO-MLP depends
on the number of iterations, the number of animals, the struc-
ture of the MLP, the number of training instances, the number
of attributes of training instances, the migration process, and
the population updating process. So, the worst-case complex-
ity of IAMO-MLP is as follows:
O(IAMO — MLP) = O(g(O (migration) + O (MLP)

+0O (population updating) + O (MLP)))
(13)

where g is the number of iterations. The computational com-
plexity of the migration phase is O(Nd), where N is the
number of individuals and d is the dimension of the position
vectors of an individual. The computational complexity of an
MLP with N animals, i input nodes, # hidden nodes, o output
nodes, and ¢ training instances is equal to O (Nt((i h) + (ho))).
The migration phase and the population updating phase have
the same computational complexity, namely O (Nd). There-
fore, the final computational complexity of the IAMO-MLP
algorithm is as follows:

O(IAMO — MLP) = O(g(O(Nd) + O(Nt((ih) + (ho))))
+O(Nd) + O(Nt((ih) + (ho))))  (14)

where g is the number of iterations, N is the number of indi-
viduals, ¢ is the number of training instances, i is the number
of input nodes, % is the number of hidden nodes, o is the num-
ber of output nodes, and d is the dimension of the position
vectors of an individual.

3 Experimental Results

In this section, to verify the accuracy and robustness of the
proposed JAMO and IAMO-MLP algorithms, the experi-
mental studies were carried out on datasets with different
difficulty levels and different features. These datasets are
13 benchmark functions, five classification datasets taken
from UCI Machine Learning Repository, and a real-world
problem taken from [45]. The specifications of the hardware
and software used in the experiments are as follows: Intel(R)
Core(TM) i15-3330 3.00 GHz, 4 GB memory, and Microsoft
Windows 10. The algorithms were implemented in MATLAB
R2015a. All statistical analyses in this study were performed
with Microsoft Excel 2013 software.
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Table 2 Minimization result of the benchmark functions for different algorithms

IAMO AMO [40]  PSO [46] DE [47] BBO [48] CS [49] FA [50] GSA [51] ABC [52]
f1 Mean 7.83E—-47 8.65E—40 3.33E—10 5.60E—14 3.74E-01 5.66E—06 1.70E—-03 3.37E—18 2.99E-20
StdDev 6.03E—47 1.04E-39 7.04E—10 441E—14 1.18E—01 2.86E—06 4.06E—04 8.09E—19 2.15E-20
f2 Mean 2.16E—34 8.23E—32 6.66E—11 4.73E—-10 1.66E—01 2.00E—03 4.53E—-02 8.92E—09 1.42E—15
StdDev 1.01E-34 341E-32 9.26E—11 1.78E—10 3.42E—-02 8.10E—04 3.38E—02 1.33E—09 5.53E—16
f3 Mean 4.57E—09 8.89E—04 2.98E+00 2.80E—11 1.60E+03 1.40E—03 1.82E—02 1.13E-01 2.40E+03
StdDev 1.47E—08 8.73E—04 2.28E+00 3.68E—11 8.34E+02 6.10E—04 6.40E—03 1.27E-01 6.57E+02
fa Mean 1.29E—42 2.86E—05 8.00E+00 2.22E-01 7.97E+00 3.24E+00 5.54E—02 9.93E—-10 1.85E+01
StdDev 4.82E—42 2.35E-05 2.54E+00 2.43E-01 2.66E+00 6.64E—01 1.01E—-02 1.19E—10 4.25E+00
fs Mean 3.99E-01 4.18E+00 4.69E+01 2.66E—01 6.47E+01 8.01E+00 3.81E+01 2.01E+01 4.41E-02
StdDev 1.18E+00 2.16E+00 3.80E+01 1.03E+00 3.63E+01 1.92E+00 3.04E+01 1.72E-01 7.07E-02
fe Mean 0 0 3.69E—10 4.50E—14 3.70E-01 5.43E—-06 1.70E—03 3.34E—18 3.09E-20
StdDev 0 0 6.37E—10 2.33E—14 1.12E-01 2.24E—06 4.16E—04 5.68E—19 4.01E—-20
f7 Mean 1.81E—-03 1.70E-03 1.35E—-02 4.20E-03 3.00E-03 9.60E—-03 8.20E—03 3.90E-03 3.24E-02
StdDev 5.31E—04 4.71E—-04 4.10E-03 1.40E—03 1.20E—-03 2.80E—03 9.30E—-03 1.30E—03 5.90E—03
f3 Mean —1.26E+04 — 1.26E+04 — 8.83E+03 — 1.13E+04 — 1.26E+04 — 9.15E+03 — 6.22E+03 — 3.05E+03 — 1.25E+04
StdDev 1.85E—12 1.24E-07 6.11E+02 1.81E+03 5.76E—01 2.53E+02 7.712E+02 3.39E+02 6.11E+01
fo Mean 0 0 1.83E+01 1.35E+02 3.85E—02 5.12E+01 2.35E+01 7.28E+00 0
StdDev 0 0 4.80E+00 2.89E+01 1.54E—02 8.11E+00 8.37E+00 1.90E+00 0
fi1o  Mean 4.44E—15 4.44E-15 3.87E—06 7.47E—08 1.95E—01 2.38E+00 9.40E—03 1.47E—09 1.19E—09
StdDev 0 0 2.86E—06 3.11E-08 4.61E—-02 1.12E+00 1.40E—03 1.44E—10 5.01E—10
fn Mean 0 0 1.68E—02 0 2.77E-01 4.49E—05 2.50E—03 1.27E-02 0
StdDev 0 0 2.05E—-02 0 7.96E—02 8.96E—05 4.69E—04 2.16E—02 0
f12 Mean 1.57E-32 1.57E-32 8.30E—03 4.71E—15 2.00E-03 5.07E-01 8.87E—06 2.04E—20 1.19E-21
StdDev 5.89E-35 2.81E—48 2.87E—02 3.26E—15 2.30E-03 2.66E—01 2.80E—06 4.53E-21 1.08E—21
f13 Mean 1.35E-32 1.35E-32 4.67E—-07 3.16E—14 2.18E—02 4.70E—04 1.28E—04 5.70E-33 2.30E-20
StdDev 5.57E—48 2.81E—48 1.37E—06 2.28E—14 9.60E—03 2.99E—04 4.15E-05 6.26E—33 2.29E—20
The bold text refers to the best results
Table 3 Properties of the - — -
classification datasets Dataset Attribute Class number  Training Test MLP Vector size
number architecture
Xor 3 2 8 8 3-7-1 36
Balloon 4 2 20 20 4-9-1 55
Iris 4 3 150 150 4-9-3 75
Breast Cancer 9 2 599 100  9-19-1 210
Heart 22 2 80 187 22-45-1 1081
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Fig. 10 Convergence graphs of the algorithms on training data
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Table 4 Parameters of the algorithms

Algorithm Parameter Value
AMO/IAMO Lower bound - 10

Upper bound 10

Length of neighborhood 5

Threshold in IAMO 5

Population size 50 for xor and balloon, 200 for the others

Maximum Fes 12,500 for xor and balloon, 50,000 for the others
BAT Lower bound - 10

Upper bound 10

Loudness 0.5

Pulse rate 0.5

Minimum frequency 0

Maximum frequency 2

Population size 50 for xor and balloon, 200 for the others

Maximum Fes 12,500 for xor and balloon, 50,000 for the others
SMS Lower bound - 10

Upper bound 10

a, B, H, p (gas state) 0.3,0.9,0.9,0.85

a, B, H, p (liquid state) 0.05,0.5,0.2,0.35

o, B, H, p (solid state) 0,0.1,0,0.1

Population size 50 for xor and balloon, 200 for the others

Maximum FEs 12,500 for xor and balloon, 50,000 for the others
BP Lower bound - 10

Upper bound
Learning rate
Momentum

Maximum epoch

10
0.3
0.8
12,500 for xor and balloon, 50,000 for the others

Table 5 Average and standard deviation of the MSE results on training data

AMO-MLP

BAT-MLP

SMS-MLP [26]

BP

Dataset TIAMO-MLP

Xor 9.28E—04 +9.68E—04
Balloon 4.24E—-10+1.95E—09
Iris 3.59E—-02+4.82E-03

Breast Cancer 3.06E—03 +5.37E—04
Heart 8.18E—02 + 8.63E—03

4.74E-03 £4.24E-03
3.47E-09 + 6.22E-09
4.75E-02 £ 4.42E—03
3.81E-03 +5.64E-04
9.37E-02£9.27E-03

9.76E-02 £ 6.74E-02
8.59E-03 +2.19E-02
2.24E-01+1.32E—01
6.57E-03 +6.59E-03
1.50E-01 £ 3.56E-02

1.33E-01 +3.39E-02
1.11E-02+1.31E-02
2.58E-01+5.12E-02
2.27E-02 +4.33E-03
1.18E-01 +3.13E-02

1.38E-01 4+ 1.65E-01
7.68E-02+1.71E-01
7.25E-02+1.57E-01
4.85E-02+1.67E-01
2.84E-01+1.27E-01

The bold text refers to the best results

Table 6 Average classification accuracy on test data and the average computational time of the algorithms

Dataset Classification Accuracy (%) Time (s)

IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP
Xor 100.00 100.00 87.92 83.75 84.58 139 13.9 4.7 5.5 1.6
Balloon 100.00 100.00 99.17 99.17 92.33  46.7 43.7 19.5 20.2 1.7
Iris 98.00 97.27 83.22 86.78 86.84 1592.2 1443.0 798.9 881.6 9.7
Breast 96.50 96.37 96.00 85.67 91.83 5338.8 5172.3 2657.1 2830.3 29.5

Cancer

Heart 70.32 70.86 71.30 68.57 63.40 2033.5 1868.6 972.1 8924 16.6

The bold text refers to the best results
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Table 7 Results of the performance metrics (Sensitivity, Specificity, Precision, Fi-Score)

Algorithm Sensitivity (%)  Specificity (%) Precision (%) Fj-Score Sensitivity (%) Specificity (%) Precision (%) F;-Score
Xor Balloon
IAMO-MLP  100.00 100.00 100.00 1.0000 100.00 100.00 100.00 1.0000
AMO-MLP  100.00 100.00 100.00 1.0000 100.00 100.00 100.00 1.0000
BAT-MLP 86.67 89.17 90.89 0.8738 99.17 99.17 98.89 0.9894
SMS-MLP 81.70 86.70 88.90 0.8349 99.20 99.20 98.80 0.9894
BP 84.17 85.00 83.22 0.8222 91.67 92.78 91.63 0.9011
Iris Breast Cancer
IAMO-MLP  98.00 99.00 98.03 0.9800 91.59 97.81 91.88 0.9149
AMO-MLP  97.49 98.74 97.54 0.9749 91.75 97.59 91.18 0.9115
BAT-MLP 83.22 91.61 77.44 0.7896 88.25 98.06 92.60 0.8944
SMS-MLP 82.10 91.10 81.00 0.8002 50.20 95.10 83.70 0.5828
BP 86.84 93.42 83.25 0.8406 92.70 91.60 85.36 0.8700
Heart
IAMO-MLP  70.12 72.67 96.73 0.8113
AMO-MLP  70.81 71.33 96.61 0.8163
BAT-MLP 71.63 67.56 96.23 0.8192
SMS-MLP 68.39 70.67 96.41 0.7980
BP 64.22 54.00 91.52 0.7311
The bold text refers to the best results
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Fig. 11 Boxplot charts of the classification rate results on test data

3.1 Benchmark Functions

To determine the success of the proposed IAMO algorithm,
13 benchmark functions shown in Table 1 were used in the
experiments. These functions have been widely used in the
literature. Functions f1— f5 are unimodal functions, and the
rest of the functions are multimodal. Moreover, Table 1 also
shows the dimension, the global minimum values, and the
search ranges.

S @ Springer

IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

Classification rate (%)

IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

heart

L

IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

The performance of the proposed IAMO algorithm was
compared with the performance of the following algorithms:
AMO [40], particle swarm optimization (PSO) [46], differ-
ential evolution (DE) [47], biogeography-based optimization
(BBO) [48], cuckoo search (CS) [49], the firefly algorithm
(FA) [50], the gravitational search algorithm (GSA) [51], and
artificial bee colony (ABC) [52]. The results of these algo-
rithms were taken from [40] and presented in Table 2. To
fairly compare the algorithms, each algorithm runs the same
function evaluations (FEs) at each run: 150,000 FEs for f1,
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fe6, f10, f12 and f13; 200,000 FEs for f, and f11; 300,000
FEs for f7, fg and fo; and 500,000 FEs for f3, f4 and f’5.
The threshold and population size parameters of the IAMO
algorithm are set to 5 and 50, respectively. The IAMO algo-
rithm was independently run 30 times on each function. The
average values (mean) of the results and their standard devia-
tions (stdDev) in 30 runs are provided in Table 2. According
to the results of the algorithms on the benchmark functions in
Table 2, itis evident that the IAMO algorithm outperforms the
other algorithms in the majority of the test cases. The IAMO
algorithm provides the best results on ten of the benchmark
functions. It has also the second-best results on two of the
benchmark functions. According to Table 2, it is obvious that
the proposed IAMO algorithm has better performance than
the canonical AMO algorithm.

3.2 Classification Problems

To determine the success of the proposed ITAMO-MLP
algorithm, five classification datasets were used in the exper-
iments: xor, balloon, iris, breast cancer, and heart. These
classification datasets are selected according to the differ-
ent levels of difficulty to effectively test the performance
of the IAMO-MLP algorithm. The properties (number of
attributes and classes, the number of training and test sam-
ples) of these five datasets are shown in Table 3. The training
and test subsets of the datasets are taken from the website
www.seyedalimirjalili.com and also used in [25]. Addition-
ally, Table 3 shows the architecture of the MLP and the vector
size of the candidate solutions. The number of neurons in the
hidden layer was determined by 2 x n+ 1 where n is the num-
ber of the neurons in the input layer. The length of the vector
is calculated using Eq. (11). The IAMO-MLP algorithm was
independently run 30 times on each dataset. 12,500 function
evaluations (FEs) for xor and balloon, and 50,000 FEs for
the remaining datasets were carried out at each run. The ini-
tial values of the weights and biases of MLP were randomly
determined in the range of [— 10, 10].

The proposed IAMO-MLP algorithm is also compared
with the algorithms AMO-MLP, BAT-MLP, SMS-MLP, and
BP. Table 4 shows the parameters of these algorithms. To
fairly compare all the algorithms, they have the same number
of FEs.

Table 5 shows the average and standard deviation of the
MSE results of the algorithms on training data. The lower
the MSE is, the better the performance of the algorithm is.
According to the results in Table 5, the IAMO-MLP algo-
rithm has the lowest MSE value for each dataset. Figure 10
shows the convergence graphs of the algorithms in terms
of the MSE value at each iteration. When the convergence
graphs are analyzed, it is seen that the IAMO-MLP algorithm
exhibits very good performance.

Table 6 shows the average classification accuracy on test
data and the average computational time of the algorithms.
The IAMO-MLP algorithm has a better classification accu-
racy than the other algorithms on the datasets xor, balloon,
iris, and breast cancer. On the dataset heart, the BAT-MLP
algorithm has a better classification accuracy than the other
algorithms. According to the average computational time, the
fastest algorithm is the BP algorithm, and the slowest algo-
rithm is the IAMO-MLP algorithm. Table 7 shows the results
of the performance metrics sensitivity, specificity, precision,
and Fi-Score. According to the results, the JAMO-MLP algo-
rithm has the highest percentage of sensitivity, specificity,
and precision on xor, balloon, and iris datasets among all the
algorithms. Additionally, the TAMO-MLP algorithm has the
highest percentage of specificity and precision on the heart
dataset among all the algorithms. In terms of the F;-Score,
the IAMO-MLP algorithm has better results than the other
algorithms on xor, balloon, iris and breast cancer datasets.
Overall, the IAMO-MLP algorithm is successful according to
the performance metrics. Figure 11 shows the boxplot charts
of the classification rate results of the algorithms on test data.
Boxplot charts are an easy way to visually show the distri-
bution of data, particularly used to summarize data in terms
of the central location, spread, skewness, and kurtosis and to
identify outliers. Boxplot charts present the minimum value,
first quartile, median value, mean value, third quartile, and
maximum value of data. According to the boxplot charts in
Fig. 11, the IAMO-MLP algorithm generates more robust
results than the AMO-MLP, BAT-MLP, SMS-MLP, and BP
algorithms on each dataset, although the BAT-MLP algorithm
has a better average classification accuracy than the TAMO-
MLP and AMO-MLP algorithms on the heart dataset.

The TAMO-MLP algorithm is also compared with the
GWO-MLP, PSO-MLP, GA-MLP, ACO-MLP, ES-MLP, and
PBIL-MLP algorithms whose results are taken from [25].
Table 8 shows this comparison according to the best classifi-
cation accuracy (%). The results show that the TAMO-MLP
algorithm outperforms the other six algorithms on all the
datasets. On the xor dataset, the IAMO-MLP, GWO-MLP,
and GA-MLP algorithms have 100% classification accu-
racy. On the balloon dataset, all the algorithms have 100%
classification accuracy. On the iris dataset, the IAMO-MLP
algorithm has 99.33% classification accuracy, and the GWO-
MLP algorithm has the second-best result with 91.33%
classification accuracy. On the breast cancer dataset, the
TAMO-MLP algorithm and the GWO-MLP algorithm have
the same classification accuracy, namely 99%. On the heart
dataset, the IAMO-MLP algorithm has 79.14% classification
accuracy, and the GWO-MLP algorithm has the second-best
result with 75% classification accuracy.

The Friedman test is a nonparametric statistical test. In
the Friedman test, two or more samples are used to compare
the populations. This test also gives the ranking results of
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Table 8 Comparison of the

algorithms according to the best Dataset IAMO-MLP GWO-MLP PSO-MLP GA-MLP ACO-MLP ES-MLP PBIL-MLP
classification accuracy (%) Xor 100.00 100.00 3750  100.00 62.50 62.50  62.50
Balloon 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Iris 99.33 91.33 37.33 89.33 32.66 46.66 86.66
Breast 99.00 99.00 11.00 98.00 40.00 06.00 07.00
Cancer
Heart 79.14 75.00 68.75 58.75 00.00 71.25 45.00
The bold text refers to the best results
Tablg 9 Average r.ankjng of the Algorithm Ranking Table 10 Civil engineering dataset [45]
algorithms according to the
classification rate on the IAMO-MLP 4.4 No Ww/C SP GS Fc
classification dataset (Friedman
test) AMO-MLP 42 0.42 135 1743.02 81
BAT-MLP 29 2 0.44 13.5 1735.97 82.7
SMS-MLP 1.7
BP 1.8
The bold text refers to the best
results
111 0.4 4.95 1410.9 19.4
112 0.47 3.25 1335 20.2

the population. Table 9 shows the average ranking of the
algorithms according to the classification rate. Because the
aim is to maximize the classification rate, the higher values
in Table 9 are better. According to the Friedman test result
in Table 9, the IAMO-MLP algorithm ranks higher than the
other algorithms with a ranking score of 4.4. The AMO-MLP
algorithm has the second ranking with a ranking score of 4.2.
The BAT-MLP algorithm has the third ranking with a ranking
score of 2.9. The BP algorithm has the fourth ranking with a
ranking score of 1.8. The SMS-MLP algorithm has the last
ranking with a ranking score of 1.7.

3.3 A Real-World Engineering Problem

In this section, the IAMO-MLP algorithm is applied to solve
a real-world problem in the civil engineering area in which
waste tires are added into cement with the result that both
waste tires are recycled, and the strength of the concrete is
increased [53-55]. However, the compressive strength of rub-
berized concrete varies according to the amount of substances
added into it. To find the optimum value of the compres-
sive strength, the amount of substances added is empirically
determined. Recently, some models based on soft computing
techniques have been created such as ANN [45, 56] to esti-
mate the compressive strength. In this study, the IAMO-MLP
algorithm was used to estimate the compressive strength. The
dataset of the real-world problem was taken from [45]. It
has three attributes (water—cement ratio w/c, superplasticizer
sp, and granular squeleton gs), one output (comprehensive
strength fc), and 112 instances. Some of the data are shown
in Table 10. The 95 instances of them are used for training,
and the remaining 17 instances are used for the test.

@ Springer

The IAMO-MLP algorithm was compared to the AMO-
MLP, BAT-MLP, SMS-MLP [26], and BP algorithms. In the
previous section, the number of neurons in the hidden layer
was calculated by 2 x n+ 1, where n is the number of neurons
in the input layer. In this section, we compared the algorithms
using different numbers of neurons in the hidden layer. There-
fore, the numbers (H) of neurons in the hidden layer were
set from 7 up to 20. We also compared the algorithms using
different numbers of population size (P) and maximum iter-
ation number (/): P 50 and 7 250, P 50 and I 500, P 100, and
I 250. To fairly compare the algorithms, the number of func-
tion evaluations of each algorithm was kept equal. Therefore,
the maximum epoch number of the BP algorithm was 12,500
for 50 population—250 iterations, and 25,000 for 50 popula-
tion—500 iterations and 100 population—250 iterations. The
other parameters are shown in Table 4. The algorithms were
independently run 30 times.

Table 11 shows the results of the algorithms on the training
data according to the MSE for P 50 and  250. It is seen that
the IAMO-MLP algorithm outperforms the other algorithms
for all H values. The IJAMO-MLP algorithm has both the
best average values and the best standard deviations. On the
other hand, the BP algorithm has both the worst average MSE
results and the worst standard deviations. Table 12 shows
the results of the algorithms on the test data according to
the MSE for P 50 and I 250. Figure 12 shows the boxplot
charts of the MSE results on test data for P 50 and I 250.
As seen from the table and boxplot charts, the IAMO-MLP
algorithm outperforms the other algorithms for all H values
except H 8, 11, and 15. Besides, the results of the AMO-MLP
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Table 11 Comparison of the algorithms on training data according to the MSE results for P 50 and 7 250
Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

Avg  Std Min Avg Std Min  Avg Std Min  Avg Std Min Avg Std Min

50.0 85 356 640 81 518 1723 95.1 714 1576 322 934 4955 6824 164

52.2 86 347 61.1 7.6 437 1698 100.7 550 1556 339 927 6364 895.8 16.7
9 514 85 297 60.5 89 405 139.0 852 472 1707 40.7 942 7123 970.8 153
10 48.7 87 337 615 89 462 2383 1842 430 1609 288 107.8 32338 631.8 6.7
11 49.3 92 342 625 84 435 2119 1535 467 1763 459 1033  809.3 929.1 124
12 50.1 7.1 323 650 7.1 532 2008 141.0 583 1735 415 80.3 859.2 1000.5 10.9
13 49.1 9.5 28,6 64.1 92 420 1992 1626 341 1882 441 117.3 7219 1021.3 7.7
14 494 9.7 293 673 7.1 535 2258 1702 387 1753 564 48.8 4744 753.9 7.7
15 49.7 103 294 678 107 484 2431 1478 594 1795 440 102.8 579.2 895.8 4.9
16 49.8 97 280 70.6 107 456 2377 2000 534 2165 58.0 116.6 714.6 926.2 7.7
17 46.6 83 224 665 133 315 1938 1508 402 1975 589 97.0 4728 814.5 7.3
18 544 104 294 712 103 56.0 2067 137.6 472 2049 556 61.7 697.8 869.9 6.6
19 51.6 94 294 701 151 306 2379 1750 253 2009 544 101.7 921.1 962.0 6.9
20 53.3 99 313 713 115 514 2835 2272 395 2141 541 1272 6348 780.6 7.0
The bold text refers to the best results
Avg average, Std standard deviation, Min minimum
Table 12 Comparison of the algorithms on test data according to the MSE results for P 50 and 7 250
Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

Avg Std Min  Avg Std Min  Avg Std Min  Avg Std Min Avg Std Min
7 1124 365 642 121.8 427 513 2178 99.3  96.5 196.0 71.6 72.6 547.9 665.3 55.6
8 105.8 377 489 1048 274 503 2432 1225 63.0 198.0 86.9 77.1 751.7 969.6 57.0
9 116.8 383 67.1 1187 455 427 193.7 1044 872 2164 100.8 70.2 826.8 10514 658
10 102.2 28.6 454 1145 359 692 2719 182.6 849 1805 70.6 28.5 408.8 618.0 68.0
11 126.7 359 738 1157 392 414 2592 1652 404 2119 86.0 96.7 9245 1002.5 659
12 117.2 349 409 1202 488 66.0 2684 1705 80.8 2374 1060 103.7 993.1 10733 744
13 1219 438 443 1162 459 46.6 269.7 207.7 452 220.1 79.0 76.0 876.7 1098.1 799
14 1188 43.0 451 1228 49.1 441 269.0 1643 56.8 221.0 97.3 79.9 574.1 750.9  75.7
15 1355 559 689 1313 379 676 3128 1675 703 2193 63.6 1043 711.7 922.1  59.7
16 133.5 448 594 1340 577 781 3144 2045 67.8 2339 1377 31.9 850.3 10044 54.6
17 1248 506 62.6 1309 412 694 2675 163.8 799 200.8 76.9 50.5 601.6 833.1 827
18 1312 421 660 1225 507 444 2504 1655 394 2365 107.6 83.9 788.4 863.1 80.2
19 1245 423 481 1450 728 619 3184 201.1 76.7 252.1 91.8 101.2 10739 10157 99.2
20 140.0 541 524 1435 647 468 3281 2066 77.0 2529 1155 102.0 733.0 7544  87.1

The bold text refers to the best results

algorithm are better than the SMS-MLP algorithm, the BAT-
MLP algorithm, and the BP algorithm. The BP algorithm has
the worst results.

Table 13 shows the results of the algorithms on the train-
ing data according to the MSE for P 100 and 7 250. It is
seen that the IAMO-MLP algorithm outperforms the other
algorithms for all H values. The IAMO-MLP algorithm has
both the best average values and low standard deviations. On
the other hand, the BP algorithm has both the worst aver-
age MSE results and the worst standard deviations. Table 14

shows the results of the algorithms on the test data according
to the MSE for P 100 and 7 250.

Figure 13 shows the boxplot charts of the MSE results on
test data for P 100 and 7 250. As seen from the table and
boxplot charts, the TAMO-MLP algorithm outperforms the
other algorithms for all H values except H 8, 10, 12, and 13.
The BP algorithm has the worst results.

Table 15 shows the results of the algorithms on the train-
ing data according to the MSE for P 50 and 7 500. It is seen
that the TAMO-MLP algorithm outperforms the other algo-
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Fig. 12 Boxplot charts of the MSE results on test data for P 50 and / 250

rithms for all H values. The IAMO-MLP algorithm has both
the best average values and low standard deviations. On the
other hand, the BP algorithm has both the worst average MSE
results and the worst standard deviations. Table 16 shows the
results of the algorithms on the test data according to the MSE
for P 50 and I 500. Figure 14 shows the boxplot charts of the
MSE results on test data for P 50 and I 500. As seen from
the table and boxplot charts, the TAMO-MLP algorithm out-
performs the other algorithms for all H values except H 8, 9,
and 11. The AMO-MLP algorithm also has the second-best
results. Besides, the BP algorithm has the worst results.
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Table 17 shows the Friedman test results. Because the goal
was to minimize the MSE, the lower values in the result of the
Friedman test are better. For P 50 and 250, the IAMO-MLP
algorithm ranked higher than the other algorithms according
to the Friedman test results with a ranking score of 1.36. The
AMO-MLP algorithm has the second ranking with a ranking
score of 1.64. The SMS-MLP algorithm has the third ranking
with aranking score of 3.07. The BAT-MLP algorithm has the
fourth ranking with aranking score of 3.93. The BP algorithm
has the last ranking with a ranking score of 5.0.

For P 100 and 7 250, the IAMO-MLP algorithm ranked
higher than the other algorithms with a ranking score of 1.36.
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Table 13 Comparison of the algorithms on training data according to the MSE results for P 100 and 7 250
Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

Avg  Std Min  Avg Std Min  Avg Std Min  Avg Std Min Avg Std Min

44.8 9.5 254 577 55 487 87.8 527 193  140.1 314 71.5 2108 5450 11.8

48.7 59 398 568 6.8 409 74.4 526 174 1408 27.0 1044 5698 9256 8.7
9 45.6 93 238 571 7.8 397 78.3 60.8 20.1 1404 329 77.0 7462 9823 104
10 43.3 96 233 560 64 436 84.8 67.5 180 1478 312 67.8 3053  680.1 7.5
11 43.6 90 248 574 62 412 874 108.0 142 1528 285 93.2  600.5 857.0 6.8
12 45.7 7.7 339 583 6.0 467 98.1 98.8 164 159.8 382 66.5 561.8 9303 74
13 45.3 94 282 588 62 438 90.7 831 11.0 1507 332 81.3  533.8 889.5 6.0
14 44.4 89 306 589 7.8 447 1120 1067 17.6 1572 373 92.6  509.7 7854 5.6
15 46.1 79 286 593 84 446 84.0 662 224 1642 392 1002 6863 9212 52
16 49.3 94 321 617 85 39.0 1298 123.1 114 160.5 38.6 80.7 3940 773.1 6.4
17 444 103 244 610 73 479 78.1 89.0 155 171.6 451 1172 2747 654.6 44
18 43.2 76 191 609 83 48.1 80.0 776 105 1638 350 1148 8233 9713 53
19 48.1 94 305 619 52 479 1132 1046 215 1802 393 799 6023 8934 4.9
20 46.3 9.6 21.1 597 83 38.6 1345 1433 163 168.0 39.1 93.6 4455  820.7 4.7
The bold text refers to the best results
Table 14 Comparison of the algorithms on test data according to the MSE results for P 100 and 7 250
Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP

Avg Std Min  Avg Std Min  Avg Std Min  Avg Std Min  Avg Std Min
7 1053 239 653 1068 459 382 1552 743  62.0 167.0 70.7 40.1 2894 560.0 58.5
8 1225 353 500 1063 312 57.0 140.0 674 688 1734 624 62.8 700.8 991.1 51.9
9 1052 316 40.0 1227 453 360 1465 812 310 1694 62.8 68.6 8694 1047.6 72.6
10 1125 319 563 1041 33.1 336 143.6 87.4 505 1575 702 350 4315 704.5 65.5
11 1101 292 51.6 1160 37.1 63.1 166.1 1073 394 180.5 659 657 703.0 861.1 70.0
12 1245 509 562 1147 400 520 1741 98.7 494 2005 792 90.8 703.4 989.2 70.5
13 1406 544 489 1252 428 585 1839 1214 689 201.0 862 788 6793 962.1 55.1
14 1194 367 48.0 1479 645 591 1937 1069 657 179.8 84.6 S51.1 6029 772.6 59.9
15 1155 366 36.8 1321 549 474 1855 96.7 457 189.1 90.6 624 8l14.1 955.0 70.1
16 1146 433 374 1293 36.1 56.8 2299 1759 299 2126 926 70.6 527.0 812.4 72.6
17 1241 431 374 1392 464 61.6 188.3 99.5 69.6 2085 1024 758 4180 684.8 84.2
18 119.3 410 627 1440 658 382 166.3 858 577 2014 727 709 976.6 1045.0 60.1
19 117.8 330 53,5 1420 577 615 1993 1274 470 2312 1041 838 733.1 917.0 1118
20 1374 433 450 1313 649 344 2041 1659 552 2014 99.6 77.1 590.0 833.6 72.5

The bold text refers to the best results

The AMO-MLP algorithm has the second ranking with a
ranking score of 1.64. The BAT-MLP algorithm has the third
ranking with a ranking score of 3.21. The SMS-MLP algo-
rithm has the fourth ranking with a ranking score of 3.79.
The BP algorithm has the last ranking with a ranking score
of 5.0.

For P 50 and I 500, the IAMO-MLP algorithm ranked
higher than the other algorithms with a ranking score of 1.21.
The AMO-MLP algorithm has the second ranking with a
ranking score of 1.79. The SMS-MLP algorithm has the third
ranking with a ranking score of 3.14. The BAT-MLP algo-

rithm has the fourth ranking with a ranking score of 3.86.
The BP algorithm has the last ranking with a ranking score
of 5.0.

Finally, the IAMO-MLP algorithm achieves good perfor-
mance on the real-world problem according to the MSE, the
boxplot charts, and Friedman test results. From the experi-
mental results, it is demonstrated that the IAMO algorithm
is successful in training the MLP, and the IAMO-MLP algo-
rithm has the ability to escape successfully from local optima.
Moreover, the independent 30 runs prove that the randomly
generated initial positions do not affect the performance of
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Table 15 Comparison of the algorithms on training data according to the MSE results for P 50 and 7 500

Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP
Avg Std Min Avg Std Min  Avg Std Min  Avg Std Min Avg Std Min
415 90 246 494 77 261 1207 81.0 342 1456 26.0 96.1 3129 669.5 103
398 63 220 506 62 369 1264 1250 254 1435 288 78.9 359.3 771.2 7.3
416 73 228 485 7.7 336 1267 1662 160 141.1  32.6 82.7 742.3 931.7 6.4
10 367 73 194 478 6.6 340 153.0 1464 234 1343 257 83.9 457.0 814.7 5.4
11 377 78 221 517 6.6 353 1344 935 187 1373 282 89.3 592.3 889.1 7.5
12 393 79 255 500 75 316 1191 873 200 1441 293 91.6 607.3 941.4 5.5
13 391 72 214 513 53 358 86.8 70.7 25.6 1332 26.6 79.2 506.1 869.8 5.2
14 388 66 223 517 7.8 336 1332 1400 208 148.0 350 90.7 596.7 780.3 5.4
15 388 78 216 517 84 403 1519 1541 160 1451 376 78.8 576.2 897.7 6.1
16 374 69 241 526 6.6 403 1642 1484 145 1405 320 79.9 504.4 870.7 5.6
17 380 75 162 522 6.8 41.0 1967 2034 196 1541 303 106.8 667.5 838.2 7.1
18 383 72 235 538 69 366 1739 1796 154 1517 271 95.1 446.8 820.0 4.7
19 387 82 234 547 82 373 1507 1458 192 149.1 393 785 11137 10773 4.5
20 4.0 76 250 546 80 408 181.0 1906 259 161.7 410 81.3 755.2 982.5 4.3

The bold text refers to the best results

Table 16 Comparison of the algorithms on test data according to the MSE results for P 50 and 7 500

Neurons (H) IAMO-MLP AMO-MLP BAT-MLP SMS-MLP BP
Avg Std Min  Avg Std Min Avg Std Min Avg Std Min Avg Std Min

7 99.0 327 430 1064 33.6 393 180.6 1032 699 1750 609 409 406.9 706.7 60.4
8 1114 316 655 103.1 265 605 187.6 1303 539 1751 742 737 471.1 824.3 61.8
9 1186 51.0 641 107.8 353 594 209.1 1624 575 188.6 776 576 839.4 986.6 65.5
10 111.3 344 681 1126 390 559 2069 1341 583 1649 589 64.8 569.8 843.7 74.5
11 1236 450 38.0 1105 372 447 1842 1033 369 1879 63.0 99.1 701.7 929.4 53.7
12 119.0 41.0 621 1191 389 626 1925 1204 46.8 1835 66.5 574 746.6 990.9 88.7
13 117.8 257 733 1301 426 63.0 1709 824 492 1855 763  69.4 643.5 9124 73.0
14 122.5 412 584 1242 492 465 1959 1320 649 1793 854 571 673.1 769.6 58.4
15 117.5 473 442 1206 38.6 625 2300 1300 502 169.7 814 495 698.0 930.0 98.2
16 1094 321 588 143.1 574 663 2267 1288 769 190.8 89.0 66.3 645.5 910.8 82.9
17 1141 442 332 1458 658 557 2727 2050 46.0 1889 102.5 60.5 768.1 837.1 78.8
18 121.0 387 747 1244 403 429 2449 170.8 59.8 1975 98.1 536 578.9 839.3 79.1
19 1146 397 603 1353 593 62.1 2519 1460 794 182.1 80.4 582 13079 1160.3 85.4
20 1248 354 0647 1306 48.1 54.6 2946 2664 639 1825 86.7 56.2 903.7 1028.0 1153

The bold text refers to the best results

Table 17 Average ranking of the
algorithms according to the
MSE on the civil engineering

dataset (Friedman test)

S @ Springer

Algorithm P 50— 250 P 100—1 250 P 50—1 500
IAMO-MLP 1.36 1.36 1.21
AMO-MLP 1.64 1.64 1.79
BAT-MLP 3.93 3.21 3.86
SMS-MLP 3.07 3.79 3.14
BP 5.00 5.00 5.00

The bold text refers to the best results
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Fig. 13 Boxplot charts of the MSE results on test data for P 100 and / 250

the IAMO-MLP algorithm. Different numbers of neurons in
the hidden layer were also investigated, and the performance
of the IAMO-MLP algorithm is also satisfactory for different
structures of the MLP. The IAMO-MLP algorithm was also
used in solving a real-world problem in the civil engineering
area. The results indicate that the proposed IAMO-MLP algo-
rithm is successful in predicting the compressive strength of
the rubberized concrete with an acceptable degree of accu-
racy.
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3.4 Discussion

In order to achieve an efficient method for training neu-
ral networks, the improved animal migration optimization
algorithm with the Lévy flight feature was developed. The
proposed approach was tested on several datasets. The results
showed that this method was able to achieve the best training
performance for most of the datasets. The proposed IAMO
algorithm was compared with the original AMO algorithm
and seven algorithms in the literature. The experimental
results proved that the IAMO outperforms other algorithms in
terms of both local optima avoidance and convergence speed.
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Fig. 14 Boxplot charts of the MSE results on test data for P 50 and / 500

The high local optima avoidance is due to the intense explo-
ration of this algorithm. The Lévy flight strategy assists this
algorithm in avoiding the many local solutions in the prob-
lem of training MLPs. Also, the AMO and IAMO have the
neighbor cluster feature in which an individual searches the
space around its neighbors. Moreover, AMO and ITAMO have
the population updating process which covers how some ani-
mals leave the herd and how new animals are added to the
herd. Thanks to the population updating process, the AMO
and IAMO have a good ability on global exploration. The
superior convergence speed of the IAMO-MLP algorithm
originates from the Lévy flight strategy, migration process,
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and population updating process of the IAMO algorithm.
Therefore, the IAMO and IAMO-MLP algorithms manage
to outperform other algorithms on most of the datasets. More-
over, the convergence graphs, boxplots charts and Friedman
tests show that the initial positions do not affect the perfor-
mance of the IAMO-MLP algorithm.

According to this comprehensive study, the IAMO algo-
rithm is highly recommended to be used in hybrid intelligent
optimization schemes such as training MLP. This recommen-
dation is made because of its exploration behavior which
results in high local optima avoidance when training MLP.
The exploitation behavior is another reason why the IAMO-
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MLP can converge rapidly toward the global optimum for
different datasets.

The IJAMO-MLP algorithm was compared with the BP
algorithm in the experiments, and the results of the IAMO-
MLP algorithm showed that it was very promising since it
was able to obtain better results in almost all datasets. On
the other hand, IAMO-MLP requires a higher computational
load than BP because the fitness update of each individual
in JAMO-MLP needs to be evaluated under an MLP archi-
tecture. Thus, this process during iterations takes a longer
time to find the most suitable values for the weights in the
network architecture. It is usually expected that more itera-
tions and individuals would provide better results, but such
a process comes at the price of a higher computational bur-
den. Therefore, it should be noted here that IAMO is highly
recommended only when the dataset and the number of
attributes are very large. Small datasets with very few fea-
tures can be solved much faster by gradient-based training
algorithms and without extra computational cost. In contrast,
the IAMO algorithm is useful for large datasets due to the
extreme number of local optima that makes the conventional
training algorithm almost ineffective.

4 Conclusions

The most important and demanding part of the artificial neu-
ral network (ANN) is the training process of the network.
The training of the ANN is the process of finding the most
suitable values for the weights in the network architecture,
and this is a very difficult optimization problem. Therefore,
this study set out to optimize the values of the weights
and biases of the multilayer perceptron (MLP) using the
proposed improved animal migration optimization (IAMO)
algorithm called IAMO-MLP. The original AMO algorithm
was designed inspired by the animal migration behavior of
individuals that can be found in all major animal groups
including birds, mammals, and insects. The main contribu-
tions of this article are: (1) The proposed IAMO algorithm
has the Lévy flight strategy. (2) This article employs the AMO
and IAMO algorithms for training ANN for the first time. (3)
The IAMO-MLP algorithm has the ability to escape success-
fully from local optima. (4) The initial positions do not affect
the performance of the IAMO-MLP algorithm. (5) The fea-
tures of the IAMO-MLP algorithm are simplicity, requiring
only a few parameters, and solving a wide array of problems.

In the experiments, datasets with different difficulty levels
and different features were used. These datasets are 13 bench-
mark functions, five classification datasets taken from the
UCI Machine Learning Repository, and a real-world prob-
lem taken from the literature. The IAMO-MLP algorithm was
compared with the original AMO-MLP algorithm and nine
algorithms in the literature in terms of mean squared error,

classification accuracy, nonparametric statistical Friedman
test, boxplot charts, and convergence graphs. The experimen-
tal results indicate that the proposed IAMO-MLP algorithm
is successful not only in solving classification problems, but
also in predicting the compressive strength of the rubberized
concrete with an acceptable degree of accuracy. In conclu-
sion, this study has shown that the proposed IAMO-MLP
algorithm is successful in training the MLP. The proposed
ITAMO-MLP algorithm can be successfully used in areas such
as classification, face recognition, speech recognition, pat-
tern recognition, prediction, and optimization.

In future work, the TAMO-MLP algorithm can be applied
to different datasets such as covid-19. Further research
regarding the role of the activation function and threshold
parameter would be worthwhile. Some of the most represen-
tative computational intelligence algorithms such as the krill
herd algorithm [57], the monarch butterfly optimization [58],
the earthworm optimization algorithm [59], the elephant
herding optimization [60], the moth search algorithm [61],
the slime mould algorithm [62], and the Harris hawks opti-
mization [63] can be used to train the ANN in solving the civil
engineering problem. Besides, the JAMO-MLP algorithm
can be hybridized with another meta-heuristic algorithm to
increase its success.
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