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Commentary article to: ‘Challenges in developing and val-
idating machine learning models for TAVI mortality risk 
prediction: reply’, by A. Leha et al., https://doi.org/10.1093/ 
ehjdh/ztad065.

We read with interest the article by Leha et al.,1 developing and valid-
ating the TRIM risk scores for predicting the risk of 30-day mortality fol-
lowing transcatheter aortic valve implantation (TAVI) using machine 
learning (ML) models. We commend the authors for developing two 
models based on TAVI pre-procedural (TRIMpre) and post-procedural 
(TRIMpost) variables; however, we would like to raise some concerns 
and discuss potential methodological challenges that might have influ-
enced the results.

Model selection
In this study, the authors evaluated several ML models and utilized ran-
dom forest models as the best-performing model, yet they did not re-
port the performance metrics such as area under the curve (AUC) of 
alternative models.1 The comparison between different ML models 
(such as logistic regression, support vector machines, decision trees, 
gradient boosting machines, and neural networks) can help identify po-
tential biases and limitations in the developed predictive score.2

Furthermore, it allows for the selection of a model that best suits the 
complexity of the data and would allow readers to better assess the ro-
bustness and generalizability of the selected model.

Class imbalance
The authors addressed the class imbalance within the study population 
by up-weighing the minority class (patients deceased within 30-day 
after TAVI) during the training phase. This strategy can enhance the 
model’s sensitivity to detect rare events, though it may lead to overesti-
mating event prevalence when predicting risks, particularly for patients 

outside of its training distribution. In addition, the authors tested an al-
ternative approach without up-weighing of the minority class and en-
rolled the first 100 TAVI procedures per hospital that resulted in 
improved calibration but reduced performance metrics. Finally, they 
decided to use the up-weighing method and adhere to their proposed 
TRIM scores without reporting the sensitivity analysis results.

We believe that exploring alternative methods (such as oversam-
pling) to address the class imbalance and discussing the trade-offs be-
tween calibration and classification performance would help readers 
understand the rationale behind them. Other approaches like the cost- 
sensitive learning methods can encourage the ML algorithm to focus on 
the minority class without requiring oversampling, which might be a 
better option in this setting by improving model performance while 
maintaining interpretability.3

Variable selection and feature 
importance
Many ML models summarize the impact of individual variables using fea-
ture importance metrics, which often present a ranking of the most in-
fluential variables for the fitted model. But, when deciding the number 
of predictors in the model, factors like data quality, overfitting preven-
tion, and model interpretability must be considered alongside feature 
importance.4 In this study, the authors developed and compared the 
performance of the aTRIMpost model using the top 5, 10, 20, and 25 
important variables. However, it remains unclear how they ultimately 
decided on the number of features to include in the aTRIMpre model, 
and the performance test results are not reported.1 The presented data 
show a significant decrease in feature importance between specific vari-
able levels in the aTRIMpre model (−22 decrease in feature importance 
from variable level 15 to 16; supplementary material online, fig. S10).1

This finding would suggest an optimal cut-off point for the number of 
predictors in the model, while maintaining similar performance using 
fewer predictors.
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Moreover, we noticed that some of the variables, like ‘duration of 
fluoroscopy’ and ‘dose-area product’, imply similar concepts (Fig. 3D).1

The inclusion of such related variables raises questions about their indi-
vidual added values, considering these features might be more reflective 
of the operator’s skill and the complexity of the case rather than patient- 
specific risk factors. Also, several non-significant predictors such as 
‘height’, ‘peak to peak’, ‘left coronary artery’, and ‘month of admission’ 
with a P-value of 1.0 were included in all models (supplementary material 
online, table S1).1 We must highlight the importance of using the min-
imum number of variables in a model to reduce the risk of overfitting 
and enhance its applicability. For instance, the comparison between 
aTRIMpost and TRIMpost models exhibits similar positive likelihood ra-
tios (PLRs) (TRIMpost PLR = 2.64, aTRIMpost PLR = 2.65) and only a 
marginal decrease in performance in the abridged version (delta AUC  
= 0.04), while requiring 130 (83.9%) fewer features. By selecting only 
the most relevant variables, the model can be substantially simplified 
and potentially become more robust when applied to unseen data.5

Lastly, it is striking that clinically significant predictors like baseline 
electrocardiogram and the incidence of pacemaker implementation 
after the procedure, which are known predictors of mortality and mor-
bidity, were absent from the models.6

Importance of likelihood ratios in 
clinical practice
Likelihood ratios (LRs), both positive and negative, are extremely handy 
in clinical practice as they are not dependent on the underlying distribu-
tion of data. One of the many obstacles slowing down the adoption of 
ML applications in medicine is a poor performance on unseen data. 
Thus, when developing new algorithms and models, more emphasis 
should be put on minimizing input features and maximizing LRs rather 
than AUCs and other metrics. C-index or AUC primarily depicts the 
concordance of the predicted risks with the observed outcome but 
does not guarantee clinical usefulness.

Variable collinearity
Collinearity among input variables in a model can bias feature im-
portance metrics and reduce model stability.7,8 There are several ap-
proaches to assess collinearity in random forest models, including 
correlation analysis, variance inflation factor, permutation import-
ance, etc.7,8 In this study, the treatment of correlated variables or 

multicollinearity remains unclear. Moreover, the similar importance 
values in the feature importance plot (Fig. 3) and comparable pat-
terns in partial dependence plots (Fig. 4) highly suggest collinearity 
between certain variables, such as ‘duration of intervention’, ‘dur-
ation of fluoroscopy’, and ‘serum creatinine’ or between ‘peak aortic 
valve gradient (Pmax)’ and ‘weight’.1 In light of these observations, 
the use of Explainable AI could elucidate the relationships between 
collinear variables in the model. However, this necessitates a thor-
ough analysis to assess the model’s variable collinearity.

In conclusion, while the study made a significant contribution to the 
development of ML models for risk assessment in patients undergoing 
TAVI, addressing the methodological concerns and potential biases 
mentioned above would further strengthen the study’s findings and en-
hance their applicability to clinical practice.
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