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ABSTRACT

Introduction: Early diagnosis and etiological
treatment can effectively improve the prognosis
of patients with autoimmune encephalitis (AE).
However, anti-neuronal antibody tests which
provide the definitive diagnosis require time
and are not always abnormal. By using natural
language processing (NLP) technology, our
study proposes an assisted diagnostic method
for early clinical diagnosis of AE and compares
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its sensitivity with that of previously established
criteria.

Methods: Our model is based on the text clas-
sification model trained by the history of pre-
sent illness (HPI) in electronic medical records
(EMRs) that present a definite pathological
diagnosis of AE or infectious encephalitis (IE).
The definitive diagnosis of IE was based on the
results of traditional etiological examinations.
The definitive diagnosis of AE was based on the
results of neuronal antibodies, and the diag-
nostic criteria of definite autoimmune limbic
encephalitis proposed by Graus et al. used as the
reference standard for antibody-negative AE.
First, we automatically recognized and extrac-
ted symptoms for all HPI texts in EMRs by
training a dataset of 552 cases. Second, four text
classification models trained by a dataset of 199
cases were established for differential diagnosis
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of AE and IE based on a post-structuring text
dataset of every HPI, which was completed
using symptoms in English language after the
process of normalization of synonyms. The
optimal model was identified by evaluating and
comparing the performance of the four models.
Finally, combined with three typical symptoms
and the results of standard paraclinical tests
such as cerebrospinal fluid (CSF), magnetic res-
onance imaging (MRI), or electroencephalo-
gram (EEG) proposed from Graus criteria, an
assisted early diagnostic model for AE was
established on the basis of the text classification
model with the best performance.

Results: The comparison results for the four
models applied to the independent testing
dataset showed the naive Bayesian classifier
with bag of words achieved the best perfor-
mance, with an area under the receiver operat-
ing characteristic curve of 0.85, accuracy of
84.5% (95% confidence interval [CI]
74.0-92.0%), sensitivity of 86.7% (95% CI
69.3-96.2%), and specificity of 82.9% (95% CI
67.9-92.8%), respectively. Compared with the
diagnostic criteria proposed previously, the
early diagnostic sensitivity for possible AE using
the assisted diagnostic model based on the
independent testing dataset was improved from
73.3% (95% CI 54.1-87.7%) to 86.7% (95% CI
69.3-96.2%).

Conclusions: The assisted diagnostic model
could effectively increase the early diagnostic
sensitivity for AE compared to previous diag-
nostic criteria, assist physicians in establishing
the diagnosis of AE automatically after input-
ting the HPI and the results of standard para-
clinical tests according to their narrative habits
for describing symptoms, avoiding misdiagnosis
and allowing for prompt initiation of specific
treatment.

Keywords: Autoimmune encephalitis;
Computer-assisted diagnosis; Natural language
processing; Electronic medical records; Early
diagnosis

Why carry out this study?

Early diagnosis and etiological treatment
can effectively improve the prognosis of
patients with autoimmune

encephalitis (AE).

There are practical syndrome-based
diagnostic criteria for AE described
previously.

The sensitivity of these criteria is
reasonable but could be further improved.

What was learned from the study?

Using our assisted model, we increased the
early diagnostic sensitivity for AE by
broadening the number of symptoms
analyzed compared to previous criteria.

By using natural language processing
technology, the model could provide an
early diagnosis of AE automatically,
avoiding misdiagnosis and allowing for
prompt initiation of specific treatment.

INTRODUCTION

Encephalitis is an inflammatory disease that
damages the brain parenchyma and has high
morbidity and mortality [1, 2]. According to the
etiology, encephalitis can generally be divided
into two types: autoimmune encephalitis (AE)
and infectious encephalitis (IE). Previous studies
have shown that early diagnosis and etiological
treatment can effectively improve the prognosis
of patients with encephalitis [3-9]. AE refers to a
large class of encephalitis associated with anti-
neuronal antibodies [10]. At present, there are
more than 30 anti-neuronal antibodies related
to AE, which can be divided into cell surface
antigen antibodies and intracellular antigen
antibodies. Among all the antibodies, the most
common anti-neuronal antibody is anti-N-
methyl-p-aspartate receptor (NMDAR) antibody
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[11]. Although the clinical presentations of AE
are varied, some AE can present with typical
manifestations, such as psychiatric symptoms,
seizures, short-term memory deficits, decreased
level of consciousness, and dyskinesias in anti-
NMDAR encephalitis [12].

Currently, a definitive diagnosis of AE is lar-
gely dependent on positive test results for anti-
neuronal antibodies in cerebrospinal fluid and
serum. However, anti-neuronal antibody tests
have the following limitations for early diag-
nosis of AE: (1) many medical institutions do
not have the ability to conduct anti-neuronal
antibody tests and therefore may delay the
optimal treatment time for patients. (2) Some
AE cases are negative for anti-neuronal anti-
bodies; thus, even if the results of the anti-
neuronal antibody tests are negative, the pos-
sibility that encephalitis is immune-mediated
cannot be ruled out [12]. The greatest challenge
in early diagnosis of AE is differential diagnosis
of encephalitis of other etiologies. IE is one of
the most common differential diagnoses of AE.
Difficulties in the differential diagnosis of AE
and IE are mainly reflected in the following
aspects: (1) AE often has core symptoms similar
to IE; and (2) approximately 50% of patients
with AE are negative for anti-neuronal anti-
bodies [13].

To avoid delaying the best opportunity for
therapy, Graus et al. [12] proposed criteria for
early clinical diagnosis of AE based on typical
clinical symptoms and the results of standard
paraclinical tests. The clinical symptoms and
the standard paraclinical test results, for exam-
ple, cerebrospinal fluid (CSF), magnetic reso-
nance imaging (MRI), or electroencephalogram
(EEG), can be obtained at the early stage of
admission. The standard paraclinical tests that
are conventional and accessible to most clini-
cians could be checked as soon as possible.
Graus et al. believe that early clinical diagnosis
of AE can be obtained and treatment can be
carried out quickly using their diagnostic
approach. At the same time, the diagnosis and
treatment can be adjusted after the results of
anti-neuronal antibody testing are clear. As a
diagnosis approach, the flowchart proposed
from Graus criteria is meant to be used as a
whole. One point worth emphasizing is the first

criterion for possible autoimmune encephalitis
(PAE): the first diagnostic criterion is to screen
as many AE cases as possible; thus, high sensi-
tivity is important for PAE criteria to reduce the
omission diagnostic rate. Only when the sensi-
tivity of the PAE diagnostic criteria reaches
100% can the subsequent diagnostic process for
other subgroups of AE be correctly ensured;
otherwise, the omission diagnostic rate may
increase [14]. However, the sensitivity of these
criteria for PAE has been controversial, ranging
from 57.6% to 100.0% [14-17].

The sensitivity of previous diagnostic criteria
proposed by Graus et al. [12] is relatively good.
On the one hand, the limited number of
symptoms (six) that can be incorporated within
a clinically usable scale and the simple logic
diagnosis rules increase the operability and
convenience of clinical practice. On the other
hand, the diagnostic criteria may ignore the
opportunity of utilizing other symptoms and
weighting those symptoms individually. In fact,
a great number of atypical initial symptoms can
also occur in AE [18-20]. At the same time, there
are some negative symptoms in the history of
present illness (HPI) in electronic medical
records (EMRs) that may aid in differential
diagnosis. On the basis of diagnostic criteria
proposed previously, taking full advantage of
enhancing the initial symptom selection (these
atypical positive symptoms and negative
symptoms in the HPI described in EMRs) may
make some progress in clinical diagnosis of AE
via natural language processing (NLP) technol-
ogy. However, because of the different habits of
physicians in writing EMRs, there are a variety
of synonyms for the same symptom in raw
texts. If we want to analyze the symptoms, we
should recognize and normalize the symptoms
that have synonyms.

For a long time, comprehensive analysis of
the characteristics of AE symptoms through
traditional labor-dependent methods has rep-
resented a great challenge because the symp-
toms are complex and diverse. NLP is a subfield
of linguistics, computer science, and artificial
intelligence. The technology can accurately
process, extract, and analyze large amounts of
information from natural language data. Clini-
cal named entity recognition (CNER) [21] and
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text classification [22] are both common mis-
sions in NLP technology, which could be
applied to the healthcare domain for automat-
ically extracting complex and diverse clinical
symptoms or classifying the clinical texts from a
large corpus of EMRs, using smaller subset of
cases for training models. The bidirectional long
short-term memory conditional random field
(BiLSTM-CRF) model is one of the most popular
models to achieve the CNER mission [23, 24].
Equally important, following the arrival and
development of the bidirectional encoder rep-
resentations from transformers (BERT) [25, 26],
CNER has started to adopt the BERT-based
approach, which brings the advantage of
allowing pretrained models [27]. Text classifi-
cation usually needs to achieve feature selection
at first. Feature selection is the process of
selecting the features which contribute most to
the classification of a given text. Text classifi-
cation methods and feature selection methods
are rapidly growing [28]. To conclude, with the
rapid development of NLP technology [29-31],
we may have the opportunity to recognize and
extract medical terminology, especially for
symptoms described in the HPI in EMRs; per-
form a comprehensive analysis of clinical
symptoms; and develop an assisted diagnosis
method for PAE. Our study aims to develop an
assisted model for early clinical diagnosis of AE
based on NLP technology and to compare its
sensitivity with that of previously established
criteria from Graus et al. [12].

METHODS

Study Population and Design

Our data included 2514 Chinese EMRs with a
diagnosis of central nervous system (CNS)
infectious or inflammatory diseases, which were
identified using the International Classification
of Diseases-Tenth Revision (ICD-10) codes from
the medical records database of the neurology
department of Xijing Hospital during a period
of 10 years (October 2010-December 2020). The
ICD-10 codes are provided in Table S1 in the
supplementary material. De-identification of all
EMRs was conducted for every known identifier

type (ID, name, gender, age, address, etc.).
Standard paraclinical tests (e.g., CSF, MRI, or
EEG studies) and other routine laboratory data
were obtained by review of the EMRs. The Xij-
ing Hospital Ethics Committee approved this
study (KY20192071-F-1).

Our study constructed two datasets by using
2514 Chinese EMRs: the first to train CNER as
part of the NLP (552 cases) analysis pipeline,
and the second (199 cases) to train and test the
diagnosis classification model between AE and
IE. The two datasets were filtered respectively
from 2514 cases, so there was overlap between
the CNER dataset and the text classification
model dataset. To eliminate subjective interfer-
ence and evaluate the classification model more
objectively, the EMR samples included in the
text classification dataset were AE or IE cases
with definite evidence of etiology. The defini-
tive diagnosis of IE was based on the results of
traditional etiological examinations, which
included microscopic staining, pathogenic
microbiological analysis, and PCR. The defini-
tive diagnosis of AE was based on the exclusion
of other definite causes (e.g., IE). Then, all
patients underwent an extensive search for
neuronal antibodies and they required positive
antibodies, either in CSF or serum, using com-
mercial cell-based assay kits, according to pub-
lished guidelines [32, 33]. Finally, because the
possibility that autoantibodies may not be
detected in definite autoimmune limbic
encephalitis, the clinical diagnostic criteria
proposed by Graus et al. only applied to definite
autoimmune limbic encephalitis in this study
[12].

A synopsis of the overall NLP analysis pipe-
line is shown in Fig. 1. First, we automatically
extracted symptoms (i.e., CNER) from all HPI
texts by training the BiLSTM-CRF model on the
basis of a dataset of 552 cases with a single
diagnosis of central nervous system (CNS)
infection or AE. Second, post-structuring of the
HPI in EMRs for all cases was implemented after
normalizing symptom terminologies in English
language. Third, four text classification models
trained by a dataset of 199 cases were estab-
lished for differential diagnosis of AE and IE
based on a post-structuring text dataset of every
HPI. The optimal model was identified by
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2,514 EMRs with a diagnosis
of CNS infectious or
inflammatory diseases

—|the normalized symptom termin

2,514 HPI in EMRs rebuilding by

-ologies in English language

v

v

552 cases with a single
diagnosis of CNS
infection or AE

199 HPI texts in EMRs
(83 definite AE cases
and 116 definite |E cases)

% BiLSTM-CRF model

Four text classification models %}

Extracting symptoms from the
HPI texts in EMRs (Clinical
named entity recognition)

Normalizing symptom
terminologies in English language
using SNOMED-CT and MeSH

Text classification model
with best performance

Combining with three typical
symptoms and standard
paraclinical tests proposed
from Graus criteria

Implementing post-structuring
of the HPI in EMRs for all cases

Assisted diagnostic
model for AE

Fig. 1 Synopsis of the overall NLP analysis pipeline. NLP
natural language processing, EMRs electronic medical
records, CNS central nervous system, AE autoimmune
encephalitis, BiLSTM-CRF bidirectional long short-term

evaluating and comparing the performance of
the four models. Finally, combined with three
typical symptoms and the results of standard
paraclinical tests (e.g., CSF, MRI, or EEG studies)
proposed from Graus criteria, an assisted early
diagnostic model for AE was established on the
basis of the text classification model with the
best performance.

Data Preprocessing for CNER

We filtered all 552 patient records identified
with a single diagnosis of CNS infection or AE
from 2514 EMRs with CNS infectious or
inflammatory diseases. While all 552 cases were
used at different stages of the CNER develop-
ment (training word embedding, identifying
the symptoms), a random subset of 140 cases
(25% of 552 patient records) were selected for
manual word annotations to assist with

memory conditional random field, HPI history of present
illness, SNOMED-CT Systematized Nomenclature of
Medicine-Clinical Terms, MeSH Medical Subject Head-
ings, IE infectious encephalitis

training. It has been proven that Chinese med-
ical text segmentation is very important for
producing high-quality word embedding and
promoting downstream information extraction
applications [34]. Therefore, we used the Jieba
Chinese Word Segmentation Library supported
by Python programming language to segment
the HPI in EMRs.

In our CNER approach, annotated data were
represented in the BMESO format, in which
each word was assigned to one of five classes: B,
beginning of an entity; M, middle of an entity;
E, ending of an entity; S, single word for an
entity; O, outside of an entity. Therefore, the
CNER problem became a classification problem
requiring assignment of one of the five class tags
to each word. The annotation guidelines were
similar to those in Yang et al.’s study [35]. One
main difference was that we only manually
annotated symptoms in the HPI in EMRs. Thus,
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we only had one type of entity in this study.
Another difference was that negative symptoms
were recognized as a whole entity [36]. The
statistics of the training subset of the HPI used
for CNER is shown in Table S2 in the supple-
mentary material. There were 26,655 words and
1055 symptoms in the HPI in the training sub-
set, and B, M, E, S, and O were annotated 1006,
479, 1006, 49, and 24,115 times, respectively.

We explained the annotation guidelines in
this study to three specialized neurology
physicians. The final annotation results were
identified by the following rules: Word bound-
aries of symptoms were marked using B, M, E, S,
and O tags by manual annotations performed
by two physicians. Examples of some annotated
sequences are provided in Table S3 in the sup-
plementary material. After the manual annota-
tion by the two physicians was completed, the
inter-annotator agreement was calculated with
Kohen's kappa and was 0.87. Then, the manual
annotation results provided by the two physi-
cians were compared. When the results were the
same, the same annotation result was the con-
sensus result. In the case of different annotation
results by the two physicians, the third physi-
cian made a final interpretation of the two
annotation results, and one was selected as the
consensus result.

Training and Evaluation for CNER Using
the BiLSTM-CRF Model

To improve the quality of training word
embedding, 552 HPI texts were used as a corpus
for training word embedding. We used 140 HPI
texts for the BiLSTM-CRF model. The Word2Vec
tool is used to train word embedding using a
continuous bag of words (CBOW) model or
skip-gram model [37]. Various empirical evi-
dence shows that the CBOW model performs
better than the skip-gram model for databases
with only hundreds of thousands of words
[38, 39]. Therefore, the CBOW model was
adopted in this study to achieve word embed-
ding. The dimension of the word embedding
vector was set to 128 dimensions, and the other
hyper-parameters are provided in Table S4 in
the supplementary material.

The dataset, which contained 140 HPI texts,
was split into two mutually exclusive subsets:
training (80% of dataset) and testing (20% of
dataset) subsets [40]. We divided every HPI with
full stops into sentences. Each sentence of every
HPI was used as an input sequence in the fol-
lowing model. The implementation of CNER in
this study is based on the BiLSTM-CRF model,
with word embedding as the input of sequences
[23, 24]. To optimize the hyper-parameters of
the BiLSTM-CRF model, a tenfold cross-valida-
tion method was adopted using the training
subset. When the optimal hyper-parameters of
the BiLSTM-CRF model were determined, the
entire training subset was trained as the final
BiLSTM-CRF model according to the optimal
hyper-parameters.

The hyper-parameters of the BiLSTM-CRF
model were fine-tuned, training the model with
the training subset and evaluating it with the
F measure. The results for each configuration of
the parameters (batch size, number of epochs,
dropout, and learning rate with the Adam
algorithm [41]) in the hyper-parameter fine-
tuning stage are shown in Fig.S1 in the sup-
plementary material. In the case of the embed-
ding created from words by Word2Vec, the best
hyper-parameters were as follow: 2 batches, 40
epochs, 0.2 dropout, and 0.001 learning rate.
The other hyper-parameters are provided in
Table S4 in the supplementary material.

The performance of the final BiLSTM-CRF
model was measured by precision, recall, and
F measure for all entities using the independent
testing subset [42]. The evaluation program
provided two sets of measures—exact match
and inexact match—where exact match means
that an entity is correctly predicted if, and only
if, the starting and ending offsets are exactly the
same as those in the consensus result; the
inexact match means that an entity is correctly
predicted if it overlaps with any entity in the
consensus result [43, 44]. Table S5 in the sup-
plementary material shows the statistics of the
independent testing subset of the HPI used in
this study. There were 6425 words and 296
symptoms in the HPI in EMRs. Table S5 also
shows the performance of the BiLSTM-CRF
model applied to the independent testing sub-
set. The numbers in columns 4-6 are precision,
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recall, and F measure values for all entities using
the exact match or inexact match measures.

Post-Structuring of the HPI

The final BiLSTM-CRF model was used to iden-
tify and extract the symptoms in 552 HPI texts
presented in EMRs. All the symptoms were
classified into different groups according to
whether they had synonyms. Then, we
obtained normalized symptom terminologies
by establishing a mapping relationship between
the categorized symptoms and the international
standard English medical terms set, System-
atized Nomenclature of Medicine-Clinical
Terms (SNOMED-CT) and Medical Subject
Headings (MeSH). The process of normalization
of symptoms was conducted using Python reg-
ular expressions according to normalized
symptom terminologies in English language.
Then, the post-structuring of the HPI was
completed using the normalized symptom ter-
minologies; in other words, we rebuilt the HPI
texts using the normalized symptom termi-
nologies, which included typical symptoms,
atypical symptoms, and negative symptoms.

Training and Evaluation for Text
Classification Model

According to the definite diagnostic criteria for
AE and IE, we obtained the text classification
dataset of 199 cases by reviewing EMRs. The
dataset included 83 AE cases and 116 IE cases.
There are several autoimmune CNS diseases
(primary CNS angiitis, Rasmussen’s encephali-
tis) that are often considered in the differential
diagnosis of autoimmune encephalitis because
of the clinical features. These diseases were
considered immune-related diseases and exclu-
ded [11, 12]. The overall data were randomly
divided into a 65% training dataset and a 35%
testing dataset. The training dataset included 53
AE cases and 75 IE cases, and the independent
testing dataset included 30 AE cases and 41 IE
cases.

We did not directly perform text classifica-
tion on raw texts because of the impact of the
EMR template. The EMR template makes

different EMRs have the same words, which are
not related to symptoms of AE. However, the
large numbers of same words from EMR tem-
plate would cover up the role of symptoms of
AE and affect the result of text classification.
Meanwhile, as a result of different habits in
writing EMRs, there were a variety of synonyms
for the same symptom in raw texts. Therefore,
our text classification model was based on
rebuilding the HPI using normalized symptom
terminologies rather than the raw HPI texts
presented in EMRs. Our text classification
models consisted of four models: two different
classifiers with two different text feature selec-
tion methods respectively. Four text classifica-
tion models, namely, naive Bayesian classifier
(NBC) and support vector machine (SVM), using
two different text feature selection methods,
namely, bag of words (BoW) and term fre-
quency-inverse document frequency (TF-IDF),
were established to distinguish AE and IE on the
basis of structured texts of the HPI, which were
rebuilt using normalized symptom terminolo-
gies. The process of determining the optimal
hyper-parameters of the four text classification
models was realized by the grid search function
GridSearchCV from the Scikit-Learn library [435].
The hyper-parameters are provided in Table S4
in the supplementary material.

When the optimal hyper-parameters of the
text classification models were determined, the
final models were trained using the whole
training dataset. The performances of the four
text classification models were evaluated and
compared using the independent testing data-
set. The performances of the text classification
models were measured by sensitivity, speci-
ficity, accuracy, and area under the receiver
operating characteristic curve (AUROC). Finally,
the model that performed best was used to
establish the assisted diagnostic model for AE.

Evaluation of the Assisted Diagnostic
Model

Because the diagnostic criteria from Graus et al.
[12] emphasized the importance of psychiatric
symptoms, seizures, and short-term memory
deficits, logical diagnosis rules for these three
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symptoms were added to the basis of the text
classification model. Specifically, when the text
classification model judges that the case is not
an AE case, if the case contains one or more of
these three symptoms, the case will be clinically
diagnosed as an AE case. Furthermore, our
assisted diagnostic model was combined with
the results of standard paraclinical tests (e.g.,
CSF, MRI, or EEG studies) from the Graus
criteria.

All cases of the independent testing dataset
were analyzed according to the diagnostic cri-
teria for PAE from Graus et al. and the assisted
diagnostic model to compare the etiological
diagnosis. The performance was measured and
assessed according to sensitivity, specificity,
accuracy, and confusion matrices.

We analyzed demographics, clinical, and
standard paraclinical test characteristics. Con-
tinuous variables were presented as the
mean + standard deviation (SD) in the
descriptive analyses, while categorical and bin-
ary variables were presented as frequencies
(n) and percentages (%). Student’s f test and chi-
squared test were used to compare outcomes
between patient subgroups for continuous and
categorical data, respectively. All data acquisi-
tion, processing, and analyses were conducted
in the Python programming language (version
3.7.0) [46, 47], TensorFlow library [48, 49], and
Scikit-Learn library [45].

RESULTS

Our text classification dataset included 199
cases (83 definite AE cases and 116 definite IE
cases). The process of constructing the text
classification dataset is shown in Fig. 2. Demo-
graphics characteristics and standard paraclini-
cal test characteristics are compared between AE
and IE groups in Table 1. Compared to the IE
group, the AE group had a significantly higher
rate of cases with EEG abnormalities (57.8% vs.
25.9%; P < 0.001), and a lower percentage of
male cases (44.6% vs. 62.1%; P = 0.015). There
was no significant between-group difference
with respect to age, CSF pleocytosis (white
blood cell count greater than 5/mm?), CSF-

2,514 EMRs with a diagnosis of CNS infectious
or inflammatory diseases

| 76 cases excluded ! ! |
I because they were | 1 595 cases excluded :
| duplicated for | 7™ | without diagnosis of |
: hospitalizing two : 1 encephalitis :
1 timesatleast |

| 1,843 cases with a diagnosis of encephalitis

1,696 cases with a diagnosis of AE or IE

-

203 cases with a 1,493 cases with a
diagnosis of AE diagnosis of IE

*40% selected randomly

r
I 8 cases excluded |

| with age over 65 |

I
: years orless 10

598 cases with a
diagnosis of IE

___________ i
""""""" | with age over 65 |
I yearsorless 10 |

|
Pm—mmmm—m e ears [
112 cases | : y 4

I
: excluded with !
| unknown etiology 1e—
I or immune-related
1 diseases _}

| 476 cases
: excluded with
—»: unknown etiology

___________ 1 or immune-related
| diseases
Yy Tttt TTTT7
| 83 definite AE cases 116 definite IE cases
Training Training
data (65% Testing data (65% Testing
selected data (35%) selected data (35%)
randomly) randomly)
53 definite| |30 definite 75 definite| |41 definite
AE cases| | AE cases IE cases IE cases

| | |
¢ 1 * |
Classification model Classification model
learner predictor

Fig. 2 Flowchart illustrating the development of an
assisted model based on NLP for the diagnosis of AE.
NLP natural language processing, EMRs electronic medical
records, CNS central nervous system, AE autoimmune
encephalitis, IE infectious encephalitis
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Table 1 Comparison of demographics characteristics and standard paraclinical test characteristics between AE and IE

groups (7 = 199)

Variable AE (n = 83) IE (» = 116) P value®
Demographic characteristics
Age (years) 31 (347 £ 15.5) 37 (36.0 £ 13.7) 0.533
Sex, male 37 (44.6) 72 (62.1) 0.015*
Standard paraclinical test characteristics
CSF pleocytosis (white blood cell count > 5/mm?) 3 (63.9) 87 (75.0) 0.09
CSF-specific oligoclonal bands positive 2 (24) 1(0.9) 0.769
MRI abnormalities 40 (48.2) 48 (41.4) 0.340
EEG abnormalities 48 (57.8) 30 (25.9) 0.000**

Data are presented as the mean =+ standard deviation (SD) or as 7 (%)

AE autoimmune encephalitis, JE infectious encephalitis, CSF cerebrospinal fluid, MRI magnetic resonance imaging, EEG

electroencephalogram
“Significant difference at *P < 0.05 and *P < 0.001

specific oligoclonal bands positive, or MRI
abnormalities.

By using the BiLSTM-CRF model, we recog-
nized and extracted 5819 symptoms from 552
HPI in EMRs identified with the single diagnosis
of CNS infection or AE. After normalizing syn-
onyms of symptom terminologies using
SNOMED-CT and MeSH, we finally obtained
219 normalized symptom terminologies in
English language. The 219 normalized symp-
tom terminologies and the proportion of the IE
and AE cohorts with each symptom are shown
in Table S6 in the supplementary material. In
the definite AE group, the majority of patients
presented with psychiatric symptoms (74.7%),
decreased level of consciousness (68.7%), sei-
zures (60.2%), and involuntary movement
(59.0%). In the IE group, headache (81.9%) and
fever (73.3%) were frequently encountered.
Significant differences (only those with
P < 0.001) with the frequency of clinical char-
acteristics for comparing between IE and AE
groups are shown in Fig. 3. The autoantibodies
and microorganisms detected in samples from
definite AE and IE cases are shown in Fig. 4.

Comparing the results of accuracy, sensitiv-
ity, and specificity determined using the inde-
pendent testing dataset in Fig. 5 shows that
NBC with the BoW model performs better than

the other three models on the basis of accuracy
and sensitivity, obtaining 84.5% (95% confi-
dence interval [CI] 74.0-92.0%) and 86.7%
(95% CI 69.3-96.2%), respectively. The AUROC
comparison results for the four models applied
to the independent testing dataset are shown in
Fig. 6, which shows that the AUROC of NBC
with BoW achieved the best performance, with
an AUROC of 0.85. However, the examination
of specificity metrics suggested that the NBC
with TF-IDF model, SVM with BoW model, and
SVM with TF-IDF model achieved 85.4%
(95% CI 70.8-94.4%), which is better than the
82.9% (95% CI 67.9-92.8%) observed with the
NBC with BoW model. Since the goal of our
study was to improve the sensitivity of the
clinical diagnosis of AE, the NBC with Bow
model was selected as the best model after
comprehensive consideration of various perfor-
mance measures.

We used the sensitivity, specificity, and
accuracy to evaluate the diagnostic perfor-
mance for PAE between the assisted diagnostic
model and the diagnostic criteria from Graus
et al. using the same independent subset of
patients (30 definite AE cases and 41 definite IE
cases). The performance measures show that our
model achieved better sensitivity, specificity,
and accuracy than the diagnostic criteria
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Fig. 4 Autoantibodies and microorganisms detected in
samples from definite AE and IE of the whole dataset.
a Antibodies detected in samples from definite AE of the
whole dataset (» = 83); asterisk indicates the antibodies
were found in the same patient. b Microorganisms
detected in samples from definite IE of the whole dataset

proposed by Graus et al. The performance is as
follow: 86.7% (95% CI 69.3-96.2%) vs. 73.3%
(95% CI  54.1-87.7%), 75.6%  (95% CI

Microorganisms of definite IE

(n = 116). AE autoimmune encephalitis, J/E infectious
encephalitis, NMDAR anti-N-methyl-D-aspartate receptor,
LGII  antileucine-rich  glioma-inactivated  protein 1,
GABAgR anti-gamma-aminobutyric acid B receptor,
CASPR2 anti-contactin-associated protein 2

59.7-87.6%) vs. 56.1% (95% CI 39.7-71.5%),
and 80.3% (95% CI 69.1-88.8%) vs. 63.4%
(95% CI 51.1-74.5%), respectively. The detailed
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Fig. 5 Predictive performance of four text classification
models to distinguish AE and IE on the basis of symptoms
of the HPI using the independent testing dataset. AE
autoimmune encephalitis, /E infectious encephalitis, HPI

results for the numbers of true positive, false
positive, true negative, and false negative are
shown in confusion matrices (Fig. 7).

DISCUSSION

In this study, we have developed an assisted
diagnostic model for AE based on NLP tech-
nology by recognizing symptoms described in
EMRs using CNER. We subsequently tested this
model in an independent testing dataset and
compared its performance with previously
established Graus criteria. Compared with the
diagnostic criteria proposed previously, the
early diagnostic sensitivity for PAE using the
assisted diagnostic model based on the inde-
pendent testing dataset was improved from
73.3% (95% CI 54.1-87.7%) to 86.7% (95% CI
69.3-96.2%). Since IE is the most common and
most difficult disease to differentiate from AE in
clinical work, IE is taken as the most important
disease for differential diagnosis of AE. In the
past, early clinical diagnosis of AE was mostly
based on the diagnostic criteria proposed by
Graus et al. in 2016, but the consistency of the
performance of the diagnostic criteria for PAE is
controversial, ranging from 57.6% to 100.0%

history of present illness, NBC naive Bayesian classifier,
SVM support vector machine, BoJV bag of words, TF-IDF

term frequency-inverse document frequency

[14-17]. Our study presented some of the results
of previous studies that evaluated and validated
the performance of Graus criteria and compared
them with our study (Table 2). The differences
in sensitivity for PAE in previous studies may be
caused by the following reasons: (1) sample size
of cases is small and different. (2) Definition of
the AE group is different, e.g., Wagner et al.’s AE
group contained 17 definite AE and 16 probable
AE cases. However, the sensitivity for PAE would
be 29.4% if they excluded cases which diag-
nosed as probable AE, only bringing the 17
definite AE cases into the AE group. (3) Ratio of
different anti-neuronal antibody cases varies,
such as a higher ratio of NMDAR cases in the AE
group, for which the algorithm seems to have a
particularly high sensitivity. (4) Sensitivity for
PAE increases with time; the sensitivity reported
by Li et al. for the time period of up to 14 days
after admission only was 60.4% for PAE.

In our study, the sensitivity increased from
73.3% to 86.7% by using the assisted diagnostic
model, which compared with the Graus diag-
nostic criteria applied to the same independent
testing dataset. We reviewed the reasons for
misdiagnosis of the four cases in the indepen-
dent testing dataset when using the assisted
diagnostic model. Two were due to no
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Fig. 6 AUROC of text classification models distinguished
AE from IE using independent testing dataset. NBC with
BoW, 0.85; NBC with TF-IDF, 0.83; support vector
machine (SVM) with BoW, 0.83; SVM with TF-IDF,
0.81. AUROC area under the operating

receiver

abnormalities in the CSF, MRI or EEG, and the
other two were due to atypical symptoms,
which were not identified by the assisted diag-
nostic model. However, our model identified
four more true positive AE cases than the diag-
nostic criteria for PAE from Graus et al.

The measure of specificity mainly depends
on the type of disease that is used for the dif-
ferential diagnosis of AE. If the disease is IE,
differential diagnosis is difficult, leading to rel-
atively poor specificity of PAE both for Graus
criteria and our assisted model. If the disease is a
non-AE disease that can easily be identified,

characteristic curve, AE autoimmune encephalitis, [E
infectious encephalitis, INBC naive Bayesian classifier,
SVM support vector machine, BoWW bag of words, TF-

IDF term frequency-inverse document frequency

then specificity would be relatively high. In fact,
compared with typical symptoms associated
with AE and the results of standard paraclinical
tests, “Reasonable exclusion of alternative cau-
ses” in diagnostic criteria for AE is the most
important factor for enhancing the specificity
[17]. Therefore, the specificity requires much
evidence to exclude all other etiologies, and our
study aims to improve the AE diagnostic sensi-
tivity, (finding out the highest number of cases
of PAE), not the diagnostic specificity.

In the early differential diagnosis of AE, IE is
the most common and difficult disease to
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Predicted

AE IE
Actual

Fig. 7 Confusion matrices of different diagnostic methods
for AE using the independent testing dataset. a Confusion
matrix for predictions of Graus criteria vs. etiology

differentiate, especially viral encephalitis [50].
In our study, the assisted diagnostic model
misdiagnosed 10 IE cases as AE, of which eight
cases were viral encephalitis and the other two
cases were encephalitis caused by Mycobacterium
tuberculosis. Since infection itself is an impor-
tant cause of AE, an increasing number of
studies have begun to focus on AE caused by
viral encephalitis [19, 51]. This infection-in-
duced AE is not only difficult to diagnose but
also may induce double-peak encephalitis,
which brings great challenges in clinical treat-
ment. For physicians, fundamentally solving
the differential diagnosis problem between AE
and IE requires an accurate diagnosis, namely,
an etiological diagnosis. Early clinical diagnosis
of AE can only be adopted as a compromise
measure to allow for early initial treatment until
an etiological diagnosis can be provided. A
proactive search for the exact etiology of AE or
IE should always be carried out through the
clinical diagnosis and treatment process.

In our study, all the possible accompanying
symptoms of AE (including typical positive
symptoms, atypical positive symptoms and
negative symptoms) were considered in the
development of the assisted diagnosis model.

Predicted

AE IE
Actual

diagnosis of AE; b Confusion matrix for predictions of
assisted diagnostic model vs. etiology diagnosis of AE. AE
autoimmune encephalitis, IE infectious encephalitis

After extracting symptoms from the HPI texts,
we normalized synonyms of symptom termi-
nologies in English language using SNOMED-
CT and MeSH. Then post-structuring of the HPI
texts and development of the text classification
model were implemented using symptoms ter-
minologies in English language. This facilitates
generalization of our findings and our assisted
diagnostic model to English speaking popula-
tions. The above method not only accounted
for the clinical characteristics of complex and
diverse AE symptoms but also effectively
improved the sensitivity and specificity of early
clinical diagnosis of AE. Physicians could
quickly obtain an early clinical diagnosis of AE
when they input the HPI into the model
according to their narrative habits for describ-
ing symptoms in Chinese language or English
language for non-Chinese speakers.

There are several limitations to this study:
First, the Graus diagnostic criteria were not
developed to differentiate AE from IE, but to
allow for early diagnostic suspicion of AE
among all patients with neurologic syndromes.
This is a limitation that we used Graus criteria
in comparison with our model to distinguish AE
from IE. Our assisted diagnostic model shows
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Table 2 Summary of early diagnostic performance in previous studies using Graus criteria and comparison with our study

Studies

Diagnostic methods for PAE AE (z) IE or non-AE® (z) Sensitivity (%) Specificity (%)

Giordano et al. [16]

Graus criteria

Baumgartner et al. [15] Graus criteria

Li et al. [14]

Graus criteria

Wagner et al. [17] Graus criteria
Our study Graus criteria
Our study Assisted model

22
50
64
33
30
30

0 100.0 -

0 86.0 -
31° 84.3 93.5
51 57.6 7.8
41 73.3 56.1
41 86.7 75.6

AE autoimmune encephalitis, /E infectious encephalitis, PAE possible autoimmune encephalitis

*Cases with non-autoimmune encephalitis in Li et al.’s study, including viral encephalitis, purulent encephalitis, tuberculous

meningoencephalitis, central nervous system tumor, and epileptic disorders

performance only for the differential diagnosis
between AE and IE, which would limit gener-
alizability of our study. There are other differ-
ential diagnoses can also be challenging in the
evaluation of PAE except IE (e.g., new onset
epilepsy due to other causes, other organic
encephalopathies, psychiatric disorders, etc.).
In addition, patients with antibody-associated
AE may have different clinical features to those
with antibody-negative AE. However, the anti-
body-negative AE cases in our study only
included the ones with definite limbic
encephalitis, which further limits generaliz-
ability. In the future, we plan to include more
diseases, which need differential diagnosis with
AE, and analyze texts in EMRs from patients in
primary care, general medical, or psychiatric
settings because the greatest unmet need with
regard to early diagnosis arises from patients not
yet evaluated in neurology departments.

Second, NLP research is currently dominated
by the use of transformer models [52], such as
BERT. In the future, we plan to adopt advanced
BERT-based transformer models (e.g., ROBERTa
[53], ELECTRA [54]) or specialized models (e.g.,
MacBERT [55] and BioBERT [56]) as pretrained
models, which could be applicable in the pre-
sent work.

Third, model explainability was not dis-
cussed in our study. However, the need for
explainability is present in NLP [57] and the
healthcare domain in particular, which is cur-
rently a very active area of research [58-60]. The
complexity arising from the large parameter

space and the combination of algorithms makes
models uninterpretable for humans, i.e., the
decision process cannot be fully comprehended
[61, 62]. To alleviate the issues present in
explainability, an assistive diagnostic model
that humans can understand, manage, and trust
should be proposed in our future work [63].

Finally, our study is retrospective. The sam-
ple size of datasets is small, which includes 83
definite AE cases and 116 definite IE cases. As a
result of the small sample size, deep neural
networks were not used to perform text classi-
fication. To explore the effectiveness of the
assisted diagnostic model for early clinical
diagnosis of AE, larger prospective studies
should be conducted to obtain more powerful
clinical evidence.

CONCLUSION

In this study, we described the development of
an assisted diagnostic model for AE based on
normalized symptoms from the HPI described
in EMRs via NLP technology. We demonstrated
that the assisted diagnostic model could effec-
tively increase diagnostic sensitivity for AE
compared to previous diagnostic criteria from
Graus et al. This model is capable of assisting
physicians in establishing the diagnosis of AE
automatically after inputting the HPI and the
results of standard paraclinical tests according
to their narrative habits for describing
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symptoms, allowing for more accurate diagnosis
and prompt initiation of specific treatment.
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