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Abstract

Cognitive abilities of the human brain, including language, have expanded dramatically in the course of our recent
evolution from nonhuman primates, despite only minor apparent changes at the gene level. The hypothesis we propose for
this paradox relies upon fundamental features of human brain connectivity, which contribute to a characteristic
anatomical, functional, and computational neural phenotype, offering a parsimonious framework for connectomic changes
taking place upon the human-specific evolution of the genome. Many human connectomic features might be accounted for
by substantially increased brain size within the global neural architecture of the primate brain, resulting in a larger number
of neurons and areas and the sparsification, increased modularity, and laminar differentiation of cortical connections. The
combination of these features with the developmental expansion of upper cortical layers, prolonged postnatal brain
development, and multiplied nongenetic interactions with the physical, social, and cultural environment gives rise to
categorically human-specific cognitive abilities including the recursivity of language. Thus, a small set of genetic regulatory
events affecting quantitative gene expression may plausibly account for the origins of human brain connectivity and
cognition.
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Introduction: The Hominization of the Brain
The Rise of Human Cognitive Abilities

A relatively short evolutionary period, of less than 2 million
years, has resulted in major changes in the neural organization
of the human brain, leading to a tremendous expansion of its
cognitive capacities. These include, among others, a very large
long-term memory storage capacity, enhanced working memory
and conscious processing, rational thinking, cognitive flexibility,
and self-awareness (Passingham 2008; Lagercrantz et al. 2010).
They also concern unique social and cultural abilities including
a theory of mind and, most distinctively, language, writing,
enhanced command of tools, or pursuit of beauty (Vince 2019).
While several hypotheses have been put forward to explain

this astonishing cognitive evolution (Striedter 2005; Passing-
ham 2008; Berwick and Chomsky 2016; Herculano-Houzel 2016;
Ardesch et al. 2019), the question remains: how did such sub-
stantial, qualitative changes arise so rapidly in the brain as a
consequence of apparently only few genetic differences between
humans and other primates? The present hypothesis intends
to find a minimal set of principles that allow us to explain
uniquely human brain architecture in terms of a characteris-
tic neuronal network—connectomic—organization as an inter-
mediate anatomical, computational, and functional phenotype
between the genome and the cognitive levels. The hypothesis
is based on recent comparative data on brain connectomics
and findings from network neuroscience that can illustrate how
the evolution of human brain neuronal architecture—affecting

http://creativecommons.org/licenses/by/4.0/
https://academic.oup.com/
https://orcid.org/0000-0003-0297-1583
https://orcid.org/0000-0002-5381-0096
https://orcid.org/0000-0003-2129-8910


2426 Cerebral Cortex, 2021, Vol. 31, No. 5

mainly its microscopic organization—had major consequences
on large-scale network organization and computations and, ulti-
mately, human cognition, language, and culture.

Specifically, our hypothesis is based upon a set of “biological
premises” relevant to the recent evolution of the human brain
that may be summarized as follows.

1. In less than a few million years, major changes in the neural
organization of the brain from the most recent ancestors
of man up to Homo sapiens led to a tremendous expan-
sion of its cognitive abilities including, among others, a very
large long-term memory storage capacity, conscious process-
ing and self-awareness, rational thinking, theory of mind,
and, most distinctively, language (Striedter 2005; Passingham
2008; Berwick and Chomsky 2016).

2. These changes arise in the brain as a consequence of
apparently only few genetic regulatory events differentiating
between humans and other primates (Geschwind and Rakic
2013; Somel et al. 2013; Pääbo 2014; Vallender 2014)—as
also illustrated by parallel RNA and DNA characterization
of neuronal cell types in the human brain, indicating not
only some patterns of development that we share with mice
but also some aspects of interneuron development that are
not observed in rodents (Huang et al. 2020). These events take
place within the framework of a common brain organization
(Rakic 2009; Arcaro and Livingstone 2017) shared among
the primate ancestors of modern humans (Changeux 2017;
Fishbein et al. 2020) and already structured on the basis of a
rich set of genetic components—or “genetic envelope.”

3. The human brain contains vastly more neurons than that
of other primates (Herculano-Houzel 2009). The increase
appears particularly pronounced for the cerebral cortex
where it results from an expansion of the number of cortical
columns (Rakic 2009).

4. Correlatively, the number of cortical areas increases
(Northcutt and Kaas 1995; Glasser et al. 2016).

5. The number of nested levels of organization of neuronal
brain architecture and of the brain’s connectome scales up
(Bassett et al. 2010) accompanied in particular by a nonlinear
increase of white matter (i.e., long-range axonal connectivity)
(Zilles 2005).

6. The core–periphery network architecture of the primate
brain develops in humans to the benefit to the core long-
range connectivity of the “global neuronal workspace”
(Dehaene and Changeux 2011).

7. Meanwhile, in the cerebral cortex, a shift of cortical layer
reafference from lower to upper layers selectively takes place
in humans (Goulas et al. 2018).

8. A unique feature of the human brain is the extension of
its postnatal development for up to 15 years and even
longer during which the size of the brain increases ca. 5-
fold. Considerable epigenetic processes of synapse selection
(Changeux et al. 1973; Rakic 1976; Shatz and Stryker 1978;
Purves and Lichtman 1980) and connectomic reorganization
take place during this period. As a consequence, a net loss of
the total number of synapses formed occurs late in childhood
(Huttenlocher and Dabholkar 1997), but see Rakic et al. (1994).
Last, a striking cultural diversification of brain connectivity
develops between distinct social groups (Friederici 2017).

The present “connectomic hypothesis” intends, conceptually,
to find a minimal set of principles that allow us to understand
uniquely human brain architecture in terms of a characteristic

neuronal network—connectomic—organization as an anatomi-
cal and functional phenotype linking the genome and the cog-
nitive levels with major consequences on large-scale network
organization and computations of the brain and, ultimately,
human cognition, language, and culture in the course of its
epigenetic postnatal complexification. The present hypothe-
sis attempts to capture, first, the consequence of the abso-
lute increase of brain size and number of neurons within the
hominin lineage, and, second, the deviations from proportional
scaling relationships that impose constraints upon human brain
connectivity. These unique features would arise, for instance,
from self-organization processes, including neuromodulatory
mechanisms (Changeux 2005; Bargmann 2012; Changeux and
Christopoulos 2017) together with intrinsic or environmentally
elicited changes of the developing multilevel connectomic archi-
tecture of the human brain associated, in particular, with its
exceptionally long postnatal epigenetic maturation.

Many aspects of this hypothesis are necessarily speculative
at this point, since much information on human brain connec-
tivity is currently derived from indirect approaches, for instance,
by diffusion imaging, or extrapolation from mammalian animal
models. Therefore, we here present a “working hypothesis” that
needs to be substantiated by further empirical and compu-
tational studies. Last but not least, within the framework of
the identification of the genetic regulatory events engaged in
human brain evolution, our approach may be seen as some
kind of reverse engineering in an attempt to infer the minimum
number of “connectomic fundamentals” that parsimoniously
account for the intrinsic evolution of the human brain connec-
tome and the H. sapiens-specific, genetic regulatory events that
determined them.

The Case of Language

In this perspective, we examine the connectomic features of
the human brain underlying its cognitive expansion, primarily
focusing on language (Kuhl 2000; Friederici 2017), aware of the
considerable literature on the topic and of the engagement of a
multifaceted and highly specialized network of interlocking sys-
tems. Summarizing empirical approaches, Fitch (2017) has delin-
eated some basic “derived components of language” that are
unique to humans. A first component is “phonology,” the ability
to acquire a basic lexicon, including symbols, that maps signals
to concepts and dramatically develops in humans (Cheney and
Seyfarth 1990; Savage-Rumbaugh et al. 1993; Kaminski 2004;
Pilley and Reid 2011). Generally, with hominization occurs a
remarkable increase and stabilization in representational capac-
ity, including abstract symbolic and hierarchical representa-
tions, particularly by means of language. A second important
component is the unique ability to produce an unlimited variety
of linear signal strings, which communicate complex seman-
tic messages in a recursive and hierarchical manner that is
referred to as “dendrophilia” (Fitch 2017) or “merge” (Chom-
sky 1957, 2017; Berwick and Chomsky 2016; Friederici 2017)
and includes conceptual blending (Fauconnier and Turner 2003).
Third, “theory of mind” is the ability to represent the “repre-
sentations of others’ thoughts” (Premack and Woodruff 1978;
Bräuer et al. 2007; Penn and Povinelli 2007; Petanjek et al. 2019). It
develops during the second year of life in humans (Lagercrantz
et al. 2010; Kuhl 2011). In addition, synaptic reorganization still
occurs up to the third decade within prefrontal cortex neurons
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(Petanjek et al. 2011). All these processes appear fundamen-
tal for the development of dendrophilia (Novack and Waxman
2020). Another human-specific trait is an exceptional proclivity
to communicate socially or “glossogeny” (Coupland 2009; Fitch
2017), which is of special importance for cultural aspects of
language and their diversity (Hurford 1990). It is associated
with the prolonged postnatal synaptic epigenesis of the human
infant and the ability to share culturally acquired knowledge
with close kin, through teaching or “pedagogy” (Premack and
Woodruff 1978; Premack and Premack 2003; Laland 2017).

In roughly the past 2 million years, most of the basic steps
of human language acquisition and the formation of their neu-
ronal bases have occurred (Fitch 2017, 2020). Here, we examine
potential correspondence of the evolution of language functions
to that of specific features of human brain connectivity.

Human Brain-Specific Traits at the Genome
Level
Uniformity of Mammalian Genomes

The full-genome sequences now available for many animal
species (mouse, monkey, chimpanzee, humans, and fossil
human ancestors) are striking in their relative uniformity. The
haploid human genome comprises no more than 20 000–25 000
gene-coding sequences (only 1.2% of the human genome). This
number does not vary significantly from mouse to humans.
Available comparative genomic data unambiguously show that
the increase of brain anatomical and functional complexity
does not reflect a parallel increase in genome complexity, in
particular at the most recent stages of hominization. Exam-
ination of the evolution of protein-coding genes specifically
expressed in different tissues of the human body (Dumas et al.
2019; Sjöstedt et al. 2020) further reveals that brain protein-
coding genes involved in the neural substructures and synaptic
organization were found more conserved than genes related
to other parts of the body, testis being the most divergent.
Moreover, the transcriptome of the diverse cortical cell type
looks remarkably similar from mice to humans (Hodge et al.
2019). This general uniformity of mammalian coding genomes
and of their transcriptional expression illustrates an astonishing
“evolutionary parsimony” of genetic information (Changeux
1983, 2017).

Differences in Gene Regulation

Nevertheless, several laboratories have tentatively identified
sets of structural genes as plausible genetic events that separate
humans from nonhuman primates (Ko et al. 2011; Geschwind
and Rakic 2013; Somel et al. 2013; Pääbo 2014; Vallender 2014;
Changeux 2017; Dumas et al. 2019), even though many of them
might be neutral. Most of these genes are included among the
hundreds (up to 500?) of those which mutation causes pre-
disposition to autism-ASD or schizophrenia (Bourgeron 2015)
and plausibly may represent suitable candidates for the evolu-
tion of human social cognition (Enard 2016). They are mostly
involved in the general control of brain growth and neuronal
number, neuronal maturation, and neurite outgrowth, for exam-
ple, affecting brain size, cell division, growth arrest, nerve cell
maturation, and DNA damage. Others are directly associated
with neuronal aspects, such as transporters or neurotransmitter
receptors, further with neurite outgrowth and synapse selec-
tion in the mammalian brain and more specifically with the

extended synaptic development in the prefrontal cortex that
distinguished human from rhesus monkey and chimpanzees
(see genetic data of Liu et al. 2012). Last but not least, some
genes have been directly related to language and speech, such
as forkhead fox P2 (FOXP2), but nonetheless cannot be simply
dubbed “language genes,” as most of them are already part of
the large ensemble of genetic determinants that specifies the
primate brain organization. There is no apparent “smoking gun”
of structural gene differences that can be linked to cognitive
abilities proper to humans, particularly language. The most
likely possibility is differences in gene regulation. Along these
lines, gene duplications (Ohno 1999) have been shown to occur
in human lineage and for some of them exclusively in humans.
Several of them have critical impact on the development of the
cerebral cortex (Suzuki 2020). Among them is NOTCH2NL, which
displays a copy number increase—up to 4—uniquely in humans
(Duan et al. 2004; Fiddes et al. 2018; Florio et al. 2018; Suzuki et al.
2018). In addition, other genes regulating corticogenesis identi-
fied so far show gene duplications uniquely in humans, such as
SRGAP2 (Charrier et al. 2012; Fossati et al. 2016) and ARHGAP11B
(Florio et al. 2015, 2016; Kalebic et al. 2018). In sum, the copy
numbers of NOTCH2, SRGAP2, and ARHGAP11 are increased
specifically in humans, suggesting that their duplications had
occurred in the human lineage after the last common ancestor
with the chimpanzee (Suzuki 2020). MCPH1 and 5 are known
to regulate the number of neuroblast symmetric divisions and
control brain size (Dediu and Ladd 2007). Remarkably, the over-
expression of human MCPH1 in transgenic rhesus monkeys led
to an apparent delay in neuronal maturation and myelination
as well as increase in relative gray matter volume and working
memory (Shi et al. 2019). In a general manner, copy number
variants (CNVs) appear as plausible targets of a positive selection
engaged in the humanization of the brain (Hsieh et al. 2019).

Moreover, the important but largely unexplored vast non-
coding regions of the human genome—its “dark matter”—are
known to include point mutations, rearrangements, transpos-
able element movements, and other changes that are absent in
other close mammalian species (The Chimpanzee Sequencing
and Analysis Consortium 2005). Some regions exhibit acceler-
ated evolution (McLean et al. 2011; Holloway et al. 2016) together
with changes in DNA regulatory sequences (Weyer and Pääbo
2016). New approaches are needed to identify the actual genetic
regulatory events that are likely to have caused the fast increase
in brain complexity during hominization (Mozzi et al. 2017).

Gene Networks Underlying Brain Architecture and
Connections

The central dogma of genetics, that one gene encodes one
protein which itself encodes one phenotype at the organism
level, breaks down for complex functions, particularly the
cognitive abilities of the brain (Uttal 2001). Instead, one
finds that “gene networks” encode neuronal networks and
resulting behavioral phenotypes with the mobilization of
multiple transcriptional and post-transcriptional events. This
perspective advocates a radical change in the reductionist
approach from higher brain functions to genes (Greenspan 2009;
Changeux 2017). For instance, according to the “omnigenic”
concept (Boyle et al. 2017), the heritability of complex traits of
disease (or in our case, the connectome) is spread broadly across
the genome (Loh et al. 2015; Shi et al. 2016), which implies that
a substantial fraction of all genes contributes to it. The genes
networks would then include, in addition to brain-specific “core”
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genes and pathways, abundant “peripheral” genes, all of them
being highly interconnected, particularly at the long-range level.

A detailed mechanism for cooperative relationships among
gene expression data based on transcription factor (TF) interac-
tions was further proposed (Tsigelny et al. 2013). The approach,
documented with genome-wide expression data, revealed
evolutionary changes in TF networks from Caenorhabditis elegans
(Hobert and Kratsios 2019) to macaque, chimpanzee, and
humans (Mozzi et al. 2017; Berto and Nowick 2018). These studies
illustrate the pleiotropic effect of genetic regulatory events on
the brain connectome and the need of radically new approaches
to identify the set of genetic regulatory events that specify
what we refer to as “connectomic fundamentals,” which are
actually engaged in the hominization of the brain. Our reverse
engineering attempt is a step in this direction.

Increased Brain Size, Number, and Diversity
of Cortical Areas
Increased Number of Cortical Neurons

The human brain contains vastly more neurons than that
of other primates, at least 87 billion versus 6.4 billion in
the macaque or 3.3 billion in the squirrel monkey brain
(Herculano-Houzel 2009). This expansion accompanies the
prolonged prenatal development of the human brain relative to
other primates: chimpanzees 35 weeks, gorilla and orangutan
37 weeks, 38 weeks for humans (Finlay and Darlington 1995;
Darlington et al. 1999; Jukic et al. 2013), which is also associated
with an extraordinary gyrification of the cerebral cortex in
humans (Rash et al. 2019).

Organoid studies in chimpanzees and humans
(Mora-Bermúdez et al. 2016; Marchetto et al. 2019) further reveal
that a notable difference between the two species is the length of
S-phase metaphase in the mitosis of neural progenitors, which
was found to be nearly 5 h longer in the human (17.5 h) than the
chimpanzee (12.8 h). These observations are consistent with the
suggestion of Rakic (2009) that a larger pool of progenitors, due to
an increased number of cycles of progenitor symmetric division
at early embryonic stages, accounts for the difference (see Picco
et al. 2018). Thus, small variations in the regulation of gene
expression leading to extended prenatal growth may contribute
to the large size of the human brain within the genetic envelope
of the primate brain.

The increase appears particularly pronounced for the cere-
bral cortical gray and white matter, where it results from an
expansion of the number of cortical columns (Rakic, 2009). This
observation and the long-standing notion that the human cere-
bral cortex is of essence for advanced cognitive functions have
biased attention toward the cortex, even though other brain
structures, in particular the cerebellum, may have a more dis-
tinctive, human-specific molecular signature in terms of protein
expression (Dumas et al. 2019; Sjöstedt et al. 2020). It can be
debated, moreover, if the human neocortex is exceptionally large
relative to other brain structures, considering general primate
relationships (Herculano-Houzel 2009). Therefore, it may be the
large absolute size, rather than relative neocortical expansion
that is a hallmark of our species (Miller et al. 2019). Func-
tional consequences of this increase range from the expansion
of a long-term memory “lexicon” based on cellular neuronal
engrams (Xie et al. 2014) to cognition, social behavior, and group
size (Dunbar 1993).

Increased Number of Cortical Areas

In the course of mammalian evolution from tree shrews to
humans, increases in brain size and the number of neurons
were accompanied by advances of the number of macroscopic
brain regions. For instance, while the surface area of the cortex
increased from ∼105 cm2 per hemisphere in the macaque
(Collins et al. 2010; Van Essen et al. 2012) to ∼973 ± 88 cm2 per
hemisphere in humans, the number of areas also increased,
on a related, albeit slower scale. Specifically, a recent macaque
parcellation included 129 areas (Van Essen et al. 2012), while
in humans, an objective semiautomated neuroanatomical
approach delineated more than 180 areas per hemisphere
bounded by distinct changes in cortical architecture, function,
connectivity, or topography (Glasser et al. 2016). This slower
increase in the number of areas agrees with theoretical
predictions that the number of cortical modules should scale
with the root of the number of neurons, due to constraints of
efficient global wiring (Braitenberg 2001).

While it is presently not fully clear which detailed molec-
ular mechanisms led to the increase in the number of corti-
cal areas, candidate mechanisms include gene duplication and
global interactions of the developing cortical connectivity with
the cortical protomap, leading to a parcellation of the human
cortical ontogenetic units into a larger number of cortical areas
(Rakic 1988; Cadwell et al. 2019). The increased neuron number
of the human brain is also manifested by increased cortical
differentiation through the addition of more elaborate, mainly
superficial laminar compartments to many parts of the cere-
bral cortex (Barbas and García-Cabezas 2016; cf. Structural and
Functional Diversity of Human Cortical Areas). Thus, the human
cortex possesses a large number of cytoarchitectonically diverse
compartments, as well as hierarchically structured subcompart-
ments (Kaas 1989). As these architectonically diverse units have
individual connectional fingerprints (Passingham et al. 2002),
they also possess specialized functions.

The systematic increase of the number of cortical areas
occurs throughout the mammalian lineage and has direct
implications for the representational and memory storage
capacity of the human brain, as more elements are able to
accommodate a larger number and wider range of patterns
corresponding to external and internal signals. Indeed, compu-
tational studies demonstrate that larger and more diverse sets
of patterns can be stored and retrieved in larger recurrent neural
networks, such as Hopfield networks, with low error rates (Folli
et al. 2017). In line with these computational advantages is the
behavioral finding that the number of neurons in the cortex of
different species correlates with their cognitive performance
(Herculano-Houzel 2017).

The storage capacity, particularly for long-term memories, is
further increased due to the nonlinear, exponential increase
in the number of potential interactions that can be made
between neural elements, reflected by the additional synaptic
connections that can be formed with little additional wiring cost
between nearby neurons (“potential connectivity,” Chklovskii
et al. 2004). This increased storage capacity appears particularly
relevant for the expansion of a linguistic lexicon based on
long-term cortical engrams. Interestingly, the structural storage
capacity of neurons in different cortical areas based on rewiring,
as indicated by the “filling fraction,” that is, the relative
number of dendritic spines that could potentially be linked
to nearby axonic terminations, increases along a cortical
gradient from posterior (sensory) to anterior (association) areas
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(Stepanyants et al. 2002; Elston 2003), that is, areas that are
particularly expanded in humans relative to other mammals
(Fishbein et al. 2020). The observation may hint on an increased
association capacity particularly of human prefrontal areas.

Structural and Functional Diversity of Human Cortical
Areas

In line with the relative uniformity of mammalian genomes, it
appears that cell types are largely preserved across mammalian
cortices specially at the transcriptional level (Hodge et al. 2019).
Therefore, the characteristic architecture of the human brain
would be expected to arise mostly from specific patterns of
laminar distribution, differential protein expression, and mor-
phological variations of the same mammalian cell types, that
is, macroscopic features of human cortical architecture and
connectivity, rather than actual cellular type differences. Indeed,
human cortical regions show an increased differentiation, in
terms of the apparent morphology and number of cortical layers.
By contrast, laminar cortical structure in other mammalian
species, such as for example the mouse, is much less differen-
tiated (Charvet et al. 2014), and as a consequence, rodent corti-
cal areas are not very clearly distinguishable from each other
according to their cytoarchitecture. In a similar vein, in mice
and marmosets, spine density varies only slightly across the
cortex (Ballesteros-Yanez et al. 2010). By contrast, in macaque
and humans, pronounced changes of spine density of pyramidal
cells are observed (Elston 2003). As variations of cortical archi-
tecture are associated with variations of the intrinsic circuitry
(Beul and Hilgetag 2015) as well as extrinsic connections of areas
(García-Cabezas et al. 2019; Hilgetag et al. 2019), the advanced
cytoarchitectonic differentiation and diversity of human cortical
areas also hint on an increased diversity of intrinsic circuits and
possible neural computations (Wang et al. 2019), in particular
of regions involved in language processing (Galuske et al. 2000).
Thus, the increased diversity of cortical cytoarchitecture and
connectivity may directly contribute to the diversification of
human-specific cognitive functions.

Furthermore, despite great similarities in areal organization
of cortex between human and rhesus monkey, the ratio between
various neuron classes included, the morphology of individual
neurons in monkeys is more similar to rodents (Mohan et al.
2015). This can be supported by comparing cellular architecture,
showing a decrease in neuron density and increase in neuropil
volume, within analogous areas of prefrontal cortex between the
rat, macaque monkey, and human, where several fold changes
are seen between human and monkey, but only small differ-
ences between the rat and macaques (Džaja et al. 2019). On the
other hand, in humans, there is not a disproportionately large
increase in the relative size of the frontal cortices in comparison
with cortex of the great apes, despite a selective increase in
certain cytoarchitectonically defined areas, (such as area 10 in
the prefrontal cortex) (Semendeferi et al. 2001). Thus, humans
and great apes share a large frontal cortex (Semendeferi et al.
2002).

This architectonic diversity is associated with further struc-
tural and functional specializations including the biochemistry,
diversity, and distribution of neurotransmitter receptors in pri-
mary sensory, motor, or multimodal association cortices (Zilles
2002; Zilles and Palomero-Gallagher 2017). This diversity is of
particular interest in the case of areas involved in language
processing, aware of the fact that multiple (more than 10) brain
areas may contribute to language processing in adults, including

the left frontal lobe, left temporal/parietal lobes, right temporal
lobe, cerebellum hippocampus basal ganglia (Fedorenko et al.
2011; Deniz Can et al. 2013), and especially the prefrontal cortex
(Vyshedskiy 2019). Differences in microarchitecture have been
identified between Broca’s region in the human brain and areas
44 and 45 as homologs of Broca’s region in ape and macaque
brains (Schenker et al. 2008, 2010; Palomero-Gallagher and Zilles
2018a) and hypothesized—together with other anatomical fac-
tors—to be responsible for the unique human ability of lan-
guage. Specifically, primate interspecies differences of neuropil
volume relative to cell bodies in all layers of both areas reveal
an increase of neuropil volume from macaque to great apes to
H. sapiens (Schomers et al. 2017; Palomero-Gallagher and Zilles
2018a, 2018b).

The quantitative enlargement of neuropil provides an
increased opportunity for integration in local as well as long-
range cortical circuitry. It may particularly facilitate the tight
connectional integration of human perisylvian language areas
via the arcuate fasciculus, which was shown to be an essential
ingredient of the emergence of verbal working memory in
recent computational studies (Schomers et al. 2017), and would,
therefore, constitute a major evolutionary difference between
humans and nonhuman primates.

In sum, the substantially increased size and parcellation of
the human brain, comprising more and increasingly differen-
tiated areas along spatially pronounced cortical gradients (von
Economo and Koskinas 1925), may be viewed as an extension of
an already existing disposition of mammalian brain evolution
and framed by the genetic envelope that establishes the “proto-
organization” of the brain from primate ancestors (O’Leary and
Sahara 2008; Zembrzycki et al. 2015). Little, if any, additional
changes at the genomic level are required, on top of those
yielding a quantitative increase of brain size. These changes—
associated with the relevant connectomic self-organization pro-
cesses—are contributing to the increased storage capacity of
the human brain as well as the functional specialization of
cortical areas, culminating in connectionally linked areas specif-
ically supporting human-specific cognitive functions, such as
language.

Sparsity and Modularity of the Cortical
Connectome
Increased Network Sparsity and Segregation

The substantial neuronal expansion of the human brain has
several consequences for the connectivity of the human cerebral
cortex. At a fundamental level, comparative connectivity studies
demonstrate that the synaptic connectivity of neurons does
not scale in proportion to the overall number of neurons, but
instead stays largely constant across brains of different sizes,
due to volume limitations (Striedter 2005). Therefore, overall
network density decreases in larger brains (Herculano-Houzel
2009). This means that the average cellular connectivity (the
number of synapses relative to the number of neurons) in the
human brain is much sparser than in smaller brains, and any 2
randomly selected neurons only have a tiny likelihood of being
connected (Bourgeois 1997). As a rough estimate, with approxi-
mately 1010 neurons in the human brain, each with an average of
104 synapses (Braitenberg and Schüz 1998), chance connectivity
would be only 1 in a million. Moreover, projection lengths of
neuronal projections, while growing in absolute terms, become
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Figure 1. Enlargement of the brain leads to a reconfiguration of brain wiring with a relative decrease of connection density and increasing modularity. In relatively

small mammalian brains, such as that of the macaque monkey, connectivity between neurons or brain areas is denser than in larger brains, such as the human brain.
This is due to the fact that the average number of synaptic connections per neurons stays largely constant across mammalian brains (left bottom), rather than scaling
up with the number of neurons in the network (left top), which would result in an impossible increase in white matter (Striedter 2005). Moreover, as shown on the right,

when transitioning from smaller to larger brains, there is a shrinkage of the “horizon of connectional possibilities,” defined by the distance between neurons (d1 and
d2), leading to increased network sparsity due to a receding horizon of connectional opportunities between neurons, thus offering a parsimonious wiring constraint
merely imposed by brain size changes. Note that the brain network is characterized by modules (blue circle), that is, sets of areas/neurons that are more connected
in-between them when compared with the rest of the network.

relatively shorter in larger brains (Horvát et al. 2016). This short-
ening may be a direct consequence of the adjusted growth
processes occurring in the expanded space of the human brain
(Fig. 1). Thus, as an overall tendency compared with other brains,
the human brain network is sparser and more locally connected
and thus less well connected at the global scale.

While the increased sparsity of the human connectome may
run counter to popular concepts of close brain integration by
small worldness (Hilgetag and Goulas 2016), it has functional
benefits, serving to separate and stabilize local representations
of patterns and helping to create functional specialization. In
line with this idea, computational models that seek to maximize
the number of stored patterns (i.e., maximize the capacity of
their lexicon) were found to be sparsely connected (Brunel
2016), and network sparsity was also shown to be stabilizing
in learning models with intrinsic noise (Raman et al. 2019).
A particular case is the relative sparsity of interhemispheric
connections due to white matter volume limitations, which
has resulted in the hemispheric specialization of cortical
areas, particularly for language (Galuske et al. 2000). This
asymmetry, which is in striking contrast to the general bilateral
functional symmetry of mammalian brains, indeed increases
the range and diversity of functional capacities of the human
brain.

Increased Network Modularity
The high average sparsity of large brain networks would
quickly lead to the dissipation of signals if the networks
were unstructured. However, network sparsity at the global
level is counteracted locally by connections organizing into
modules, that is, communities of nodes that have more
connections within their home community than with nodes
in other communities. Examples at different scales are cortical
columns or the ventral and dorsal “streams” of the primate
visual system (Hilgetag et al. 2000). These modules allow
locally sustained activity while at the same time preventing
global overexcitation of the networks, due to the low density
of intermodular connections (Kaiser et al. 2007). Once the
network grows large enough, this argument repeats at the
next larger scale, implying a hierarchical, encapsulated (module
within module) organization of the whole brain. Such network
modules may be identified as local cortical circuits, which
are contained within cortical columns, organized within
cortical areas, which are themselves organized within larger
systems, such as the entire visual or sensory–motor cortex.
At each level, nodes are more densely wired within than
between the modules (Sporns 2006). Although empirical data
confirm this modular organization at some scales—for instance,
for mesoscopic cortical connections of the human brain
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(Bassett et al. 2010; Meunier et al. 2010; Smith et al. 2019)—the
detailed organization of brain networks across all scales is not
yet experimentally accessible. However, it can be expected that
the greater the expansion of the network, and with it the overall
segregation of network elements, the greater the (hierarchical)
modularity.

Generally, modularity is a fundamental aspect of distributed
yet efficiently integrated computation, balancing local integra-
tion (within the modules) with global segregation (across mod-
ules). Correspondingly, computational simulations demonstrate
that modularity underlies the optimal diffusion of informa-
tion across networks (Nematzadeh et al. 2014) and serves to
increase the robustness of dynamic representations (Pradhan
et al. 2011). Such simulations also suggest that an increase
in the number of modules as well as the number of nested
levels of modules serves to increase the parameter range for
producing self-sustained network activity (Kaiser and Hilgetag
2010). The ability of networks to self-sustain activation patterns
is a necessary precondition for the maintenance of dynamic
representations underlying online short-term or working mem-
ory. Indeed, recent computational work suggests that a mod-
ular network organization, in contrast to randomly wired net-
works, may result in increased working memory capacity, specif-
ically sequence memory (Rodriguez et al. 2019) (Fig. 2), with
relevance for core domains of human cognition and language.
Working memory temporarily stores and manages local infor-
mation and can be considered as a “sketchpad of conscious
thought” at the global level (Conway et al. 2003), foundational
to the organization of goal-directed behavior (Miller et al. 2018;
Masse et al. 2019), decision-making (Wang 2002, 2008), and con-
scious access (see Network Architecture and Evolution of the
Global Neuronal Workspace). Interestingly, in children, work-
ing memory was found to markedly increase from 6 to about
15 years and level off between 15 and 22 years of age. Exten-
sively trained monkeys were found less accurate than humans
in working memory tasks and showed memory capacities of
about 1 item (or less) against 3 in humans with the same task
(Elmore et al. 2011).

Thus, modularity, conjointly with uniquely human laminar-
wise connectional properties (cf. Laminar-Specific Reafference
in the Human Cortex), may expand and stabilize working
memory in humans—the number of items one can keep online
(Goldman-Rakic 1995)—contributing to the enlargement of the
linguistic lexicon and glossogeny in the context of language
function. It might also underlie the ability to process unique
aspects of human language, such as linear sequences of
representations (stage 1 and subsequent stages of language
evolution) (Fitch 2017). Moreover, the hierarchical modular
organization of brain networks provides a natural topological
substrate for the scaling of activity, ranging from diverse
local patterns to the activation of the whole network at the
global scale (Wang et al. 2011; Moretti and Muñoz 2013). The
expansion of this hierarchical network organization in the
expanded human brain likely increases the functional space
of combining activity patterns of different lengths and sizes at
different representational scales, which might underlie human
cognitive abilities such as dendrophilia. In sum, as for human
brain architecture, the connectomic fundamentals of the human
brain can be framed by the genetic envelope that establishes
the “proto-organization” of the brain from primate ancestors
(O’Leary and Sahara 2008; Zembrzycki et al. 2015). Little, if any,
additional changes at the genomic level are required to explain
an expanded lexicon and working memory due to network

sparsification and modularization, on top of those yielding a
quantitative increase of brain size.

Multilevel Processing and Global Neuronal
Workspace
Expansion of Multilevel Processing

As seen, the size increase of the human brain leads to increased
differentiation of cortical areas that are laid out in spatially
organized distributions. A further expression of multilevel pro-
cessing in the brain is the convergence of signals from sensory
input areas onto subsequent processing stages, which leads to
increasingly larger receptive fields as well as more intricate
information being represented at levels further removed from
the input stage. A classic example of this convergence is the
organization of the visual cortical system, where primary areas
represent simple features such as oriented lines in small recep-
tive fields, whereas subsequent areas have large receptive fields
responding to complex visual features such as faces (Wagstyl
et al. 2015) (Fig. 3). This kind of convergent multilevel repre-
sentation is also affected by the neuronal expansion of the
human brain. As there are more cortical areas in the human
brain, and more differentiated areas, representations based on
the interconnections of these areas also become more deeply
structured and elaborate, through the interjection of further
processing stages (Fig. 2, right). Studies of diverse connection
architectures in the context of artificial neural networks have
demonstrated that an increase in the number of intermediate
layers of representation leads to more refined and accurate
performance, for instance, with respect to spatial navigation
(Wyss et al. 2006) (Fig. 3).

Also, at the level of the microscopic organization of the
circuits, some changes in neurons ratio could produce large
changes in the efficiency of neuronal processing. One of the
most tremendous change is a 5-fold increase in the propor-
tion of one GABA-neuron subclass—the calretinin neurons—in
higher-order associative areas (such as the prefrontal cortex) in
primates. It was proposed (Džaja et al. 2014) that an increased
proportion of such neurons might allow the formation of tran-
sitory/flexible cell assemblies, which results in a supralinear
increase in the number of modules in relation to the increase
in the total number of principal neurons (see also Koukouli and
Changeux 2020).

In addition to the neuronal organization, it was shown that
the subcellular organization is also highly specialized, that is,
there are nonoverlapping afferent domains of dendritic trees for
neocortical excitatory connections of different sources (Petre-
anu et al. 2009). It is interesting to speculate about an increase in
the number, or the principles of organization, of such domains
through primate evolution and how this could be reflected in
the efficiency of processing.

Intriguingly, such multilevel representations may preserve
the original component information, if neuronal populations
use coding strategies that can be mathematically described
as basis functions (Deneve and Pouget 2003), and may, thus,
allow simultaneous access to both the component stimuli
and the combined information. An example is populations in
the parietal cortex that encode visual stimuli in retinotopic
coordinates modulated by body position and thereby effectively
represent stimulus position relative to coordinates of the
external world, rather than in body-centric reference frames
(Deneve and Pouget 2003). An increase in the depth of such
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Figure 2. Modularity and working memory capacity. (A) Schematic depiction of the hierarchical modular organization of the brain’s connectome (Hilgetag and Hütt
2014). (B) Networks with high or low modularity forming the “reservoir” of an artificial neuronal “echo state” network (Rodriguez et al. 2019). (C) Functional consequences
of the modular architecture of the network. The network was tested for working memory-like capacities, that is, the duration that the network could retain a sequence

as well as the number of sequences that could be recalled. Note that a network configuration situated very close to high modularity exhibits the highest performance,
memorizing a larger amount of sequences and retaining such memory for prolonged durations (Rodriguez et al. 2019).

multilevel representations in the human brain, which follows
directly from the developmental expansion particularly of
the dorsolateral cortical surface, therefore, not only facilitates
the creation of more intricate representations but may also
lead to a highly structured “blending” of items at different
levels of representation (Fauconnier and Turner 2003). This
process goes beyond sensory integration and can create abstract
semantic representations based on the multilevel association of
multimodal sensory stimuli, as demonstrated by computational
modeling (Tomasello et al. 2018). The models also show that the
representations at the higher levels are less category-specific,
that is, more abstract. The organization of cortical connectivity
consecutive to the neuronal expansion of the human brain
would, thus, be expected to increase the range and intricacy
of such complex representations and more specifically the
genesis of abstract and symbolic concepts. It may also favor
the development of multilevel concepts, such as those required
in the open-ended recursive and hierarchical organization of
language (c.f. Extension of the Postnatal Development of the
Human Brain and Synaptic Epigenesis).

Network Architecture and Evolution of the Global
Neuronal Workspace

A characteristic level of higher cognitive functions is that of
conscious processing. Several theories about the neuronal basis
of conscious processing have been generated, some of which
favor functional global integration (Tononi and Edelman 1998;
Koch 2018), such as the integrated Information Theory (IIT)
(Tononi et al. 2016), whereas others rely on specialized neuronal
architectures (Adrian et al. 1954; Noebels et al. 2012) and shall

be of concern here. Among them, the global neuronal workspace
(GNW) hypothesis (Dehaene et al. 1998; Dehaene and Changeux
2011) offers a simple connectomic scheme based upon the con-
tribution of neurons with long-range axons, which would form
a global workspace (Baars 1988), broadcasting signals from the
sensory periphery to the whole brain thus yielding “conscious”
experience (Fig. 4A). The GNW hypothesis privileges cortical
pyramidal cells with long-range excitatory axons, particularly
dense in prefrontal, temporoparietal, and cingulate regions, that,
together with the relevant thalamocortical loops, reciprocally
interconnect multiple specialized, automatic, and nonconscious
processors. In its original formulation, the GNW was designed to
simulate effortful cognitive tasks and included reward mecha-
nisms as a critical component. It was then successfully applied
to fit data from simpler tasks, such as masking tasks (Dehaene
and Changeux 2011; Dehaene et al. 2017). Its experimental pre-
dictions have been recently reviewed and compared with those
of the IIT (Mashour et al. 2020). Its connectomic architecture
has been further explored in hierarchical terms (see A Multilevel
Evolution of Conscious Processing).

The GNW hypothesis relies on the presence of a recipro-
cally connected set of brain areas, referred to as the “neu-
ronal workspace.” Empirical work (Goldman-Rakic 1988, 1995)
has established the existence of such a highly connected set
of brain areas in the mammalian connectome, also referred to
as “core-periphery” or “rich-club” (Scannell and Young 1993; van
den Heuvel and Sporns 2011; Ercsey-Ravasz et al. 2013; Goulas,
Majka, et al. 2019b). This tightly interconnected set of areas in
primates (marmoset and macaque monkeys, humans) encom-
passes areas of the association cortices, such as prefrontal,
temporal, and parietal (Fig. 3B). Therefore, the core–periphery
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Figure 3. Evolution of the multilevel connectional architecture for neural representations in biological and artificial brain networks. (A) Multilevel artificial neural
network architecture (left). A synthetic agent with a multilevel visual system can navigate a natural environment. Activity in the artificial neural network in higher
levels allows a more accurate reconstruction of the location of the artificial agent (right). Note the decrease of the error of location reconstruction with increased level.
Thus, a serial, convergent processing of activity from the sensorium to higher levels of the network enables abstract representations. (B) Enlargement of the brain and

expansion of the association cortex can lead to the overall sparsification of the network (cf. Fig. 1), and, in addition, to an expanded multilevel structure of the human
brain. The increased number of levels, or processing stages, defined as synaptic steps between neurons, is due to the expansion of the association cortex in humans
in relation to monkeys and presumably other primates. In humans, sensory areas drift apart in physical space and, thus, do not directly connect with each other, but
integrate information through a multilevel connectomic architecture toward the network core. The presence of more hierarchical levels may bestow the human brain

with increased capacity for more refined and abstract representations of the sensorium. (A) Modified from Wyss et al. (2006). Brains in (B) from Krubitzer and Seelke
(2012). Modality: 1 = somatosensory; 2 = auditory; 3 = visual.

network architecture of the primate brain can be seen as the
connectomic backbone of the GNW framework, with the net-
work core corresponding to the “neuronal workspace” and the
network periphery to the sensory and motor territories.

The GNW core–periphery network architecture applies to the
brain networks of nonprimate mammals, including rats, mice,
and cats (Scannell and Young 1993; Bota et al. 2015; Hilgetag et al.
2019), with core areas exhibiting the lowest levels of laminar
differentiation and periphery areas exhibiting the highest lev-
els of laminar differentiation (visual and somatosensory areas)
(Scholtens et al. 2014; Beul et al. 2017) being species-specific
(Goulas, Majka, et al. 2019b) (Fig. 3B, Fig. 4C). In mice, contrary
to macaque monkeys, the network core is indistinguishable
from the network periphery with respect to their degree of

laminar differentiation (Goulas, Majka, et al. 2019b) (Fig. 3C).
Since the cortical areas exhibiting the highest degree of flex-
ibility and plasticity are the areas with low laminar differen-
tiation (Braitenberg 1974; García-Cabezas et al. 2017), the core
areas of the macaque monkey, in relation to the mouse, exhibit
higher degrees of plasticity and thus may facilitate rapid learn-
ing within the primate core (Goulas, Majka, et al. 2019b). Specifi-
cally, for the case of language, a computational model implies
that the regions of the core and periphery of the GNW may
underlie general and category-specific meanings, respectively
(Garagnani and Pulvermüller 2016).

In sum, the association of GNW, core–periphery, and cor-
tical gradients across species indicates that the segregation
of network core and periphery at the level of microstructural
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properties might be further pronounced in humans relative
to nonhuman primates. For instance, the human core, com-
pared with the periphery, may exhibit pronounced capacities for
learning due to its microstructurally tuned composition (Fig. 4C).
Comparative insights indicate that increasingly larger brains
also entail a more pronounced segregation of core and periph-
ery at the microstructural level (Goulas, Majka, et al. 2019b).
Thus, increased brain size due to prolonged development, and
thus more pronounced differences of the developmental tem-
poral profile of brain regions, may be sufficient to result in
the observed human singularities with respect to the increased
microstructural segregation of core and periphery brain areas.
It should be noted, however, that other gene-specific events
cannot be currently excluded as factors for sculpting such con-
figuration of the human brain.

Laminar-Specific Reafference in the Human
Cortex
Laminar Specificity of Human Cortical Projections

The cerebral cortex of mammals consists of layers that host
characteristic proportions of different cell types (Brodmann
1909; von Economo and Koskinas 1925). The origins of axonal
projections from different parts of the cortex (e.g., cortical areas)
also exhibit layer-wise specificity (Barbas 1986; Felleman and
Van Essen 1991; Goulas et al. 2018). Thus, the stratification
of the cerebral cortex into layers, its laminar specificity, is a
characteristic organizational feature of the mammalian cerebral
cortex. With respect to axonal projections, certain areas of
the cerebral cortex send axonal projections predominantly
from deep layers, others predominantly from upper layers, and
certain areas exhibit a balanced laminar origin of projections. In
other words, the structural connections among different parts
of the cerebral cortex exhibit laminar-wise specificity (Fig. 5A),
posing the question of the characteristic human-specific
organization of the laminar origin of connections.

Invasive tract-tracing studies in nonhuman animals demon-
strate that the laminar origin of connections changes systemat-
ically according to the cytoarchitectonic status of cortical areas
(Barbas 1986; Goulas et al. 2018; García-Cabezas et al. 2019;
Hilgetag et al. 2019); specifically, areas with poor laminar
differentiation, such as rostral temporal areas, predominantly
send corticocortical connections from deep layers (Fig. 5A).
Areas with pronounced laminar differentiation, such as primary
visual areas, predominantly send connections from upper layers
(Fig. 5A). Areas exhibiting intermediate laminar differentiation
are characterized by a balanced to upper laminar origin of con-
nections (Fig. 5A). The laminar origin of connections of each area
may be related to the ratio of the soma size of projection neurons
in upper versus deep layers (the phenomenon of “externo-
pyramidalization”) (Goulas et al. 2018). Thus, in principle, areas
that possess large projection neurons in upper (or deep) layers
seem to preferentially send connections from upper (or deep)
layers, while a more balanced soma size of projection neurons
also entails a balanced laminar origin of connections (Fig. 5A).

Importantly, the relative origin of corticocortical projections,
and the ratio of the soma size of projection neurons in upper ver-
sus deep layers, varies across the mammalian spectrum (Goulas
et al. 2018). For example, in the mouse cortex, which shows
relatively little architectonic variation across areas, corticocor-
tical projections arise predominantly from deep cortical layers,
with some involvement of upper cortical projections, but gen-

erally relatively little variation of laminar projection patterns,
resulting in a “shallow cortical hierarchy” (Harris et al. 2019).
This reduced spectrum of laminar corticocortical interactions
associated with a less differentiated cortex was anticipated by
comparative studies of mammalian cortices (Hilgetag and Grant
2010; Goulas et al. 2018; Goulas, Majka, et al. 2019b). Conversely,
the architectonically highly differentiated human cortex (cf.
Structural and Functional Diversity of Human Cortical Areas)
is expected to be associated with a rich spectrum of laminar-
specific corticocortical interaction patterns, further expanding
the space of multilevel signal processing. Moreover, humans in
relation to monkeys, and presumably other primates, possess
more areas where large projection neurons are located in upper
layers (Sanides 1962, 1970; Sanides and Krishnamurti 1967).
These observations suggest that a laminar-wise reafference in
the cortex, that is, a shift of the origin of connections toward
upper layers, has taken place in humans (Goulas et al. 2018)
(Fig. 5B). Single-cell transcriptomic data from mice and humans
offer further empirical support for this prediction. Specifically,
specific classes of projection neurons in humans that are located
in upper layers (layer III) possess a transcriptome resembling
that of projection neurons in deep, and not upper, layers (layers
V and VI) in mice (Berg et al. 2020). In other words, homolo-
gous projection neurons in mice and humans exhibit a lower
to upper layer shift in line with the aforementioned laminar-
wise reafference in the human cortex (Fig. 5B). Importantly, this
connectional shift is not necessarily tied to large brain size, since
large brains of cetaceans and proboscideans do not exhibit a
pronounced shift of projection neurons with large soma size
in upper layers, and thus, connections in these large-cortex
mammals do not show the pronounced shift of laminar origin
observed in humans (Butti et al. 2011; Goulas et al. 2018).

Shift of Laminar-Specific Reafference in Brain
Hominization

If humans are characterized by a laminar-wise reafference of
the cortex resulting in a shift of the origin of connections to
an upper layer preference, what functional consequences can be
envisioned? A series of simulations within the GNW framework,
designed to represent the dynamics of masking tasks (Dehaene
et al. 2003; Dehaene and Changeux 2005), were based on a
multiple level architecture. Initially, a brief wave of excitation
progressed through feedforward connections, then becoming
amplified by its own inputs through top-down connections lead-
ing into a global self-sustained reverberating or “ignited” state.
This ignition, which has been recorded in several different sys-
tems (Mashour et al. 2020), was characterized by an increased
power of local corticothalamic oscillations in the gamma band
and their synchrony across areas (Joglekar et al. 2018; Aru et al.
2020; Suzuki and Larkum 2020).

The GNW framework postulates that areas constituting the
GNW have long-range projections that originate from upper
layers (Dehaene et al. 1998). As outlined above, the preferential
long-range connectivity origin from upper layers appears as a
human-specific connectomic trait and cortical activity is more
stable when sensory stimuli are consciously perceived (Schurger
et al. 2015). Moreover, recent suggestions attribute a central role
to the upper layer shift to the involvement in working memory
(Joglekar et al. 2018; Miller et al. 2018). Insights from laminar-
specific monkey electrophysiology indicate that gamma bursts
related to the working memory delay interval are observed
only in upper layers (Miller et al. 2018). Importantly, working
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Figure 4. The GNW and Core-Periphery network architecture. (A) GNW model. The model postulates that the brain possesses a central connectional and functional
component, the global workspace, composed of distributed and heavily interconnected neurons with long-range axons, in which the conscious integration of peripheral
sensory input, such as visual, and emotional content takes place, giving rise to the “ignition” process (modified from Dehaene and Changeux 2011). (B) Network

architecture of the macaque monkey cortex with a tightly interconnected and central network component (“network core”), encompassing association areas, and a
less central “periphery” part of the network, encompassing mostly sensorimotor areas. Thus, the network core can be conceived as the connectomic backbone of
the global workspace (adopted from Markov et al. 2013). (C) Situating the core–periphery network architecture within the cytoarchitectonic gradients of the cortex. A
species-specific relation to the gradients of microstructural features of the cortex is observed. In progressively larger brains, core areas differ from periphery areas in

terms of their cytoarchitecture, with the more topologically central core areas encompassing association areas with less laminar differentiation compared with the
periphery areas, which encompass primarily sensorimotor areas with a high degree of laminar differentiation.

memory is not the sole function of an individual area and its
intrinsic microcircuitry (Wang et al. 2004), but a collective phe-
nomenon of a distributed set of frontal, parietal, and temporal
areas (Goldman-Rakic 1988; Christophel et al. 2017). Thus, to
hold information “on-line,” gamma rhythms are important, as

well as the ability to communicate with other areas within the
distributed network (Rodriguez et al. 1999). In addition, “top-
down” influences, mediated by slow beta frequencies (Bastos
et al. 2015; Richter et al. 2018), seem to dictate which sensory
information will be attended or encoded (Miller et al. 2018).
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More generally, gamma rhythms also appear to have a role
in mediating self-control and self-awareness (Romer Thomsen
et al. 2013). Thus, the shift to upper cortical projections in the
human brain may have supported the enhancement of these
cognitive abilities.

In sum, in humans relative to monkeys and other primates, a
shift of the laminar origin of connections to upper layers might
result in the human brain possessing more connections with an
upper layer origin, which equips more areas with features that
are considered important for working memory and conscious
ignition in the GNW framework. Thus, laminar-wise reaffer-
ence may lead to the emergence of an enhanced “scratchpad
of conscious thought” (Miller et al. 2018) in humans. Impor-
tantly, as we describe in the next section, it is the upper layer
projection neurons that exhibit prolonged postnatal matura-
tion; thus, the contribution of upper layer connections to an
enhanced conscious scratchpad can be molded by cultural and
educational norms. Laminar-wise reafference is a characteristic
“connectomic fundamental” of brain humanization, which is
accompanied by a profound epigenetic reshuffling of the brain
connectome. It does not simply derive from a scaling-up process
and requires particular genetic regulatory events to occur.

Extension of the Postnatal Development of the
Human Brain and Synaptic Epigenesis
Postnatal Extension of Human Brain Maturation

In addition to the increased prenatal development, a unique
feature of the human brain is the extension of its postnatal
development for up to 15 years (approximately half of the life
time of H. sapiens at its origins) and even later, up to the third
decade of life (Petanjek et al. 2011). The extension of the period
of postnatal maturation results in a dramatic increase of brain
volume (about a total of 5 folds) associated with a characteristic
white matter expansion and enhanced neuronal connectivity
(Lagercrantz 2009).

In humans, myelin develops slowly during childhood,
followed by a delayed period of maturity beyond adolescence
and into early adulthood. In contrast, in chimpanzees, the
development of myelin already starts at a relatively more mature
level at birth and ceases development long before puberty. Thus,
a marked delay in the development schedule of the human
neocortex plays a critical role in the growth of connections
and contributes to some of our species-specific cognitive
abilities (Lagercrantz 2009; Lagercrantz and Changeux 2009;
Miller et al. 2012).

The “differential expression” of a few characteristic genetic
regulatory events would contribute to such a quantitative
increase of the postnatal developmental period of the brain,
which nevertheless might already be present in the primate
genetic envelope.

Postnatal Synaptic Epigenesis of Brain Connectivity

The extended developmental period in the human species is
uniquely enriched by an epigenetic self-organization of the con-
nectivity elicited by the constant interactions of the developing
infant with its physical, social, and cultural environments. Here,
we use the term “epigenesis” in a sense close to its original def-
inition by Waddington (1942) to illustrate how external events,
some random, combine with inherited information coded in
the genes to produce acquired connectomic variability between

individuals from the same species (Changeux et al. 1973). This
meaning differs from the concept of DNA “epigenetics” subse-
quently used in molecular biology to refer to unrelated mech-
anisms of DNA covalent modifications such as methylation or
chromatin remodeling (Lucchesi 2018). During postnatal devel-
opment, about half of the about 1015 adult synaptic connections
are formed (at about 1 million synapses per second) and directly
contribute to the formation and shaping of the synaptic archi-
tecture of the adult human brain. The development of the baby
brain progresses as a multistep nested foliation resulting from
successive waves of synapse outgrowth and selection (Bourgeois
et al. 1986, 1994; Bourgeois and Rakic 1993). The theory, initially
expressed as a mathematical model (Changeux et al. 1973),
that gives access to such inscription of environmental features
within the developing connectivity relies upon the variability
of developing interneuronal connections and the progressive
setting of robust synapses through trial-and-error mechanisms,
overproduction, stabilization, and elimination processes, which
formally resemble an evolutionary “Darwinian” process by vari-
ation selection (Changeux and Danchin 1976; Edelman 1978;
Bourgeois et al. 1986; Kasthuri and Lichtman 2003; Bourgeois
2008; Arcaro and Livingstone 2017; Sheu et al. 2017). The model
relies on the observation that at critical periods the exuberant
spread and the multiple transient connectivity configurations
resulting from the growth cone wanderings produce a broad
diversity of synaptic connections. This diversity is then reduced,
through synaptic pruning, within a given time window, by the
total afferent activity, in part spontaneous but mostly originat-
ing from the reciprocal exchanges of the developing child with
the outside world (Lagercrantz and Changeux 2009; Kuhl 2014;
Vyshedskiy 2019). All the molecular components involved in
synapse selection and stabilization are already present in the
mammalian lineage and beyond (Changeux and Danchin 1976;
Changeux 2017). None of them is unique to the hominization
process. Another unexpected but critical feature of the theory is
that it may account for the constancy of some behaviors despite
high epigenetic variability of the connectivity. This idea was
originally stated (Changeux et al. 1973) that “different learning
inputs may produce different connective organizations and neu-
ronal functioning abilities, but the same behavioral abilities.”
Thus, the neuronal connectivity code exhibits “degeneracy” (cf.
Edelman 1978; Tononi et al. 1999; Lu et al. 2009; Edelman and
Gally 2013); that is, different connection patterns may carry the
same input–output relationships or “meaning.”

The Origins of the “Cultural Brain”

Evidence supporting the synapse selection model has been
proposed in the case of many—vertebrate and invertebrate—
developing nervous systems, in particular those developing
postnatally. Among them are the visual system (Wiesel and
Hubel 1963; Rakic 1976; Shatz and Stryker 1978; Le Vay et al.
1980; Blakemore 1981; Morgan et al. 2016; Arcaro et al. 2017), the
neuromuscular junction (Redfern 1970; Benoit and Changeux
1978; Turney et al. 2012), the sympathetic ganglia (Lichtman and
Purves 1980; Sheu et al. 2017), the cerebral cortex (Bourgeois
et al. 1986, 1994; Bourgeois and Rakic 1993, 1996; Bourgeois
1997), the cerebellum (Delhaye-Bouchaud et al. 1975; Mariani
and Changeux 1980), and many others (Luo and O’Leary 2005;
Wu et al. 2012; Bailly et al. 2018). In humans, the overall number
of synapses in the cortex peaks within the first 3 years of
age then steadily declines to a plateau at around puberty
(Huttenlocher and Dabholkar 1997), revealing the importance
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of ongoing synapse elimination, while the process of synaptic
refinement goes far beyond puberty and persists in humans
lifelong (Petanjek et al. 2011).

Studies in typically developing monolingual children
indicate, for example, that an important period for phonetic
learning occurs prior to the end of the first year. One-word
utterances between the ages of 12 and 18 months, and
vocabulary development “explodes” at 18 months of age (Kuhl
2011), then few words sentences (28–36 months), later inclusion
of grammatical elements with “third person” reference (40–
46 months) and around age 4, complete sentences of 4–5 words.
On the other hand, chimpanzees never learn to combine words
into a multiword “utterance” (Dehaene-Lambertz and Spelke
2015; Friederici 2020). The ability to process hierarchically
structured sequences resulting in a new higher-order element—
or merge/dendrophilia—has been assigned to a subpart of
Broca’s area, BA44 and a fronto-temporal language network
connecting in the left hemisphere language-relevant regions
via dorsally located white matter fiber tracts. This dorsal fiber
tract targeting Broca’s area is less developed in nonhuman
primates and in prelinguistic infants than in human adults,
and its development is highly correlated with the accuracy
and speed with which syntactically complex sentences were
understood (Friederici 2020). It is associated with the acquisition
of the specific features of a given language.

Writing and reading is a recent invention which may, then, be
viewed as a typical example of epigenetically led down “cultural
circuits” (Changeux 1983, 2017). Historically, the first evidence
for specialized writing and reading circuits in the brain was the
discovery by Dejerine (1914) of pure alexia, without agraphia,
resulting from circumscribed brain lesions including the supra
marginal and angular gyri. New specialized sets of connections
have been selected and consolidated as a consequence of writ-
ten language learning, a discovery confirmed and extended by
brain imaging (Castro-Caldas 1998; Carreiras et al. 2009; Dehaene
et al. 2010). The connectivity used for reading and writing may,
thus, be seen as an epigenetic, competitive, appropriation—
rather than a “recycling” (Dehaene and Cohen 2007)—of tran-
sient brain circuits, which are selectively stabilized through
teaching in the course of postnatal development around 5 years
of age. These initially less specified circuits were then used, in
the absence of literacy, to process alternative forms of interac-
tions with the social environment (Goody and Watt 1963; Goody
1977; Ghirlanda et al. 2017). The example of written language
illustrates how socially and culturally acquired representations
might be internalized (Vygotskiı̆ and Cole 1978) in the brain
together with the integration of this knowledge into coherent
and conscious mental syntheses (see Laminar-Specific Reaffer-
ence in the Human Cortex) in the course of postnatal brain
maturation (Changeux 1983; Kuhl 2011; Dehaene-Lambertz and
Spelke 2015; Vyshedskiy 2019).

In connectomic terms, a nonlinear increase in the num-
ber of potential interactions takes place among the increas-
ingly diverse microscopic and macroscopic processing units.
These developments at multiple levels of “connectomic organi-
zation” expand the number and types of represented items, from
sensory–motor to “symbolic” abstract representations including
language with a rich lexicon, glossogeny, and teaching abilities
(stages 2 and 3 of language evolution; see The Case of Language).

The synapse selection model, as mentioned, accounts for
the relevant “variability” between individual brain’s connectivity
and behavior, which signs their cultural belonging. This impor-
tant variability would superimpose on the individual variability
of the genome.

The Developing Conscious Brain and the Origins of
Language

A Multilevel Evolution of Conscious Processing
The evolutionary analysis together with the developmental data
for the human newborn has suggested that “consciousness”
is not an irreducible quality, but a bona fide brain function
evolving stepwise through several nested levels of organization
(Changeux 2006, 2017). At a low level “basic consciousness”
would be present in the newborn infant who exhibits sensory
awareness, expresses emotions, and processes mental repre-
sentations (Zelazo 2004; Lagercrantz et al. 2010). At birth, all
major long-distance fiber tracts are already in place (Dubois
et al. 2016), although still immature. An electrophysiological sig-
nature of conscious processing—homologous to GNW ignition
in adult humans—was recorded in 5-, 12-, and 15-month-old
babies (Kouider et al. 2013; Dehaene-Lambertz and Spelke 2015).
Explicit “self-consciousness” develops in infants at the end of
the second year, together with working and episodic memory
and some basic aspects of language (Posner 2007; Lou et al.
2017). This development would plausibly coincide with stage 2
and possibly 3 of language evolution (Uniformity of Mammalian
Genomes).

Prolonged Postnatal Development of Projection Neurons: A Plausible
Origin of the Theory of Mind and Language Recursivity
Last, the capacity to attribute mental states to other human
individuals referred to as the “theory-of-mind,” which reaches
full development around 3–5 years in children (Petanjek et al.
2008, 2019). A rudimentary form of “theory-of-mind” can already
be seen in children around age of 2.5 years (using a simplified
Sally-Anne test), whereas more mature children successfully
pass a classical form of the test around age 4 (Setoh et al.
2016). Intriguingly, around 2 years, characteristic changes in the
postnatal maturation of pyramidal projection neurons from the
prefrontal cortex take place (Petanjek et al. 2019), which orig-
inate from upper layers—specifically layer IIIc—in the human
prefrontal cortex (Goulas et al. 2018; Vyshedskiy 2019; see Shift
of Laminar-Specific Reafference in Brain Hominization). These
layer IIIc neurons, in contrast with deep layer V projection
neurons, reach maturity between the first and third postnatal
months. Between 16 months and 2.5 years, they further exhibit
a unique differential increase in the number of segments and
length of their basal dendrites (Fig. 6). Furthermore, a differential
epigenetic elimination (pruning) of supernumerary dendritic
spines has been found most pronounced and protracted on
the layer IIIc neurons (Petanjek et al. 2011), especially in the
prefrontal cortex (ref in Petanjek et al., 2019), a pattern also
observed on oblique dendrites (Sedmak et al. 2018). Moreover,
the local axonal collaterals of layer IIIc are in control of the
prefrontal corticocortical output, while their long projections
modulate interareal processing. They are the major integrative
element of cortical processing and regulate global cortical—
GNW—functioning. Thus, one may speculate that cognitive abil-
ities, like theory of mind, at least partially, depend on the fine
tuning of the still labile and adaptable long-range connections
emanating from upper layer projection neurons of the human
cortex that exhibit protracted maturation.

Our proposal is that this might equally be true for a unique
recursive, self-embedded organization of language, including
syntax (Chomsky 1957), or “merge” (Chomsky 2017) also referred
to as “dendrophilia” (Fitch 2017), and/or semantic conceptual
blending (Fauconnier and Turner 2003) (see The Case of Lan-
guage). Without “dendrophilia,” the ability for recursive thought

supramarginal
supramarginal
angular
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Figure 5. Laminar-wise “reafference shift” from monkey to human. (A) Laminar origin of connections is related to the cytology of the areas, specifically to soma size of

the projection neurons in upper and deep layers (Goulas et al. 2018). Areas with connections emanating predominantly from deep layers (e.g., rostral temporal pole)
tend to host projection neurons with larger soma size in deep compared with upper layers (interno-pyramidal areas). Areas with connections emanating predominantly
from upper layers (such as peripheral visual areas) tend to host projection neurons with larger soma size in upper compared with deeper layers (externo-pyramidal
areas). Areas with a more laminar-balanced origin of connections (e.g., frontal pole) also exhibit a more balanced soma size of projection neurons in upper and deeper

layers (equipyramidal areas). (B) Qualitative observations indicate that the human cerebral cortex, relative to the monkey cortex, and presumably to other primates,
exhibits a higher proportion of externo-pyramidal to interno-pyramidal areas (Sanides 1962, 1970; Sanides and Krishnamurti 1967). Due to the relation of cytology
and laminar origin of connections, such cytological changes may denote a shift of the origin of long-range connections to upper layers in the human brain. Drawings
modified from Goulas et al. (2018).

(thinking about one’s own thoughts) our open-ended ability
to map novel thoughts onto understandable signals would be
impossible.

Children automatically develop syntactic rules without
explicit instruction (see The Origins of the “Cultural Brain”;
Brown 1970; Marcus 1999; Dehaene-Lambertz and Spelke 2015;

Friederici 2020). Between ages 2 and 4, children have con-
comitantly developed both syntax and theory of mind, the
capacity of recursive thought together with the last stage of
language evolution (Fitch 2017). We, thus, wish to propose
the hypothesis that merge/dendrophilia (Dehaene et al. 2015;
Berwick and Chomsky 2016, 2019; Fitch 2017; Friederici 2020;
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Figure 6. Development of dendrites and soma size of layer IIIc projection neurons and its plausible contribution to higher cognitive functions such as theory of mind

and dendrophilia including language recursivity. (A) Model of epigenesis by selective stabilization of synapses. A nesting of many such elementary steps occurs in
the course of development resulting in a hierarchical foliation of the growing networks. For a given set of developing neurons (e.g., thalamocortical or neuromuscular
junction), the growing axon terminals branch exuberantly at first. But then, depending on the state of activity of the target neuron—both intrinsic spontaneous firing

and evoked by external inputs—some synapses are eliminated (pruned), while others are strengthened and stabilized. In postnatal life, an important part of the
activity in the network results from inputs from the environment and so the epigenetic selection of synapses represents an internalization of the outside world. (B)
Total synapse density during the development of the monkey and human brain cortex (region V1). Note the extended time window in humans where multiple waves
of synapse selection take place. Also note the sharper decrease of total synaptic density in humans before puberty, reflecting the more prominent elimination than

formation of synapses. (C) Development of soma size of projection neurons in upper (layer IIIc) and deep layers (layer V) of the prefrontal cortex (Petanjek et al. 2008,
2019). Note that the soma size of layer IIIc neurons increases rapidly and matches or exceeds the soma size of layer V. (D) Dendrites of layer IIIc projection neurons
have 2 phases of development. The first phase occurs perinatally, during approximately the initial 2.5 months. This initial phase is succeeded by a dormant phase.
However, after the dormant phase, a second growth spurt takes place approximately at 2.5 years. Importantly, the second growth spurt characterizes upper layer (layer

IIIc) projection neurons and not deep layer (layer V) projection neurons (Petanjek et al. 2008, 2019). This is approximately the age where cognitive skills like theory of
mind and language recursivity start to develop (approximate span: 2–5 years), and thus, the described developmental epigenetic processes might contribute to the
neurobiological basis of the “cultural brain.” (A) Adapted from Changeux et al. (1973). (B) Adapted from Bourgeois (1997). (C) and (D) adapted from Petanjek et al. (2019).
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Novack and Waxman 2020) is directly related to the emergence
of a new higher level of the GNW organization in late postnatal
development. This new level of conscious processing would
mobilize the protracted dendritic maturation of layer IIIc
pyramidal neurons from prefrontal cortex, which together
with their axonal collaterals and projections control prefrontal
corticocortical output, as interareal processing. They become
the major integrative element of cortical processing and
regulate global cortical—GNW—functioning across its several
levels. This mental-tree reading ability would mobilize in a
concomitant top-down and bottom-up manner the multiple
levels of GNW organization from the prefrontal cortex down
to lower level cortical areas. Thus, human-specific cognitive
abilities like theory of mind and language recursivity would at
least partially depend on the fine tuning of the still labile and
adaptable long-range connections emanating from upper layer
projection neurons that exhibit protracted maturation. Thanks
to such vertical and horizontal interconnectivity, a “global
cortical synthesis” would take place at the origin of language
and higher functions unique to the human brain. “Particular
genetic regulatory events” may have taken place in the course
of hominization to account for this important connectomic
fundamental, and it has been suggested that alterations of
this process might contribute to the autistic ASD phenotype
in predisposed children (Petanjek et al. 2019).

Following the development of oral language around 2 to
4 years of age, additional steps of connectomic evolution that
take place until the adult stage include reductions of gray mat-
ter, increases in the myelination of corticocortical connections,
and changes in the architecture of large-scale cortical networks
together with a reduction of the gyrification index (Klein et al.
2014). These changes concern precentral, temporal, and frontal
regions, highlighting the ongoing anatomical modification of
the GNW during adolescence. Furthermore, it has been sug-
gested that schizophrenia is associated with impaired param-
eters of synchronous oscillations that undergo changes during
the transition from adolescence to adulthood (Uhlhaas and
Singer 2011).

Conclusion
The present connectomic hypothesis provides an advanced
understanding of the hominization of the brain, which plausibly
accounts for several astonishing aspects of the sharp enhance-
ment of its cognitive dispositions, including the acquisition of
language, which occurred in roughly the past 2 million years,
with minimal changes of genomic organization. It is still, at this
stage, a working hypothesis that needs further evaluation, aware
of the challenge that it lies at the convergence of functional
neuroanatomy, computational modeling, and studies of higher
brain function such as language. The hypothesis relies on
the substantially expanded development and consequently
increased size of the human brain, which may account for a
number of architectonic, connectomic, and functional changes.
Interestingly, the major mechanisms hypothesized to increase
the efficiency of human brain connectomics are changes of
specific microcircuits, which represent just a fraction of the
whole network already present in nonhuman primates. In
addition, the hypothesis proposes unique connectomic features,
which, in synergy with the features resulting from scaled brain
size, yield the “connectomic uniqueness” of the human brain
and enable expanded interactions with the outside world. These
features may be summarized as follows.

The remarkable size expansion of the human brain, espe-
cially of the cerebral cortex, is accompanied by an increase of
the number of neurons, of cortical areas, and their architectonic
differentiation together with a sparsification and increased
modularity of their connectivity. These structural features sup-
port an increase of the representational capacity, in particular
of the basic lexicon, and a wide diversification of the neural
representations, including socio-cultural ones. Moreover, the
increased modularity of connections enhances the stability of
sustained activity and expands the capacity of working memory,
enabling the generation of long sequences of representations
and the ability to process hierarchically structured sequences.
Superimposed on the increased brain size is an expanded mul-
tilevel organization of the connectome that enhances the ability
for abstract processing and symbolic representations up to
conscious processing. Particularly important among the singu-
larities of human brain connectome is the shift in cortical layer
reafference, which further enhances the control of working
memory and the development of conscious versus noncon-
scious processing together with the expansion of the GNW. The
human extension of pre- and postnatal postnatal development,
moreover, favors an extensive increase of the epigenetic
interactions of the human developing brain with its own
physical, social, and cultural environments and a selection of
fast-growing populations of connections under the control of
its intrinsic spontaneous and environmentally evoked electrical
activity. A particularly critical developmental event is, in our
opinion, the supernumerary period of dendritic expansion,
occurring between 2 and 4 years postnatally, associated with
the development of the theory of mind and the acquisition of
language recursivity or dendrophilia as plausibly manifested by
the transition from Homo heidelbergensis/antecessor to H. sapiens.
Along these lines, it has been noted that peak expression of
synaptic genes in the prefrontal cortex is shifted from less
than 1 year in chimpanzees and macaques to 5 years in humans
(Liu et al. 2012).

In addition to the described postnatal connectomic devel-
opment, “glossogeny” manifested by the origin, development,
and internalization of culture (Vygotskiı̆ and Cole 1978)—
the “cultural brain”—develops together with the enhanced
proclivity to communicate (Fishbein et al. 2020) and to
epigenetically shared culturally acquired knowledge with the
human-specific teaching ability or pedagogy (Premack and
Premack 1996). This brain disposition, which needs to be further
explored, makes possible the transgenerational transmission of
knowledge and the diversification of cultures without necessary
changes at the genome level, thus creating an important
epigenetic interindividual variability of the brain connectome
in human populations. An advanced human connectome
project, therefore, needs to distinguish a “human-specific
connectomic envelope” from the actual connectome of the brain
of any individual human subject with its own cultural habitus
(Bourdieu 1992; Finn et al. 2015).

In the course of evolution, as discussed in Gene Networks
Underlying Brain Architecture and Connections (also see Boyle
et al. 2017), the humanization of brain connectivity likely
involved a minimal contribution of “core” genetic regulatory
“events,” together with a considerable number of “peripheral”
ones, which remain largely undefined at this stage despite con-
siderable genome sequencing work (Geschwind and Rakic 2013;
Somel et al. 2013; Pääbo 2014; Vallender 2014; Dumas et al. 2019;
Suzuki 2020). Taking the perspective of reverse engineering,
the connectomic hypothesis in contrast suggests a minimal
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number—6 at this stage—of “connectomic fundamentals” under
the control of large scale often pleiotropic genetic regulatory
events, which would quantitatively account for:

• an extended period of brain ontogenetic development,
• a consequent increase of brain size, and especially the num-

ber of cortical neurons and cortical areas,
• a scaled up multilevel organization of the connectome ulti-

mately underlying enhanced conscious processing,
• an extended period of postnatal development with consider-

able epigenetic processes of synapse selection and connec-
tomic reorganization,

• a shift of cortical layer reafference from lower to upper layers
in the human cerebral cortex,

• a postnatal dendritic expansion of associative projection
layer IIIc pyramidal cells, in the prefrontal cortex (while, by
age 2, almost whole of dendritic growth for the vast majority
of other cortical neurons had already ended), conjointly with
further postnatal connectomic events, yet to be discovered.

The genetic “regulatory events,” core and peripheral, which
actually determined these few “connectomic fundamentals,”
and which resulted in the H. sapiens brain remain to be unequiv-
ocally identified. Yet, to make the proposed connectomic
hypothesis empirically realistic, a few core candidate genetic
regulatory events might be suggested.

Concerning the first and fourth fundamental, from an
endocrine point of view, many of the genes in the ZAC1-
imprinted network, including MEST, PEG3, and IGF2, are
normally downregulated during postnatal development but
with humans could stay active longer (Finkielstain et al. 2009). In
the case of the brain protracted neuronal maturation, or neoteny,
the SRGAP2C gene duplication has been mentioned (Charrier
et al. 2012; Suzuki 2020). Also, transgenic rhesus monkeys
carrying the human MCPH1 gene copies are claimed to show
human-like neoteny of brain development (Shi et al., 2019). Many
pathologies of infant brain development are associated with
dysfunctions of genes functions, which might also be considered
as possible candidates (van Dyck and Morrow 2017).

Regarding the second and third fundamental, the copy num-
ber of NOTCH2, SRGAP2, and ARHGAP11 genes is increased
specifically in the human and exhibits pivotal functional impact
on cortical development (Suzuki 2020) (see Differences in Gene
Regulation) possibly together with MEF2A-mediated activity-
dependent regulatory pathway (Liu et al. 2012).

As for the fifth and sixth fundamental, an enhanced reg-
ulation of NEFH, a component of neurofilaments, has been
mentioned (Zeng et al. 2012; Krienen et al. 2016).

Recent formal expression of the evolutionary dynamics of
the origin of language de Boer et al. (2020) has challenged the
Chomskyan conjecture that language arose instantaneously in
humans through a single mutation (Chomsky 1965, 2015; but
Berwick and Chomsky 2016). Their analysis favors the view
that “language emerged through a gradual accumulation of
mutations” and also that “one needs to take into account the
coevolution of genes and culture” or in our terms a few human-
specific genetic “regulatory” events over the common genetic
envelope of the nonhuman primates together with epigenetic
imprints acquired by synaptic selection, among other postnatal
events. We propose that these genetic events would predispose
to the evolution of several “connectomic fundamentals.” Our
hypothesis is consistent with the position of Boer et al. but may
differ from it in the sense that it does not oppose the view
that with the unique recursive, self-embedded organization of

language that includes syntax, or “merge” (Chomsky 2017), and
conceptual blending (Fauconnier and Turner 2003) appeared
quite suddenly in the course of evolution as a single “syntactic
event.” If according to our views the joint assembly of several
connectomic fundamentals is needed simultaneously for the
access to full language, the absence of any of them might prevent
or switch off the merge operation connectomic phenotype. Since
the development of the diverse connectomics fundamentals
might, to some extent, be separately determined in the course
of development, there is no reason to assume that the human-
specific language phenotype arose in the course of biological
evolution in a relatively short paleontological time.

Moreover, our hypothesis might be beneficial for the
understanding of various psychiatric and neurological disorders
where discrepancies between the level of brain anatomical
perturbations and alterations of cognitive (psychomotor)
abilities can be seen. One example is selective loss of large
deep layer pyramids in schizophrenia and Alzheimer disease,
which produces large cognitive impairment despite the absence
of massive overall neuronal loss or atrophy (Hof and Morrison
2004). And vice versa, it might be assumed that sparing such
neuron populations is a mechanism which would preserve
cognitive functions in the cases where massive loss of other
neuronal populations has taken place (Lewin 1980). The
same “paradox” can be seen in some states that can be
defined as atypical cognitive deficits that might help us in the
understanding of the brain circuits that process high cognitive
abilities (Broman and Grafman 1994). To the extent that, in such
cases, despite serious intellectual impairment, some cognitive
functions are well preserved and even above average (i.e., with
Williams syndrome, Down syndrome, and even ASD) (Hanson
et al. 2014; Bourgeron 2015; Hrvoj-Mihic and Semendeferi 2019).

Additional observations and experiments are needed to eval-
uate the connectomic hypothesis presented here. Among them
is the exploration of connectivity features, such as sparsity,
hierarchical modularity, and core–periphery segregation, which
are linked together and result jointly from the evolutionary
expansion of the human brain. The dynamics of such evolu-
tionary connectomics might be implemented by computational
simulations of cortical development (similar to Beul et al. 2018;
Goulas, Betzel, et al. 2019a) with networks of different size
and connectivity features and interaction with the sociocul-
tural environment. The functional capabilities of these “network
morphospaces” (Avena-Koenigsberger et al. 2015) might then be
further examined systematically in in silico environments.

The connectomic hypothesis, thus, offers plausible answers
to the interrogations, which, for different reasons, dismiss a
reasonable scientific understanding of the origins of human
language and of the exceptional cognitive abilities of the human
brain (Mcginn 2000). On the opposite, this hypothesis gives us
the opportunity to scientifically evaluate to what extent “merely
quantitative differences, beyond a certain point, pass into qual-
itative change” (Marx 1999) in the evolutionary history of the
human brain.
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