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A B S T R A C T

Background: Environmental health and other researchers can benefit from automated or semi-automated sum-
maries of data within published studies as summarizing study methods and results is time and resource intensive.
Automated summaries can be designed to identify and extract details of interest pertaining to the study design,
population, testing agent/intervention, or outcome (etc.). Much of the data reported across existing publications
lack unified structure, standardization and machine-readable formats or may be presented in complex tables
which serve as barriers that impede the development of automated data extraction methodologies.
As full automation of data extraction seems unlikely soon, encouraging investigators to submit structured sum-
maries of methods and results in standardized formats with meta-data tagging of content may be of value during
the publication process. This would produce machine-readable content to facilitate automated data extraction,
establish sharable data repositories, help make research data FAIR, and could improve reporting quality.
Objectives: A pilot study was conducted to assess the feasibility of asking participants to summarize study methods
and results using a structured, web-based data extraction model as a potential workflow that could be imple-
mented during the manuscript submission process.
Methods: Eight participants entered study details and data into the Health Assessment Workplace Collaborative
(HAWC). Participants were surveyed after the extraction exercise to ascertain 1) whether this extraction exercise
will impact their conducting and reporting of future research, 2) the ease of data extraction, including which
fields were easiest and relatively more problematic to extract and 3) the amount of time taken to perform data
extractions and other related tasks. Investigators then presented participants the potential benefits of providing
structured data in the format they were extracting. After this, participants were surveyed about 1) their will-
ingness to provide structured data during the publication process and 2) whether they felt the potential appli-
cation of structured data entry approaches and their implementation during the journal submission process should
continue to be further explored.
Conclusions: Routine provision of structured data that summarizes key information from research studies could
reduce the amount of effort required for reusing that data in the future, such as in systematic reviews or agency
scientific assessments. Our pilot study suggests that directly asking authors to provide that data, via structured
templates, may be a viable approach to achieving this: participants were willing to do so, and the overall process
was not prohibitively arduous. We also found some support for the hypothesis that use of study templates may
have halo benefits in improving the conduct and completeness of reporting of future research. While limitations in
the generalizability of our findings mean that the conditions of success of templates cannot be assumed, further
research into how such templates might be designed and implemented does seem to have enough chance of
success that it ought to be undertaken.
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1. Introduction

The processes of identifying and noting salient details to summarize
study methods and results (referred to as “data extraction”), and making
judgements pertaining to study evaluation, are two of the most time- and
resource-intensive aspects of conducting a systematic review (Nussbau-
mer-Streit et al., 2021; Wallace et al., 2016; Tsafnat et al., 2014). Thus,
there is keen interest in assessing the extent towhich this process could be
automated or semi-automated by using natural language processing
(NLP) methods (O'Connor et al., 2019). However, state-of-the-art meth-
odologies for automated data extraction from text, figures and tables
published in studies are to date only achieving limited success (Marshall
andWallace, 2019;Wallace et al., 2012, 2013, 2016; Tsafnat et al., 2014).
Previously, such technologies obtained no more than moderately
acceptable extraction results on controlled subsets of high-quality docu-
ments in narrowly defined content areas. Current technologies can more
effectively utilize machine learning approaches to mine text [for extrac-
tion] but the success of such algorithms depends heavily on the avail-
ability of manually annotated data, which is limited in the biomedical
health field (Ma et al., 2020; Jonnalagadda et al., 2015; Mishra et al.,
2014). Other barriers to successful implementation of automated data
extraction methods include the following: the heterogeneous way (e.g.,
inconsistencies in vocabulary/ontologies, annotations and reported data)
in which information is reported in published manuscripts, that can be
difficult to summarize even for experienced human reviewers (Tsafnat
et al., 2014); and the frequent use of complex table structures and
inconsistent or ambiguous schema for recording data in tabular format
(Wolffe et al., 2020). It follows that dissemination of tabular content that
is already in a machine-readable format would be beneficial for the effi-
ciency of systematic review and data accessibility in general, and
potentially contribute tomaking research datamore Findable, Accessible,
Interoperable, and Reusable (FAIR) in general (Wilkinson et al., 2016).

Published manuscripts would be more readily machine-readable if
data within them were organized in a more consistent and standardized
manner. The more scientific health studies present data that are similarly
structured, the more readily data can be shared, mined, aggregated,
extracted, and identified within and across related disciplines. In addi-
tion, provision of studies containing structured data is a prerequisite for
the creation of data repositories. Use of a standardized format may also
improve the reporting quality of manuscripts because authors would be
prompted to enter key information about methods and results (Turner
et al., 2012).

As a secondary benefit, it is also possible that asking authors to pro-
vide certain types of information when completing structured reporting
templates could also encourage changes in research practices, as prompts
to report data also function as prompts to conduct related elements of
study practice (e.g., blinding of investigators) that might otherwise be
overlooked.

One approach for obtaining structured data is to ask authors to enter
their data into a structured format. An approach to increase provision of
structured data on a large-scale basis would be encouragement or con-
dition by journal publishers to require submitters to provide their data
into a widely implemented, structured data format or data template.
There are several related issues and challenges such as determining an
agreed upon structured format, etc. In this pilot study, we were interested
in ascertaining author willingness to enter their data into a given,
structured format as a part of the journal submission process.

Encouraging structured data submission is not a novel concept (Sim
and Detmer, 2005) but has been hindered by a lack of available software
to support standardised formats and a lack of support from authors and
publishers (Jin et al., 2015; Swan and Brown, 2008). With respect to
software, new web-based tools used for structured data extraction in
systematic review could serve as prototypes to assess the feasibility of
structured data submission by authors during the publication process.
The increasing use of protocol and study registries may also be accli-
mating authors to the process of structured data entry and reporting. For
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example, the International Committee of Medical Journal Editors
(ICMJE) requires prospective registration of clinical trials as prerequisite
for publication, providing formatting guidelines for preparing, sharing
and reporting data summarized in tables and results for journal sub-
mission (ICMJE, 2019). Likewise, other initiatives such as the United
States’ Clinical Trials registry (https://clinicaltrials.gov), containing over
395,000 U.S. and international trial registries, offers guidance for
consistent style and formatting of reported data and flow-chart figures.
Structured data submission has also been successfully implemented for
genomics, proteomics and metabolomics data through the Gene Expres-
sion Omnibus (GEO), a public genomics data repository [(Barrett et al.,
2011, 2013), http://www.ncbi.nlm.nih.gov/geo/].

Studies describing authors’ attitudes toward entering data into
structured data templates are limited in number. Some have focused on
physicians who enter data related to patient electronic health records
(Bush et al., 2017; Doberne et al., 2017; Djalali et al., 2015).

Given the potential utility of author-entered data extraction for data
standardization and sharing, a pilot study was conducted to assess the
willingness of prospective authors to summarize study methods and re-
sults in a structured web-based format. In addition, we asked authors to
evaluate reporting quality and internal validity (risk of bias) of the
summarized study and asked the authors if this might alter how they
would design and report future research.

2. Methods

2.1. Tool selection

HAWC (https://hawc.epa.gov/) (Shapiro et al., 2018) was selected to
serve as the data template for the pilot because it is a web-accessible, free
and open-source application increasingly used in environmentally-
oriented systematic reviews (Supplemental Materials: HAWC FAQ).
HAWC is designed to help structure data extraction and study evaluation
for human (either randomized trial or observational), animal, and in vitro
evidence. HAWC has detailed instructions to guide the data extraction
process, that were developed and refined based on feedback from a broad
base of over 100 scientists who regularly summarize studies for use in
systematic reviews. Other applications have similar capabilities [(e.g.,
EPPI-Reviewer (Thomas et al., 2010), Table Builder (IARC, 2015), Lit-
Stream (ICF, 2014), SRDR (Li et al., 2015), and Covidence (https://www
.covidence.org/home)], but none are all freely available, open-source,
web-based, and designed to both collect and display information from
human, animal and in vitro studies. Since the objective was to test the
author's extraction of their own data, selection of only one suitable tool
was considered sufficient for this pilot exercise.

2.2. Participant recruitment and study/endpoint selection

Prior to contacting and recruiting study participants, the National
Institutes of Health (NIH), Office of Human Subjects Research (OHSR)
reviewed and exempted this research (Exemption # 13366), stating
“Federal regulations for the protection of human subjects do not apply” to
this project.

Selected participants met the following criteria: unfamiliarity with
HAWC; a current student or professional conducting health-related, sci-
entific research; and had previous manuscript publishing experience.
Volunteers were recruited by the team of study authors between January
2018–March 2019, primarily by word of mouth, e.g., advertising via a
call with the NIEHS Superfund Research Program, contacting in-
vestigators familiar with systematic review, or simply by contacting re-
searchers known to have a certain area of expertise, etc. A total of 17
people were contacted and showed initial interest, of which 15 attended
an initial informational kick-off meeting. Eight people agreed to partic-
ipate after the kick-off meeting. The reason given for not being involved
was the time commitment, except for one participant who withdrew
because they disagreed with the concept of providing additional
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https://hawc.epa.gov/
https://www.covidence.org/home
https://www.covidence.org/home


A.A. Wilkins et al. Heliyon 8 (2022) e09095
structured summaries of study data. All participants had previously
published manuscripts so were considered able to provide feedback on
the pilot study from the perspective of an author.

Team members met and worked with participants to identify a pub-
lished study with data to extract using the following study selection
criteria:

� Experimental animal study that included a control group, presented
two or more dose level groups, and designed to evaluate effects in
different dose groups.

� The findings for the health outcome endpoint needed to be quanti-
tatively presented in a table, text, or visuals (or by having access to
the raw data). Specifically, animal numbers per group, a central
Figure 1. Overview of IRIS Program study eval

3

estimate (e.g., mean), and variance estimate (standard deviation,
standard error of the mean) needed to be presented to later calculate
effect size information.

� For simplicity, mixture studies and repeated measures were excluded
because these study designs are more challenging to extract.

Initially, participants were encouraged to select a study for extraction
among articles they had co-authored. However, in some cases the focus of
the article was not a good match for the goals of the pilot and the criteria
for study extraction selection (e.g., our pilot focused on experimental
animal data and the participant had only published in vitro studies). In
these cases, participants were permitted to extract data from another
study of their choice that met the criteria above.
uation approach for animal toxicity studies.
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2.3. Participant orientation

Participants attended one of several 1-h kick-off meetings scheduled
between November 2018 and March 2019 that included a brief overview
of HAWC (including resources to set up an account and how to access
training modules), schedule for completing pilot tasks, identification of
data for extraction, and contacts for assistance. The meeting purposefully
did not provide training on how to navigate HAWC because a goal was to
assess the ability of participants to use the provided electronic instruc-
tional materials on their own. The kick-off meeting was recorded and
later viewed by participants who were unable to attend the scheduled
presentation.

A HAWC Extraction Guide (Supplemental Materials: HAWC Extrac-
tion Guide) was shared to illustrate the data extraction fields participants
were asked to complete to summarize study design and results, and to
conduct study evaluation (risk of bias) using IRIS methodology (NASEM,
2018) (summarized schematically in Figure 1). Another resource, the
‘Instructions for Answering Study Evaluation Domains’, which also
served as a checklist for judging study reporting and quality, was pro-
vided to assist participants with conducting study evaluation (Supple-
mental Materials: Instructions for Answering Study Evaluation Domains).
Core questions are provided to prompt the reviewer in evaluating do-
mains assessing different aspects of study design and conduct related to
reporting, risk of bias and study sensitivity. Reviewers apply a judgment
of Good, Adequate, Deficient, Not Reported or Critically Deficient and
can include a rationale and study-specific information to support the
judgment. Once all domains are evaluated, a confidence rating of High,
Medium, or Low confidence or Uninformative is assigned for each end-
point/outcome from the study.

2.4. Participant extraction activities
Participants followed the provided instructions to extract study de-

tails and results data, perform study evaluation and enter extracted data
and evaluation information into appropriate sections of the HAWC
template. Participants also noted the amount of time it took them to
extract study details and results and to complete the study evaluation.
Throughout the pilot, participants were able to contact teammembers for
technical assistance or ask questions as issues arose.

2.5. Participants completed surveys and attended a small group meeting

Participants completed a post-extraction survey that was adminis-
tered following participants' completion of the extraction and study
evaluation exercise (Supplemental Materials: Supplemental Excel File,
Tab 2). This survey consisted of nine questions (five Likert Scale ques-
tions and four open-ended responses) to query participants’ experience
and attitudes regarding the extraction, study evaluation process, and
amount of time taken to conduct the various pilot tasks (i.e., learn HAWC,
extract data, perform risk of bias analyses, and complete surveys).

In addition, participants attended one of a series of small group
meetings, to discuss general observations following the extraction and
study evaluation activities. During these meetings, the research team
presented a variety of interactive charts and plots displaying, where
possible, the extracted data that participants entered into HAWC. The
ability of HAWC to produce visualizations of data aggregated across
different studies was demonstrated to participants (Supplemental Mate-
rials: Supplemental Excel File, Tab 1). This presentation was designed to
illustrate how the steps taken by authors to structure their data within an
individual journal article could eventually impact the future utility of
large-scale, structured data extraction and be used to potentially create
repositories of data and study findings. Such a repository would benefit
the research community by furnishing data formatted to assess quanti-
tative patterns more quickly across studies. Participants were asked to
consider such visualizations and potential uses of structured data when
assessing their willingness to submit data in a structured format during
the publication submission process.
4

Following the small group meeting, participants completed a post-
pilot survey consisting of three Likert Scale questions and one open-
ended question to ascertain participants willingness to provide struc-
tured data as part of a publication submission process (Supplemental
Materials: Supplemental Excel File, Tab 3).

3. Results

Survey data are summarized to report the frequency of participant
responses while data indicating the time spent performing various pilot
tasks is averaged across all the responses received in units of minutes.
Narrative comments provided by participants are presented verbatim and
in full when noted (i.e., Table 5), or otherwise summarized (i.e., Table 7).
Participant narrative responses can be viewed in the non-summarized
form from the below supplemental materials (Supplemental Materials:
Supplemental Excel File). Table 1 summarizes information about the
study participants including their career or educational position, pilot
exercise tasks completed, and endpoints extracted.

The pilot study was based on 8 participants for which 7 of the eight
participants completed all tasks for this pilot. Four of the 8 participants
were senior scientists (associate dean or professor), 4 were graduate
students, and all had previously co-authored studies. Participants held
diverse expertise including biochemistry, neurodevelopmental toxi-
cology, microbiology, computational toxicology, biologist/behavioral
sciences, general toxicology and molecular and cellular neurotoxicology
and neurobiology. Most of the extracted endpoints were neurological in
nature and others included body weight, histopathology, fertility, and
biochemical responses (Table 1).

Table 2 presents participant Likert scale responses indicating their
willingness to consider structured data entry during the publication
process.

Overall, all participants completing the post-pilot survey agreed that
structured data entry during the journal submission process should be
explored, with most expressing moderate or strong agreement (Table 2),
although not necessarily for all types of articles.

Table 3 summarizes the time participants took to complete the
various pilot tasks as shown in the first column.

With respect to time spent completing pilot tasks, the process of ‘data
extraction’ required the most time, with participants averaging 83 min
per study. The time participants reported spending on ‘orientation’,
‘study evaluation’ and ‘reporting quality rating’ tasks averaged 65, 56
and 51 min respectively (Table 3). Of the 7 participants providing re-
sponses for time spent ‘receiving technical support’, 6 required extraction
assistance (beyond the assistance offered during orientation and for tool
access), by indicating more than 0 min were spent on this task. The range
for technical support received by the 6 participants reporting a time
greater than 0 min, is 10–180 min (a subset of Table 3 data not shown).

A summary of the technical assistance the team of study authors
provided to study participants is presented in Table 4.

Assistance offered for ‘getting started’ activities required an average
of 47 min ‘Getting started’ activities included assistance setting up
HAWC accounts, navigating the tool and providing emailed instructions
(etc.), while ‘extraction assistance’ offered help in setting up experi-
ments, animal groups (including those with several generations) and
endpoints.

Table 5 includes participant responses to their likely change in
conduct or the reporting of study details and quality in their future
research activities. It also includes the study authors’ assessment of these
qualitatively stated impacts as shown in Column 2.

Regarding the survey query on future research conduct and reporting
impacts due to the reporting checklist, 71%, or 5 out of 7 responses,
reflected positive resulting behaviors such as “[e]nsuring that my pub-
lished methods contain all of the elements on the checklist to minimize
risk of bias and maximize study quality”. The impact of 2 responses was
not clear. For the survey query related to the impact on future conduct or
reporting of study quality information, approximately 83%, or 5 out of 6



Table 1. Summary of study participants and selected studies.

Participant
Number

Educational
Status

Data
Extraction

Study
Evaluation

Task
Completion
Time

Post-Extraction &
Post-Pilot Survey

Selected Study and Extracted Endpoints

1 Associate dean X X X X Neurobehavioral –male rat; open field test for anxiety related behaviors;
oral exposure to Bisphenol A (BPA) (Study 1)

2 Graduate
student

X X X X Neuromuscular –male and female rat; escape latency to visible platform,
swimming speed; nicotine exposure via subcutaneous injection (Study 2)

3* Professor X X X X Developmental/Neurobehavioral – adult male and female zebrafish;
learning and memory (shock avoidance); exposed to benzo [a]pyrene via
water habitat (Study 3)

4 Professor X X Developmental/Neurobehavioral -weanling, male rat; Morris water
maze; spatial learning and memory; lactational exposure from maternal
dietary exposure to PCBs (Study 4)

5 Associate dean;
Professor

X X X X Systemic (whole body) – male mouse; body weight; 14-day, oral
exposure to valproic acid (Study 5)

6 Graduate
student

X X X X Systemic (whole body)– male rats; oxidative stress (as measured by
malondialdehyde (MDA) and hepatoxicity as measured by
histopathology) via subchronic, oral exposure to arsenic (Study 6)

7 Graduate
student

X X X X Systemic (whole body) –maternal and fetal weight change and placental
markers of oxidative stress from maternal dietary TCE exposure and fetal
placental exposure (Study 7))

8 Graduate
student

X X X X Developmental - Female reproduction and fertility: histopathology;
body, organ, and ovary weights; prenatal exposure to benzo [a]pyrene
and inorganic lead (Study 8)

Total n 7 8 8 7

* Participant performed two extractions (responses from the first extraction were used in the pilot results).

Table 2. Willingness to consider structured data entry during publication process.

Please use the scale below
to rate your agreement with
the statement (n ¼ 7)

I am open to using structured
data entry when submitting
articles for publication.

Given the potential application of
structured data entry, approaches to
implement this during the journal submission
process should continue to be explored.

My consideration of using structured
data entry depends on the type of article
being submitted for publication.

Strongly Agree 43% (n ¼ 3) 86% (n ¼ 6) 43% (n ¼ 3)

Moderately Agree 43% (n ¼ 3) 14% (n ¼ 1) 14% (n ¼ 1)

Agree 14% (n ¼ 1) 0% (n ¼ 0) 43% (n ¼ 3)

Neutral 0% (n ¼ 0) 0% (n ¼ 0) 0% (n ¼ 0)

Disagree 0% (n ¼ 0) 0% (n ¼ 0) 0% (n ¼ 0)

Moderately Disagree 0% (n ¼ 0) 0% (n ¼ 0) 0% (n ¼ 0)

Strongly Disagree 0% (n ¼ 0) 0% (n ¼ 0) 0% (n ¼ 0)
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the responses indicated positive changes in associated behaviors,
including “[b]eing specific about how data is blinded and randomized
(instead of just stating that it was done).” One response “[c]orrecting
errors and performing edits to the report could be made easier and
straightforward” was assessed as a negative impact as it may indicate the
process for making edits within the structure or tool, although possible,
was not readily clear.
Table 3. Participant self-reported time spent performing various pilot tasks.

Participants' Response to Time Spent Performing These
Various Tasks (in minutes)

n Average
(Min)

Range
(Min)

Orientation: account creation, becoming acquainted
with the HAWC software, watching tutorial videos, etc.

8 65 10–120

Data Extraction: summarizing study methods and
results into HAWC.

8 83 30–120

Receiving Technical Support: assistance required in
addition to orientation and team provided written
instructions (i.e., help with tool navigation, and rating
study and reporting quality, etc.

7 49 0–180

Study Evaluation: determining risk of bias 7 56 30–90

Reporting Quality: rating how well results were
reported and recorded within the study

7 51 30–90

5

Table 6 highlights participants’ direct experience with extracting
study data and information pertaining to the study evaluation (Supple-
mental Materials: Supplemental Excel File Tab 8).

In terms of ease of entering study data, most participants felt this data
extraction task was “easy” or “relatively easy” (5 of 7 participants), with
one person expressing a neutral response and another judging the task as
relatively difficult (Table 6).

With respect to future design and reporting, many participants
‘strongly or ‘somewhat’ agreed that completing the reporting quality
Table 4. Summary of Technical Assistance Provided by Team (throughout
duration of pilot).

Summary of Team Provided
Technical Assistance

n Average Time in
Minutes (Hours)

Range in Minutes
(Hours)

Getting started 8 47 min (0.78 h) 15–60 min
(0.25–1.0 h)

Data extraction assistance 4 38 min (0.63 h) 30–60 min
(0.5–1.0 h)

Study evaluation assistance 2 30 min (0.50 h) 30–30 min
(0.5–0.5 h)

Technical Assistance (provided after
the ‘getting started’ phase)

1 60 min (1 h) 60–60 (1.0–1.0 h)



Table 5. Participant responses describing Pilot's impact on future research activities (from post-extraction survey).

Impact Query Impact Participant Responses

What fields (if any) are you likely to change about the
way you conduct, or report future research based on
your experience with the reporting checklist used during this pilot?

Positive (71%)
(5 of 7 responses)

� “Ensuring that my published methods contain all of the elements on the
checklist to minimize risk of bias and maximize study quality.”

� “I will be sure to report all blinding/random selection methodologies in
future publications to increase transparency.”

� “Will think about making endpoint information as clear as possible.”
� “I am likely to provide more information about chemical purity validation,

animals, husbandry practices, and to provide data in a format that can be
extracted.”

� “Be mindful about title/abstract labels, methods details, about chemical
purity and origins, animal husbandry details, exposure duration/type/time
period, outcomes discussed in the methods are also reflected in the results/
discussion or at least summarized in a table”

Neutral (29%)
(2 of 7 responses)

� “The chemical and animal assurance. More information on how the animals
were assigned to a group/how bias was prevented”*

� “entering the outcome and navigating the interface (e.g., editing and
corrections)”

Negative (0%)
(0 of 7 responses)

� N/A

What fields (if any) are you likely to change about the way
you conduct or report research in the future based on your
experience with the study quality (internal validity) assessment
tool used during this pilot?

Positive (83%)
(5 of 6 responses)

� “Being specific about how data is blinded and randomized (instead of just
stating that it was done)”

� “I will be sure to thoroughly elaborate on all control groups used in
experiments, and why those controls were chosen.”

� “Will provide more details about randomization of animals when
publishing or reporting data.”

� “I am likely to provide more detail about randomization and blinding
during analysis”

� “For biases become more mindful of blinding and random sample
assignments, reporting, confounding/variable controls, reporting biases
that may occur, exposure methods sensitivity details”

Neutral (0%)
(0 of 6 responses)

� N/A

Negative (17%)
(1 of 6 responses)

� “Correcting errors and performing edits to the report could be made easier
and straightforward.”

* Reported after participant's 2nd extraction.

Table 6. Initial survey Likert scale results (from post-extraction survey).

Question/Response (n ¼ 7) Easy Relatively Easy Neutral Relatively Difficult Difficult

Rate your experience entering study data 29% (n ¼ 2) 43% (n ¼ 3) 14% (n ¼ 1) 14% (n ¼ 1) 0% (n ¼ 0)

Rate your experience performing a study
quality evaluation

43% (n ¼ 3) 43% (n ¼ 3) 14% (n ¼ 1) 0% (n ¼ 0) 0% (n ¼ 0)

Question/Response (n ¼ 7) Strongly Agree Somewhat Agree Neutral Somewhat Disagree Strongly Disagree

Completing the reporting quality checklist is
likely to impact my future research activities

57% (n ¼ 4) 29% (n ¼ 2) 0% (n ¼ 0) 0% (n ¼ 0) 14% (n ¼ 1)

Completing the study quality evaluation is
likely to impact my future research activities

57% (n ¼ 4) 14% (n ¼ 1) 14% (n ¼ 1) 0% (n ¼ 0) 14% (n ¼ 1)

I feel comfortable with applying the quality
checklist and study quality tool to my other research

57% (n ¼ 4) 29% (n ¼ 2) 14% (n ¼ 1) 0% (n ¼ 0) 0% (n ¼ 0)
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checklist (6 of 7) and study quality evaluation (5 of 7) will likely impact
the way they conduct and report forthcoming research, with most
expressing strong agreement (Table 6) and (Table 7).

Figure 2 is a heat map, summarizing how participants assessed
various study quality elements, aggregated across each of the 8 studies
evaluated by all participants plus the repeated extraction (for a total of
9). Of the 8 participants, 5 extracted data from their own study while 3
extracted data from studies by other authors (see Limitations and Future
Research for further discussion). Study authors prepared these visuals
from the extracted data participants entered into HAWC.

Overall, with one exception, most studies were considered ‘high’ or
‘medium’ confidence with most limitations occurring in the reporting
(i.e., selective reporting/attrition and results presentations), and blinding
assessment domains.

Table 7 summarizes participant responses gaging the ease or difficulty
in extracting data for various fields by listing the fields participants noted
as easy or difficult to extract and a tally indicating the total number of
6

times participants noted fields as easy or difficult to extract. Fields re-
ported as easy to extract include dose regimen or exposure, animal
husbandry, animal group and experiment set up, and outcome and end-
points. Such easy to extract fields accounted for approximately 65% (13
out of 20) of the total number of responses received for the query. Data
fields noted as difficult to extract included those pertaining to behavioral
and reproductive endpoints, outcomes, organ effect, and dose-response
data and accounted for 35% (7 out of 20) of the total number of re-
sponses received for this query (Supplemental Materials: Supplemental
Excel File Tab 10).

4. Discussion

We present three main themes for discussion in relation to our results:
willingness of participants to provide structured data; potential impact
on study design decisions by researchers; the arduousness of providing
structured data, from both the perspective of author and provider; and



Table 7. Easy and difficult data fields to extract.

Query: Which data field(s) did you
find easy to extract? Which field(s)
of data extraction did you find
problematic?

Participant Responses* Number of
Responses

Easy Fields to Extract 13

Data Summary: Participants
provided examples of easy fields to
extract which approximately
equalled 65% (13 out of 20) of the
total number of responses received
for this query.

Dose regimen/exposure 5

Animal husbandry 3

Animal group and experiment set
up

3

Outcome/endpoint 2

Difficult Fields to Extract 7

Data Summary: Participants also
provided details regarding fields
that were difficult to extract which
equalled 35% (7 out of 20) of the
total number of responses received
for this query.
Of the total number of fields
reported as difficult to extract (n ¼
7), 85.7% (6 of 7) were associated
with entering endpoint or outcome
details while 14.3% (1 of 7) were
associated with the dosing
regimen.

Behavioral endpoint because
there are many different types for
each task/difficult to enter data by
sex

1

Outcome 2

Endpoint details: not sure how to
enter data for system, organ effect
and sub-type; not sure what frank
effect means

1

Reproductive end point entry 1

Entering raw/dose response data
was challenging [Note:
participant had issues with
entering response data associated
with the dose]

1

Dosing regimen: not clear on how
to adjust doses; guess it may be
done at set up

1

20

* Reflects one or more responses indicated by a total of 7 participants.
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the limitations of our study. This is followed by a discussion of study
limitations and the impact of this pilot effort.

4.1. Willingness of participants to provide structured data

There was a general willingness among the study participants to
provide structured data, with 6 out of the 7 participants either strongly or
Figure 2. Participants Aggregated Study Evaluation Summary. * Participant did not
following link: https://hawc.epa.gov/summary/visual/assessment/100500015/Tabl
Supplemental Excel File Tab 1, Figure 5).

7

moderately agreeing with using structured data entry when submitting
articles for publication, and 7 out of the 7 strongly or moderately sup-
porting the exploration of applications and approaches for implementing
structured data as part of the journal submission process (see Table 5).
Only one of the 15 people who attended the kick-off meeting withdrew
because they disagreed in principle with the concept being investigated
in this pilot study. As this was a convenience sample of volunteers, it is
likely to represent only researchers with an existing interest in this issue;
however, the mere fact of anyone volunteering, plus the generally posi-
tive response of participants to the prospect of providing structured data
in future, suggests that at least a portion of the research community is
receptive to introduction of this practice.

4.2. Potential impact on study reporting and design decisions by
researchers

Five (5) out of the 6 participants stated that, based on the information
asked for in the templates used in this pilot study, they would likely
change how they report studies in future, providing more detailed in-
formation useful for third-party evaluation. Four (4) of 7 participants
reported that completing the reporting quality checklist and the study
quality evaluation would likely impact their future research activities,
increasing the likelihood of their introducing study design elements that
would result in more favourable ratings in subsequent study appraisal
processes. Again, being a convenience sample the generalizability of
these findings cannot be assumed; however, there does seem to be
grounds for believing that providing structured templates for study
reporting could have halo benefits in terms of improving the design of
future studies.

4.3. Arduousness of providing structured data

Five (5) out of the 7 participants stated that entering study data into a
formatted template was easy or relatively easy to perform. However, at
least on the first run-through, an average of approximately 3 h of tech-
nical support time was required (the one participant who performed the
exercise twice completed the second run in 2 h rather than 6 (Supple-
mental Materials: Supplemental Excel File, Tab 9). There were also
important differences in how easy participants found the reporting of
various data items, with 6 out of the 7 describing endpoints and outcomes
extract data from their own study. This heatmap can also be accessed from the
e-7-Participant-Aggregated-Study-Evaluation-Su/ and (Supplemental Materials:

https://hawc.epa.gov/summary/visual/assessment/100500015/Table-7-Participant-Aggregated-Study-Evaluation-Su/
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as difficult to report (qualitative feedback is shown in Table 7) - a finding
that is consistent with the experience of programs that routinely conduct
assessments such as EPA IRIS and other organizations (Mathes et al.,
2017) and from the conduct of systematic reviews (Ganju and Heyman,
2018; Mathes et al., 2017; Leeflang, 2008).

These findings suggest that while time commitments for support may
reduce over time, provision of initial support may be important, and its
absence may be an obstacle to large-scale use. If such support cannot be
provided, this may impact the willingness of researchers to use struc-
tured templates and/or lead to their incorrect use, limiting their po-
tential use and effectiveness. Focusing on providing template elements
that specifically address aspects that are difficult to report (e.g., inte-
grating controlled vocabularies and semantic elements into templates
that help authors correctly report information about their studies), may
be important for usability and gaining acceptance for using such
templates.

4.4. Limitations and Future Research

The main limitations of this pilot study are in its sampling strategy,
sample size, and focus on simple study designs. These all limit its
generalizability: we do not know how representative the sample popu-
lation (a convenience sample of volunteers) is of the broader research
population, although we did have representation from across career
stages; the sample is also small, so we do not know if the proportion of
responses we have in our sample would be reflected in a larger popula-
tion; in focusing on simple study designs, we do not know if researchers
would have the same degree of positive responses if they were presented
with more complex templates for complex study designs; nor do we know
how accurate researchers will be when applying templates to summarise
their own studies. Nonetheless, we believe our results at least justify
further examination of this topic, with larger studies from more back-
grounds and career stages, more detailed use-case development and
investigation, the development and testing of better template technology,
and the accuracy of self-extraction of summary data all being candidates
as valuable research.

5. Conclusions

Routine provision of structured data that summarizes key information
from research studies could reduce the amount of effort required for
reusing that data in the future, such as in systematic reviews or agency
scientific assessments, and may contribute to making research data more
FAIR. Our pilot study suggests that directly asking authors to provide that
data, via structured templates, may be a viable approach to achieving
this: participants were willing to do so, and the overall process was not
prohibitively arduous. We also found some support for the hypothesis
that use of study templates may have halo benefits in improving the
conduct and completeness of reporting of future research. While limita-
tions in the generalizability of our findings mean that the conditions of
success of templates cannot be assumed, further research into how such
templates might be designed and implemented does seem to have enough
chance of success that it ought to be undertaken.
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