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Multisensory GPS impact on spatial 
representation in an immersive 
virtual reality driving game
Laura Seminati1*, Jacob Hadnett‑Hunter1,2, Richard Joiner1 & Karin Petrini1,3

Individuals are increasingly relying on GPS devices to orient and find their way in their environment 
and research has pointed to a negative impact of navigational systems on spatial memory. We used 
immersive virtual reality to examine whether an audio–visual navigational aid can counteract the 
negative impact of visual only or auditory only GPS systems. We also examined the effect of spatial 
representation preferences and abilities when using different GPS systems. Thirty-four participants 
completed an IVR driving game including 4 GPS conditions (No GPS; audio GPS; visual GPS; audio–
visual GPS). After driving one of the routes in one of the 4 GPS conditions, participants were asked 
to drive to a target landmark they had previously encountered. The audio–visual GPS condition 
returned more accurate performance than the visual and no GPS condition. General orientation ability 
predicted the distance to the target landmark for the visual and the audio–visual GPS conditions, 
while landmark preference predicted performance in the audio GPS condition. Finally, the variability in 
end distance to the target landmark was significantly reduced in the audio–visual GPS condition when 
compared to the visual and audio GPS conditions. These findings support theories of spatial cognition 
and inform the optimisation of GPS designs.

The sense of orientation and the ability of constructing a unified spatial mental representation, or cognitive 
map of the environment, originates from navigation1,2. Navigation includes the process of accurately defining 
a person’s own position in the environment and the activity of planning, taking and following a route. Hence, 
navigation in space is a skill that human beings have developed for survival and has evolved over the years3. 
Currently, however, this skill is required less because of the use of GPS devices. The use of GPS systems to navi-
gate through space may have serious implications for an individual’s ability to create and develop rich mental 
spatial representations. Burnett and Lee4 underlined the risk of dependency on an external source of navigation 
information and of the importance of further investigation on the impact of GPS. Several studies have compared 
path learning using navigation assistance systems and mobile maps with paper maps or direct experience and 
have shown that paper maps provide better spatial knowledge and wayfinding performances5–7. Research com-
paring different types of spatial navigation technologies (mobile maps, augmented reality and voice) with no 
navigational aid have shown a poorer spatial knowledge acquisition when using spatial navigation technologies8. 
Finally, Ruginski et al.9 reported a negative association between long-term GPS use and mental rotation and 
perspective-taking abilities.

There are various reasons for these negative effects of GPS use5,10–13. First, GPS-based navigation is passive 
and thus does not require mental effort and control over action, impairing wayfinding performances (a cogni-
tive component of navigation)13,14. GPS use might also disengage people from their surrounding environment, 
which reduces users learning14. Second, assisted navigation affects attentional mechanisms by directing navi-
gator’s attention to the GPS device, rather than the surrounding environment12,15,16. For example, Hejtmánek 
et al.12 established that poor spatial acquisition was linked to the effect of GPS on people’s attention and not to 
individual differences in navigation cognitive skills. Moreover, Hejtmánek et al.12 showed that the amount of 
time spent using a GPS device negatively affected participant’s evaluation of their own navigation skills. Hence, 
navigational aids divide attention which impairs user’s learning of the environment10,11.

However, so far studies examining the effect of GPS and navigation aids on spatial cognition abilities have 
mostly focused on the effects of unisensory navigational aids. For example, research has shown the negative 
impacts of auditory aids on spatial information acquisition17 and demonstrated, in a population of patients with 
mild Alzheimer, how visual GPS (a mini display on the bonnet showing a directional arrow) are less effective 
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compared to audio instructions18. Finally, studies have shown that visual GPS’s has a greater negative impact on 
navigational performances and spatial acquisition compared to audio GPS12,15,16. Hence, examining multimodal 
GPS systems could assist in understanding whether receiving redundant spatial information from multiple 
channels may counteract the negative effects of single modality GPS on the creation of spatial representations, 
by reducing uncertainty19–21.

Research in the field has mostly relied on the use of driving simulators or desktop environments and used 
tasks such as virtual pointing or landmark recall and thus does not account for proprioception and self-motion. 
IVR, using, for example, head mounted displays (HMD), tends to avoid this issue by allowing users to navi-
gate the environment with proprioceptive (e.g., perceiving acceleration) and self-motion information as in real 
life21–25. Thus, IVR has expanded the potential of experimental design in spatial navigation and cognition, creat-
ing ecological paradigms by allowing the testing of participants in unfamiliar and complex environments, and 
effectively simulating self-motion. The advantage of IVR compared to desktop VR has been shown by studies 
which assessed that spatial knowledge acquired in IVR is comparable to knowledge acquired in real environments 
and can be transferred to real environments26,27. However, a possible adverse effect of IVR is motion sickness or 
visually induced motion sickness (VIMS), also known as cybersickness. Symptoms of sickness in IVR can include 
nausea, eye strain and dizziness and the causes can be linked to users, devices and stimulation characteristics28,29.

Navigation simulation studies have also shown the effectiveness of multisensory feedback, however currently 
we do not know whether receiving navigational aids from more than one sensory modality is beneficial for users, 
because it reduces sensory uncertainty as proposed by multisensory integration theories (e.g., Alais and Burr19; 
Ernst and Banks20). Multisensory stimuli have been used in the design of driving alert signals and research has 
shown that visual cues can be limited and counterproductive compared to auditory and tactile information30. 
Auditory and tactile signals permit a more rapid response than visual stimuli31 and are effective in drawing the 
user’s attention32, without significant attentional decrement33–35. Other studies have shown that integrating differ-
ent warning sensory cues was more effective than using the unimodal cues when avoiding collisions36, and that 
a multisensory navigation system utilising visual, auditory and tactile cues is more effective than a system with 
single visual or audio–visual cues37. In addition, it has been shown that navigation performance improves when 
both visual and auditory aids were presented together rather than in isolation38, and that higher level of efficacy 
can be achieved with multisensory feedback rather than with visual feedback when promoting eco-sustainable 
driving behaviour39. Park et al. 37 and Smyth38 focused on assessing performances during navigation, by observing 
how long participants took to respond to unexpected road events, and Pietra et al.39 assessed possible reductions 
in fuel consumption thanks to multisensory feedbacks. However, the effect of using a multisensory GPS system 
on the formation of a cognitive map and/or spatial navigation remains unclear.

Furthermore, it remains unclear how individual differences and preferences in spatial representation can affect 
the effective use of different GPS systems. In fact, the effects of different GPS systems on cognitive map forma-
tion and navigation abilities have been shown to depend on individual characteristics. For example, Baldwin40 
showed how individuals with survey wayfinding preference (representing the environment based on element 
locations and their relationships) and those with good spatial abilities benefitted from visual-map navigational 
aids, but only if provided in isolation from audio information. In contrast, individuals with route wayfinding 
preference (representing the environment as sequences of actions and landmark locations) or with low spatial 
abilities benefitted more from audio than visual information. In addition, experience in playing videogames 
can improve abilities involved during navigation, such as maintaining divided attention, visual acuity, contrast 
sensitivity and eye-hand motor coordination41. Previous studies have found a significant correlation between 
videogame experience and performance with many virtual tasks42,43, and it has been shown how experience with 
games with navigation and orientation tasks develops more efficient navigational strategies, due to practice41. 
Hence, individual differences in videogame experience could determine which type of GPS system would be 
more effective. Finally, effects of age and gender have been reported in relation to spatial information acquisi-
tion, performance in navigation tasks and IVR experience22,44–48. Given the relation between these individual 
differences and spatial navigation abilities it is important to consider them when assessing the effectiveness of 
different GPS modalities.

Hence, the present study used IVR to examine whether the use of a multisensory GPS system would coun-
teract the negative effects of using visual only or auditory only systems and to observe the relation between GPS 
type and individual preferences in spatial acquisition. Specifically, the impact of a multimodal GPS on partici-
pants’ spatial representation and wayfinding performance was compared to that of a single modality GPS and of 
no GPS by using an IVR driving game. No study to date has compared wayfinding performances with different 
sensory navigation aids with wayfinding performance without any navigation aids, the inclusion of this baseline 
condition in the present study allowed us to better understand the effects of the different GPS systems on spatial 
navigation and representation abilities.

Based on previous findings on multisensory feedbacks during navigation and effects of unimodal sensory 
navigational aids, we hypothesised that participants would show (1) higher accuracy and precision during naviga-
tion without a GPS system than with either a visual or auditory GPS. We also predicted that participants would 
show (2) higher accuracy and precision in the audio–visual GPS condition than either in the auditory or visual 
GPS condition. Finally, we predicted that (3) individual preferences for either survey or route wayfinding will 
predict the performance in visual and auditory GPS respectively, while the examination of the effects of other 
individual spatial abilities on the use of the different GPS systems remained exploratory.
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Methods
Design.  We used a within-subjects design with two factors: (i) GPS type (No GPS, audio GPS, visual GPS, 
and audio–visual GPS) and (ii) route (five different routes with different levels of complexity and length), to 
assess the effect of different types of GPS on spatial representation and consequent navigation performance. 
We also had a number of predictors (gender, age, virtual experience, general orientation, use of cardinal points, 
survey preference, landmark preference, route preference) to assess their contribution to participants naviga-
tion performance. The dependent variables were “end distance” error (distance in meters between the correct 
landmark location and the end location chosen by the participant), “variation in end distance” (how variable was 
the distance between the correct landmark and the location chosen by participants across the 5 different routes), 
“time” (time in seconds taken to get to the landmark), and “route deviation” (overall route deviation from the 
correct/learned encoding route).

Participants.  An a priori power analysis for an ANOVA repeated measures within-factors was carried out 
using G*Power 3.149 to estimate the required sample size. For the estimation we used a Cohen’s F of 0.25 (for a 
medium effect size), a level of power of 0.80, 1 group, 4 measurements, an alpha level of 0.05, and the adjust-
ment to “Effect size specification as in SPSS”. The minimum sample size returned 24 if sphericity was met (1 in 
G*power) and 29 for some deviation from sphericity (0.75 in G*power). For the Friedman’s non-parametric 
test the calculated sample size was of 34 (29 + 29 * 0.15 = 33.35 round up to 34). However, given the exploratory 
nature of the study and the possible dropouts, we decided to have a bigger sample than the one estimated by 
the power analysis. A total of 45 (20 females) participants were recruited for the study. Participants’ age varied 
between 21 and 45 years old (M = 28.7, SD = 5.80). They all had a driving license and at least 3 years driving 
experience. Ten out of 45 participants did not complete the study due to motion sickness and the data for one 
participant had to be excluded because of missing data.

Hence the data included in the analysis were from 34 participants (15 females), aged between 21 and 42 years 
old (M = 24.5, SD = 5.72). The participants were recruited through leaflets and press advertisements. They were 
mainly undergraduate students, postgraduate students, and staff from the University of Bath.

Apparatus and materials.  The virtual city (Fig. 1a) used in the present study was presented in a Unity 
application using 3D models available from the Unity Asset Store. The PC hardware used for the experiment was 
an Alienware Desktop PC with GTX 1080 Ti graphics cards and the experimental setting can be seen in Fig. 1b. 
The 3D city included the five target landmark buildings (see Fig. 1c–e for examples) used for the test phase of the 
study (each one of the five targets was used for a single route). Width and length of the city were approximately 
350 m and 400 m. As HMD we used the Oculus Rift CV1 (Oculus) that offered an immersive field of view of 
90° horizontally. See Fig. S1 in the supplemental material for details about HMD and screen resolution. Oculus 
Touch controls were used to control the car and drive in the virtual city. Forward and reverse acceleration were 
mapped to the left controller joystick and were position-dependent (i.e., pushing the joystick further forward 
increased acceleration). Steering wheel rotation was mapped to the roll rotation of the right-hand controller. In 
this way, moving and rotating the right hand along the circumference of the virtual steering wheel produced an 
equivalent steering rotation with a 1:1 steering ratio.

The Questionnaire on Spatial Representation, developed by Pazzaglia, Cornoldi and De Beni50 was used 
to assess individual differences and preferences of spatial representation’s cognitive styles. It is an 11 item self-
assessment questionnaire that measures different cognitive styles in spatial representation, general sense of direc-
tion, knowledge and use of cardinal points, and outdoor and indoor orientation ability organized in five factors. 
Factor 1 groups items on general sense of direction in open and closed environments (items 1, 2, 3c, 8, 9, 11), 
factor 2 represents the use of compass directions in orienting tasks (items 5, 6, 12), factor 3 represents preference 
for a survey representation of space (items 3c, 4a, 7a), factors 4 and 5 represent preference for landmark-centred 
(items 3b, 4c) and route spatial representation (items 3a, 4b), respectively (see Supplemental material). Scores 
are given on a Likert scale (from 1 = not at all to 5 = very good), with a reliability of 0.75 tested on a sample of 
285 undergraduate students50. Pazzaglia and Taylor51 used this questionnaire in a study similar to the present 
study by investigating spatial acquisition in a virtual environment.

Videogame experience was measured using simple yes–no responses concerning participants’ ability to play 
videogames and their familiarity with them (see Supplemental material).

Ethical approval.  The research received approval from the Department of Psychology Research Ethics 
Committee of the University of Bath (Ethics approval’s reference number: 19-072). All research was performed 
in accordance with relevant guidelines and informed consent was obtained from all participants (see Supple-
mental materials).

Consent to participate.  All participants gave their consent to take part in the experiment by signing the 
information and consent forms (see supplemental materials).

Consent for publication.  All participants gave their consent to use the data collected from the study by 
signing the information and consent forms.
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Procedure
Pilot tests.  Two different pilot studies with 3 participants each, aged between 27 and 30 years old (M = 28.1, 
SD = 1.16) were carried out to optimise the design and the task used in the main study. Due to the pilot studies, 
we selected five routes out of ten to use in the main experiments thus greatly shortening the task and reducing 
fatigue for the participants. We selected the five routes that most differed among the ten used in the pilot, and the 
judgements on the level of difference among the routes was based on differences in length, number of turns and 
landmarks, and on the criteria that they should not have had any overlap in trajectory (i.e., they should cover dif-
ferent parts of the city). The pilot studies were also used to caliberate the delivery time for the GPS instructions in 
the main study, to make sure participants could use the GPS information effectively during the encoding phase 
and minimise participant confusion. Please see Supplemental material for a full description of the pilot studies.

Experiment.  Participants were welcomed and accompanied to the Virtual Reality Lab where the task was 
explained and participants gave their consent to participate. Participants were asked a few questions about age, 
gender, videogame experience (i.e., participants were asked to answer yes or no based on their ability to play 
videogames and the level of familiarity with them) and to fill out the Questionnaire of Spatial representation50. 
The task was once again verbally explained to the participants and they were shown how to use the two Oculus 
Touch controllers to drive the car in the IVR city. Participants were finally reminded that they had the pos-
sibility of taking breaks, or withdraw from the study, informing the experimenter in case of fatigue or motion 
sickness. Participants could take breaks and for as long as needed, pausing the experiment between the trials. 
During the pause, participants could take the HMD off, drink water and/or relax. Participants wore the Oculus 
Rift and started the task sitting on a chair (see Fig. 1b). The whole experiment lasted 45–50 min (approximately 
10–15 min for completing the demographic information and the questionnaire and 30 min for completing navi-

Figure 1.   VR environment. (a) The top-down view of the IVR city environment with a route’s example (the 
route matches the trajectory in Fig. 2a). (b) The experimental setting. (c–e) Examples of target landmarks on 
the routes; “Police Station”, “Chinese Restaurant”, “Hospital” respectively. (f) Task representation and examples 
of participant’s view during the encoding and the test phase. In the example the participant was tested in the 
No GPS condition and was informed that the target he/she had to drive to at a later time was the police station 
(the route the participant drove through in this condition passed by the police station but did not stop there. 
During the test phase the participant was told by the screen to find the police station by driving in a blank city 
environment. To create Fig. 1. CorelDRAW 2020 (64-Bit) was used (https://​www.​corel​draw.​com/​en/​pages/​corel​
draw-​2020/).

https://www.coreldraw.com/en/pages/coreldraw-2020/
https://www.coreldraw.com/en/pages/coreldraw-2020/
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gational task). At the beginning of the task, the participants faced the virtual city environment from the virtual 
driver seat of a car.

The five different routes were randomly presented to each participant in each GPS condition (i.e., partici-
pants completed 20 trials overall: 4 GPS conditions × 5 routes/landmarks) and they had different lengths and 
difficulties. Some routes were longer than others, involving more complex navigations such as more turns, and 
containing more landmarks along them than others to maintain a high level of realism similarly to real-life city 
driving navigation. Each of the five routes started from a different start point in the city and the software selected 
them in a randomized order. In the audio, visual and audio–visual GPS conditions participants had to complete 
the routes following the GPS instructions and passing in front to a target landmark for each route. In the visual 
GPS condition participants could see a screen with a street map on the right of the steering wheel, that showed 
the car moving position on a 2D map (see Video 1 in the Supplemental material). They were requested to follow 
the arrow above the screen, which showed the direction of the route similarly to available GPS. As it can be seen 
in the video the GPS instructions slightly differed from those typically provided by a real GPS system, which 
usually delivers information about how far a turn is, and visually represents the entire path. However, with the 
city and road lengths being quite small, the relative distance between instruction and the required turn was not 
so small. Further, the driving speeds in the city were low, so making a turn soon after a GPS instruction was not 
difficult (participants had no issue in turning on time according to the pilot testing and observation during the 
experiment). In the audio GPS condition participants were informed of the route via audio cues. Participants 
were told to either “turn left”, “turn right”, or go “straight ahead” as they navigated the route. The audio cues were 
generated from an online text-to-speech resource with a British male voice profile. The visual GPS was not vis-
ible in this condition. In the audio–visual GPS condition both the visual GPS and the voice describing the route 
were available. Finally, in the No GPS condition participants did not drive and were sitting on the driving seat 
without control on the Oculus Touch controllers as if the car was driving on autopilot. No GPS was available to 
drive along the route as the participant was guided. This condition was chosen and developed based on the exist-
ing studies that used a driving VR experience to assess memory (e.g., Plancher et al.52). The No GPS condition 
was designed to simulate a self-driving car, where the participants actively experienced and see the route from 
a first-person perspective as in the other conditions but without the aid of a GPS system.

Each trial of the experiment comprised of an encoding phase and a subsequent test phase for every GPS 
condition and route. In the encoding phase, participants were driving through the 3D city following one out of 
five possible routes for one out of four possible GPS conditions in randomised order. Along each route of the 
encoding phase at least one target landmark was presented, and the participant was informed before starting the 
encoding phase which target landmark they would have to drive to at a later time during the test phase. Each 
encoding phase ended automatically; the endpoint of the five routes was pre-established in order to differentiate 
them for length, number of turns and number of landmarks. A screen before every encoding phase showed the 
name of the target landmark and the GPS condition (e.g., “No GPS / Police Station”, Fig. 1f).

In the test-phase, participants were placed again at the start point of the route and were asked to drive to the 
target landmark presented previously during the encoding route. Participants could not see the landmark they 
had to reach as they had to find their way based only on their formed spatial representation (i.e., through the 
formation of a cognitive map during the encoding phase; Petrini et al.21; Tcheang et al.24). For this reason, the 
IVR city was hidden and only the distant skyline was visible (Fig. 1f) in line with previous studies testing spatial 
knowledge acquisition and formation of cognitive maps in IVR by testing participants navigation performance 
in darkness21,24. If participants relied only on proprioceptive information when reforming the test phase and 
driving to the target landmark (i.e., if they considered only turns and distance travelled) then no difference in 
performance between the encoding GPS conditions would be found, as the five routes in each GPS condition 
contained the same number and type of turns and distances. When satisfied with the final location, that was 
supposed to be the location of the target landmark, participants had to press a button on the Oculus Touch. A 
screen before every test phase asked the participants to drive to the landmark, encountered during the encoding 
phase (e.g., “Find the Police Station”, Fig. 1f).

There was a practice phase before the real experiment to familiarise with the task, the environment and the 
controllers. During this practice phase all participants completed the trials (encoding phase and test phase) of 
the same route for all four GPS conditions and learned to effectively use the controllers. The practice was carried 
out in the same virtual city but using a different route from those used in the main experiment.

Data analysis.  Analyses were conducted in SPSS, “Statistical Package for Social Science”, (IBM SPSS Sta-
tistics 25). First, to decide which analysis was more appropriate we checked whether the data met or not the 
assumption of normal distribution and sphericity (see Supplement materials for details). The assumptions for a 
repeated measures ANOVA were not met for all these measures. Thus, to examine how different types of GPS 
affected participants’ navigation performances and spatial acquisition (hypothesis 1 and 2) we:

–	 collapsed the data across the five routes for “end distance” error, “time” and “route deviation” and carried 
out Friedman’s tests for all these measures with GPS conditions (No GPS, audio GPS, visual GPS, audio–
visual GPS) as within-subjects factor. For the variability in end distance error, we carried out a one-sample 
Wilcoxon test to compare the median of each GPS condition to the median of the No GPS condition and a 
paired-samples Wilcoxon’s test to compare the variability in the audio–visual GPS condition to that in the 
audio GPS and visual GPS condition.

And to examine the contribution of different individual differences and spatial representation preferences on 
participants’ performance under different GPS conditions (hypothesis 3 and exploratory analysis) we:
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–	 carried out a series of multiple linear regression analyses on the measures (end distance error, time and route 
deviation) that returned a significant effect of GPS in the previous analyses, with gender, age, videogame 
experience, general orientation, use of cardinal points, survey preference, landmark preference, route prefer-
ence as predictors.

Measures of “end distance” error (distance in meters between the correct landmark location and the end loca-
tion chosen by the participant), “time” (time in seconds spent to get to the landmark), “route deviation” (overall 
route deviation from the encoding route) were obtained from the test-phase to determine the level of accuracy 
in retracing the target landmark (see Fig. 2 for the representations of a participant’s performances). We utilized 
Dynamic Time Warping (DTW) as a measure of route deviation. DTW provides a measure of similarity between 
two temporal sequences. In this case, DTW provides a measure of similarity between the route participants 
encoded (were exposed to) during the learning phase of the experiment and the route they drove during the 
test phase, even if participants drove the route at different speeds and accelerations. DTW similarity scores were 
calculated using the FastDTW algorithm with Euclidean distance function53,54 in Python.

The variability (standard deviation) in “end distance” was also calculated for the different sensory conditions 
(audio, visual and audio–visual) to examine whether having more than one type of GPS in the audio–visual 

Figure 2.   Examples of a participant’s performances in the test phase for the five routes (a–e) for each GPS 
condition. The dotted line refers to the entire route used in the encoding phase; the red point refers to the target 
landmark of the route. (a) matches the route shown in Fig. 1a.
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condition reduced uncertainty when compared to audio only and visual only conditions19,20. Finally, we examined 
for any learning effects developed by participants during the experiment.

Results
Distance to landmark location.  The results of the Friedman’s test for “end distance” error (the distance 
between the target location and where participants stopped the car) returned a significant effect of “GPS condi-
tion”, χ2(3) = 10.80, p = 0.013, Kendall’s W = 0.106. Multiple comparisons between GPS conditions, Bonferroni 
corrected, returned a significant difference between no GPS condition (Mdn = 96.17, IQR = 54.64) and visual 
GPS condition (Mdn = 104.29, IQR = 27.26), p = 0.029 and between audio–visual (Mdn = 89.98; IQR = 39.77) and 
visual GPS condition p = 0.029 (Fig. 3, left panel). A series of multiple linear regression analyses were then run 
for all the predictors of interest (gender, age, virtual experience, general orientation, use of cardinal points, 
survey preference, landmark preference, route preference) with end distance error in each GPS condition as 
outcome. Using the enter method the multiple linear regression analysis for no GPS condition returned a non-
significant regression equation F(8, 25) = 1.39, p = 0.247, with an R2 of 0.303, while a significant regression equa-
tion was returned for audio GPS, F(8, 25) = 2.35, p = 0.049, with an R2 of 0.429, for visual GPS, F(8, 25) = 3.40, 
p = 0.009, with an R2 of 0.521, and for audio–visual GPS, F(8, 25) = 3.76, p = 0.005, with an R2 of 0.546. For the 
audio GPS condition only two of the predictors significantly predicted the end distance error, videogame expe-
rience (β = 0.50, t = 2.49, p = 0.020) and landmark preference (β = 0.38, t = 2.25, p = 0.034). For the visual GPS 
condition only one of the predictors significantly predicted the end distance error, Factor 1 of the Questionnaire 
on Spatial Representation50 on general sense of direction in open and closed environments that we labelled as 
“general orientation ability” (β = − 0.97, t = − 3.29, p = 0.003). Finally, for the audio–visual GPS condition only 
two predictors significantly predicted the end distance error, general orientation ability (β = − 0.84, t = − 2.92, 
p = 0.007) and route preference (β = 0.47, t = 2.49, p = 0.020).

Time to landmark location.  The results of the Friedman’s test for “time” (time taken by participants to 
arrive to the landmark location) returned a significant effect of “GPS condition”, χ2(3) = 14.82, p = 0.002. Multiple 
comparisons between GPS conditions, Bonferroni corrected, returned a significant difference between no GPS 

Figure 3.   Results of the performances and general orientation ability in the different conditions. The left top 
panel shows a boxplot for end distance error for the different GPS conditions. The central top panel shows a 
boxplot for the time participant took to arrive to the target landmark for the different GPS conditions. The 
right top panel shows a boxplot for the standard deviation for the end distance error in the different GPS 
conditions. The bottom left panel shows the relation between individual “general orientation ability” and “end 
distance” error in the visual GPS condition, the bottom middle panel shows the relation between individual 
“general orientation ability” and “end distance” error in the audio–visual GPS condition, and the bottom right 
panel shows the relation between individual “general orientation ability” and “variability” in end distance error 
(or standard deviation) in the audio–visual GPS condition. The red line in the boxplot represents the median 
and the box the interquartile range (IQR). Note: Friedman’s and Wilcoxon’s tests are carried out by comparing 
mean ranks between conditions, but we reported medians and IQRs as descriptive measures as they are more 
commonly reported for non-parametric tests. See supplemental material for measures of mean rank.
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(Mdn = 30.04, IQR = 11.05) and audio GPS (Mdn = 27.88, IQR = 6.34) condition (p = 0.016) and between no GPS 
and audio–visual GPS (Mdn = 27.85, IQR = 8.56) condition (p = 0.002; Fig. 3, middle panel). A series of multiple 
linear regression analyses were then run for all the predictors of interest (gender, age, virtual experience, general 
orientation, use of cardinal points, survey preference, landmark preference, route preference) with time in each 
GPS condition as outcome. Using the enter method the multiple linear regression analyses returned non-signif-
icant regression equations for all GPS conditions, F(8, 25) ≤ 1.36, p ≥ 0.261, with an R2 ≤ 0.303.

Route deviation from encoding route.  The results of the Friedman’s test for route deviation from 
encoding route returned a non-significant effect of “GPS condition”, χ2(3) = 0.18, p = 0.981. Hence, no further 
analyses were performed.

Variability in distance to landmark location.  We tested whether the “end-distance error” across the five 
routes was less variable when given both visual and audio GPS information than only visual or only audio GPS 
information, as we would expect based on the reduction in variability usually achieved when combining infor-
mation from more than one sense19–21. The results of the paired-samples Wicoxon’s test, Bonferroni corrected, 
returned a significant difference between audio (Mdn = 74.63, IQR = 43.57) and audio–visual (Mdn = 59.44, 
IQR = 35.05) GPS, Z = − 2.45, p = 0.028, r = 0.42, and between visual (Mdn = 69.14, IQR = 51.96) and audio–visual 
GPS, Z = − 2.49, p = 0.026, r = 0.43, i.e., having both audio and visual GPS did significantly reduce variability in 
performance (Fig. 3, top right panel). A one-sample Wilcoxon test, Bonferroni corrected, also showed that while 
visual GPS (Z = 2.16, p = 0.093) and audio–visual GPS (Z = 0.12, p = 0.905) did not significantly differ from the No 
GPS condition (Mdn = 58.40, IQR = 35.26), the audio GPS condition did significantly differ and its variation was 
higher than in the no GPS condition (Z = 2.50, p = 0.036, r = 0.43). A series of multiple linear regression analyses 
were then run for all the predictors of interest (gender, age, virtual experience, general orientation, use of cardi-
nal points, survey preference, landmark preference, route preference) with variability in end distance error for 
each GPS condition as outcomes. Using the enter method the multiple linear regression analyses returned only 
one significant regression equation for the audio–visual GPS condition, F(8, 25) = 3.71, p = 0.005, with an R2 of 
0.543, and similarly for the end distance error results only three predictors significantly predicted the variability 
in end distance error, general orientation ability (β = − 0.76, t = − 2.65, p = 0.014), landmark preference (β = 0.43, 
t = 2.81, p = 0.010), and route preference (β = 0.59, t = 3.11, p = 0.005). For all other GPS conditions no significant 
regression equation was found F(8, 25) ≤ 1.99, p ≥ 0.090, with an R2 ≤ 0.389.

Learning effect.  We examined whether there was any learning effect with increasing number of trials. 
We used regression analyses to examine whether “end-distance” error, “route deviation” and “time” decreased 
with practice. A linear regression was calculated to predict “end-distance” error based on the trial number and 
returned a significant regression equation F(1, 18) = 7.72, p = 0.012, with an R2 of 0.300 and β = − 0.55, thus 
showing an increase in accuracy in driving to the final target position with practice. Another linear regression 
was calculated to predict “time” based on the trial number and was significant F(1, 18) = 26.20, p < 0.001, with 
an R2 of 0.593 and β = − 0.77, thus showing that participants also took less time to drive to the target position 
with practice.

Discussion
Using an IVR driving game, we tested a group of adult participants on a wayfinding task to investigate the influ-
ence of GPS navigation aids on spatial representation. We specifically asked whether combining a visual and 
audio GPS would overcome the negative effect of visual only and audio only GPS previously found in literature. 
In addition, we tested whether individual differences in spatial abilities and preferences would determine the 
efficacy of the different GPS navigation aids. Consistent with previous findings, we observed that visual only 
GPS reduced the level of accuracy when driving to the target landmark and negatively affected navigational 
performances and the formation of a spatial representation. Audio–visual GPS, as expected, increased accuracy 
(reduced error) when driving to the target landmark compared to visual only GPS but did not differ from audi-
tory only GPS or without a GPS. Also, our results showed that in the audio–visual GPS condition the level of 
variability in performance was significantly reduced (i.e., precision in driving to the target increased) compared 
to both the visual only and auditory only GPS condition.

Our findings are consistent with those showing a benefit of multisensory driving alarms36 and multisensory 
aids during navigation in real time37,38,40. However, while Park et al. 37 and Smyth38 established the efficiency of 
audio–visual information during navigation, our study shows an improvement in cognitive spatial map creation 
when using audio–visual GPS rather than a visual only or auditory only GPS. Hence, using the two GPS guid-
ance methods together in our study did counteract the negative effect of using either GPS in isolation (especially 
compared to the visual GPS). However, it is unclear why using a multisensory GPS cancels out the previously 
found negative effects of single modalities GPS. It could be because it reduces the passive use of these aids13, 
or it reduces people disengagement from their surrounding environment14, or the GPS effects on attentional 
mechanisms12,15,16, or as we hypothesised because it helps to create a richer and more precise cognitive map of 
the environment and routes by reducing sensory uncertainty and the possibly cognitive load. Future studies 
could examine whether one of these explanations or all of them are behind the benefits of multisensory GPS aids.

However, the benefit of the audio–visual GPS in our study did not exceed that of not using a GPS. This lack 
of difference between the multisensory GPS condition and the condition without GPS could be explained by 
differences in control over the car and decision-making between these two conditions when learning the city 
layout55. During the encoding phase of our study, participants had no control and no-decision making in the 
condition without GPS, whereas in the multisensory GPS condition participants had no decision-making but did 
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have control. As control can be achieved by using local information rather than a spatial global representation55, 
the added control in the multisensory GPS condition could have negatively affected the formation of a spatial 
representation based on the driven route. This explanation is supported by a lack of difference between the two 
single modality GPS, which like the multisensory GPS condition had control but no decision making, and the 
condition without GPS. Hence, to examine whether the benefit provided by a multisensory GPS can exceed that 
of not using a GPS, a future study could have a condition with no GPS in which participants have control during 
the encoding phase rather than being passively guided. However, not having GPS aids significantly increased 
the time spent to reach the target landmark compared to when audio and audio–visual GPS instructions were 
available. Only visual GPS did not differ significantly from the condition with no GPS when considering the time 
taken to reach the target landmark. Hence, although an audio–visual GPS may not significantly improve the level 
of accuracy and precision in reaching a target landmark when compared to the condition with no GPS aid these 
results do suggest that an audio–visual GPS may significantly reduce the time to get to a chosen destination. 
Additionally, our condition without GPS is insightful because the use of autonomous driving vehicles is rapidly 
increasing, which potentially could have a negative impact on spatial acquisition56. Self-driving vehicles are likely 
to produce a degradation in spatial survey knowledge in people who drive frequently and do not usually ride as 
passengers56. However, as proposed by Qin and Karimi56, further controlled driving simulation’s experiments 
are needed to answer this question and to examine differences between supportive GPS devices and the use of 
autonomous driving vehicles in affecting spatial acquisition.

As expected, we also found some effects of individual differences on the formation of spatial representation 
and navigation performance. Individual “general orientation ability” increased with participants accuracy in 
driving to the target landmark, showing that participants with high level of general orientability were closer 
to the target landmark than participants with lower general orientation ability. This was especially evident for 
visual GPS and audio–visual GPS conditions. Furthermore, the distance to the target landmark for individu-
als that benefitted from the audio GPS was predicted by landmark-based orientation preference. These results 
support Baldwin’s40 theory that participants with good general orientation ability are better when using visual 
GPS than those with low general orientation ability, who generally prefer audio cues. Our results thus underline 
how visual GPS should be the least preferred option when the aim of the user and driver is to acquire a rich and 
useful mental representation or map of an unfamiliar environment (which will later allow the user to find their 
way with enhanced speed and accuracy in the same environment). Our results also suggest how GPS companies 
could include measures of orientation and spatial representation ability to their software settings to automatically 
determine a user profile and suggest the most beneficial GPS modality for that specific individual. Videogames 
experience significantly predicted the distance to the target landmark only in the audio GPS condition, suggesting 
that videogames experience helped processing auditory information57. This result differs from common find-
ings that show mainly benefits in visual task performances for people with videogame experience (e.g., Stewart 
et al.58). Future studies could better distinguish between videogame experts and non-expert by increasing the 
number of questions about videogame experience instead of a single yes/no question. For example, questions 
about the age at which participants started to play videogames, how frequently they play and how many hours 
a week they play could be used, as well as questions about videogames characteristics (e.g., type of graphics and 
sound features) to better understand the relation between videogame experience and the ability to process dif-
ferent sensory cues when using navigational aids.

Finally, our prediction of a learning effect was supported by a decrease in time taken to locate the target 
landmark and an increase in accuracy in locating the target landmark with number of trials. Indeed, previous 
research found that environmental knowledge increases with repetition, regardless of methods used13,59.

Limitations
Individuals using driving simulations often show symptoms of motion sickness (e.g., Yi et al.18), as do partici-
pants in IVR experiments60,61. In our study ten participants did not complete the experiment because of motion 
sickness, and this despite the six participants taking part to the pilot not reporting any motion sickness (even 
if the pilot was much longer than the main study). Based on precautions we normally use for IVR studies we 
included a practice phase before the experiment to habituate participants to the IVR environment and task. We 
also reduced the number of routes and target landmarks that we had previously planned to limit fatigue and we 
allowed participants to take breaks between the trials. Overall around 15 participants out of 34 took breaks—to 
drink water or just take the HMD off and relax for a few minutes—only four participants took more than one 
break. According to informal reports at the end of the experiment, no notable discomfort was reported by the 
thirty-four participants who finished the study. The majority of participants who did not complete the task 
because of motion sickness stopped quite early on during the study suggesting that these individuals were par-
ticularly sensitive to motion sickness. We can assume that high levels of motion sickness observed in our study 
occurred because of sensory-vestibular conflict62 as visual stimuli’s movement occurred without corresponding 
vestibular cues, given that participants were sitting on a chair while the car was moving. We know from previous 
studies that there are big individual differences in the amount of perceived discrepancy between self-motion and 
visual cues for the same IVR21, but according to informal reports from the participants, sensory-vestibular con-
flict generated dizziness, especially in the condition without GPS. However, we wanted to include the condition 
without GPS to have a baseline condition and to simulate autonomous driving vehicles, although an active no 
GPS condition could be tested in future studies to avoid the sensation of dizziness caused by the car’s autonomous 
movement. Motion sickness could also be related to low-resolution, hence future studies could use HMDs with 
higher resolution and overcome sensory-vestibular conflict using a driving motion simulator. Additionally a 
pre-screen to assess participants susceptibility to motion sickness could be conducted by using the Simulator 
Sickness Questionnaire63 or the Visually Induced Motion Sickness Susceptibility Questionnaire64.
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The small size of the IVR city and driving on the right-hand side of the road could also have been limitations 
of our study. The environment with right-hand driving and traffic orientation could have been unfamiliar to 
our participants from the UK who drive on the left-hand side of the road. However, the participants’ sample was 
composed by individuals from different countries, as many students and staff were not from UK. Furthermore, 
the city had no traffic or other vehicles moving and there were no restrictions to participants when driving. No 
participant showed or reported difficulty in driving during the task or reported finding the right-hand driving 
unfamiliar and difficult to navigate. Also, all participants underwent a short practice with four trials (one for 
each GPS condition) to familiarise with the task and IVR environment thus making sure there was a minimum 
level of familiarity with the right-hand driving for everyone. Finally, all participants took part in all the GPS 
conditions and thus the differences we found between GPS conditions cannot be accounted for by differences in 
familiarity with driving orientation among participants. Despite some differences between the GPS instructions 
used in the present study and those usually provided by real GPS systems, no participant reported difficulty 
in following the directions, as confirmed by the high level of precision found in the “route deviation” (overall 
route deviation from the correct/learned encoding route) and non-significant effect of the different GPS systems 
on this measure. Furthermore, participants reported that they formed a spatial map of the routes to then use 
during the testing phase. The size of the IVR city was also limited to the assets available to us when the study 
was developed and carried out and was similar to previous studies that used driving in a virtual city as a way to 
study memory52. However different city generation tools that have been recently released could create a larger 
city for future studies (e.g., Gaisbauer et al.65). A further limitation concerns the unrealistic steering wheel used 
in the study which was part of the IVR environment. The fact that participants had to control the car without 
a physical steering wheel and using their hands as acceleration and brake could have increased their cognitive 
load, thus affecting their responses. Future studies could use a more realistic steering ratio and use a steering 
wheel to simulate the navigation and increase the ecological validity of the study thus matching more closely the 
cognitive load in simulated and real driving situations.

Finally, whether our findings transfer to real life is unclear, thus future studies could test whether this mul-
tisensory benefit is present during real life navigation with different types of GPS systems. Specifically, the level 
of redundancy and congruency of audio–visual GPS systems could be examined to assess whether inducing a 
higher level of multisensory integration in the user could further enhance users’ performance and creation of a 
cognitive map. In our study we used two common types of audio and visual GPS (i.e., a voice guiding the driver 
and an arrow moving above a simplified map) which are different types of information that do not match in 
many ways (e.g., the information may arrive to the user at different times and may have different durations), 
thus limiting the effect of multisensory integration. One way to increase the match between the type of informa-
tion provided by the two signals could be to add to the visual GPS system a dynamic changing sound (similarly 
to what is employed in gaming when cars’ sounds are added in response to the driver behaviour) representing 
acceleration, deceleration, turns to left and right, which occurs in synch with changes to the arrow movements. 
Whether such integrated multisensory GPS system would further enhance navigation performance compared 
to less congruent audio–visual GPS aids and whether this benefit is dependent on drivers’ and users’ spatial ori-
entation preferences and abilities should be examined. The future studies we suggested would allow the creation 
of integrated multisensory navigation systems that exploit the ability of our brain to combine different sensory 
cues while taking into account individual differences and preferences in spatial representation.

Finally, while during the visual GPS condition participants could have ignored the visual information from 
the GPS and relied more on the visual information from the road, during the audio GPS condition participants 
may have been able to use the GPS information while focusing on the visual information from the road. This is 
plausibly what occurs when driving in real life using either visual and auditory GPS systems and thus we do not 
see this as a limitation but rather as an ecological difference between the two types of GPS that could be further 
examined in future.

Conclusion
GPS devices are an integral part of our life, they reduce the amount of time in reaching our destinations (e.g., by 
avoiding traffic jams) and help us to navigate in unfamiliar environments. Our study used an IVR environment 
to examine whether using a multisensory GPS when driving to a target location in a city could counteract the 
negative effects of using audio only or visual only GPS during navigation. We specifically examined how different 
types of GPS affects the formation of a spatial representation or cognitive map and the subsequent navigation 
performance based on it. We showed that using an audio–visual GPS does improve navigation accuracy and 
precision when compared to audio or visual GPS alone, however this benefit did not exceed the level of preci-
sion and accuracy obtained in the condition with no GPS (although the audio–visual GPS did reduce the time 
taken to reach the destination compared to when no GPS was available). Hence, using a multisensory GPS can 
be beneficial to improve navigation performance especially in current times where the majority of people rely 
on them, and asking them to not use these systems is not feasible.

Data availability
The datasets generated during and/or analysed during the current study are available from the corresponding 
author on reasonable request.

Received: 21 January 2022; Accepted: 30 March 2022



11

Vol.:(0123456789)

Scientific Reports |         (2022) 12:7401  | https://doi.org/10.1038/s41598-022-11124-9

www.nature.com/scientificreports/

References
	 1.	 Tolman, E. C. Cognitive maps in rats and men. Psychol. Rev. 55, 189–208 (1948).
	 2.	 Wolbers, T. & Hegarty, M. What determines our navigational abilities?. Trends Cogn. Sci. 14, 138–146 (2010).
	 3.	 Baroni, M. R. Psicologia ambientale. (Il Mulino, 2008).
	 4.	 Burnett, G. E. & Lee, K. The effect of vehicle navigation systems on the formation of cognitive maps (2005).
	 5.	 Ishikawa, T., Fujiwara, H., Imai, O. & Okabe, A. Wayfinding with a GPS-based mobile navigation system: A comparison with maps 

and direct experience. J. Environ. Psychol. 28, 74–82 (2008).
	 6.	 Münzer, S., Zimmer, H. D., Schwalm, M., Baus, J. & Aslan, I. Computer-assisted navigation and the acquisition of route and survey 

knowledge. J. Environ. Psychol. 26, 300–308 (2006).
	 7.	 Willis, K. S., Hölscher, C., Wilbertz, G. & Li, C. A comparison of spatial knowledge acquisition with maps and mobile maps. 

Comput. Environ. Urban Syst. 33, 100–110 (2009).
	 8.	 Huang, H., Schmidt, M. & Gartner, G. Spatial knowledge acquisition with mobile maps, augmented reality and voice in the context 

of GPS-based pedestrian navigation: Results from a field test. Cartogr. Geogr. Inf. Sci. 39, 107–116 (2012).
	 9.	 Ruginski, I. T., Creem-Regehr, S. H., Stefanucci, J. K. & Cashdan, E. GPS use negatively affects environmental learning through 

spatial transformation abilities. J. Environ. Psychol. 64, 12–20 (2019).
	10.	 Fenech, E. P., Drews, F. A. & Bakdash, J. Z. The effects of acoustic turn-by-turn navigation on wayfinding. Proc. Hum. Factors Ergon. 

Soc. Annu. Meet. 54, 1926–1930 (2010).
	11.	 Gardony, A. L., Brunyé, T. T. & Taylor, H. A. Navigational aids and spatial memory impairment: The role of divided attention. Spat. 

Cogn. Comput. 15, 246–284 (2015).
	12.	 Hejtmánek, L., Oravcová, I., Motýl, J., Horáček, J. & Fajnerová, I. Spatial knowledge impairment after GPS guided navigation: 

Eye-tracking study in a virtual town. Int. J. Hum.-Comput. Stud. 116, 15–24 (2018).
	13.	 Parush, A., Ahuvia, S. & Erev, I. Degradation in spatial knowledge acquisition when using automatic navigation systems, in Spatial 

Information Theory (eds. Winter, S., Duckham, M., Kulik, L. & Kuipers, B.) 238–254 (Springer, Berlin, Heidelberg, 2007).
	14.	 Leshed, G., Velden, T., Rieger, O., Kot, B. & Sengers, P. In-car gps navigation: Engagement with and disengagement from the 

environment. in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 1675–1684 (Association for 
Computing Machinery, 2008). https://​doi.​org/​10.​1145/​13570​54.​13573​16.

	15.	 Jensen, B. S., Skov, M. B. & Thiruravichandran, N. Studying driver attention and behaviour for three configurations of GPS 
navigation in real traffic driving. in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 1271–1280 
(Association for Computing Machinery, 2010).

	16.	 Kun, A. L. & Paek, T. Glancing at personal navigation devices can affect driving: Experimental results and design implications. 8 
(2009).

	17.	 Gardony, A. L., Brunyé, T. T., Mahoney, C. R. & Taylor, H. A. How navigational aids impair spatial memory: Evidence for divided 
attention. Spat. Cogn. Comput. 13, 319–350 (2013).

	18.	 Yi, J., Lee, H.C.-Y., Parsons, R. & Falkmer, T. The effect of the global positioning system on the driving performance of people with 
mild Alzheimer’s disease. Gerontology 61, 79–88 (2015).

	19.	 Alais, D. & Burr, D. The ventriloquist effect results from near-optimal bimodal integration. Curr. Biol. 14, 257–262 (2004).
	20.	 Ernst, M. O. & Banks, M. S. Humans integrate visual and haptic information in a statistically optimal fashion. Nature 415, 429–433 

(2002).
	21.	 Petrini, K., Caradonna, A., Foster, C., Burgess, N. & Nardini, M. How vision and self-motion combine or compete during path 

reproduction changes with age. Sci. Rep. 6, 29163 (2016).
	22.	 Diersch, N. & Wolbers, T. The potential of virtual reality for spatial navigation research across the adult lifespan. J. Exp. Biol. 222, 

jeb187252 (2019).
	23.	 Jabbari, Y., Kenney, D. M., von Mohrenschildt, M. & Shedden, J. M. Vestibular cues improve landmark-based route navigation: A 

simulated driving study. Mem. Cognit. https://​doi.​org/​10.​3758/​s13421-​021-​01181-2 (2021).
	24.	 Tcheang, L., Bulthoff, H. H. & Burgess, N. Visual influence on path integration in darkness indicates a multimodal representation 

of large-scale space. Proc. Natl. Acad. Sci. 108, 1152–1157 (2011).
	25.	 Waller, D. & Greenauer, N. The role of body-based sensory information in the acquisition of enduring spatial representations. 

Psychol. Res. 71, 322–332 (2007).
	26.	 Dong, W. et al. Wayfinding behavior and spatial knowledge acquisition: Are they the same in virtual reality and in real-world 

environments? Ann. Am. Assoc. Geogr. (2021). https://​doi.​org/​10.​1080/​24694​452.​2021.​18940​88.
	27.	 Hejtmanek, L., Starrett, M., Ferrer, E. & Ekstrom, A. D. How much of what we learn in virtual reality transfers to real-world naviga-

tion?. Multisensory Res. 33, 479–503 (2020).
	28.	 LaViola, J. J. A discussion of cybersickness in virtual environments. ACM SIGCHI Bull. 32, 47–56 (2000).
	29.	 Davis, S., Nesbitt, K. & Nalivaiko, E. A systematic review of cybersickness. in Proceedings of the 2014 Conference on Interactive 

Entertainment 1–9 (ACM, 2014). https://​doi.​org/​10.​1145/​26777​58.​26777​80.
	30.	 Spence, C. & Ho, C. Multisensory warning signals for event perception and safe driving. Theor. Issues Ergon. Sci. https://​doi.​org/​

10.​1080/​14639​22070​18167​65 (2008).
	31.	 Nelson, R. J., McCandlish, C. A. & Douglas, V. D. Reaction times for hand movements made in response to visual versus vibratory 

cues. Somatosens. Mot. Res. 7, 337–352 (1990).
	32.	 Ho, C., Tan, H. Z. & Spence, C. Using spatial vibrotactile cues to direct visual attention in driving scenes. Transp. Res. Part F Traffic 

Psychol. Behav. 8, 397–412 (2005).
	33.	 Liu, Y.-C. Comparative study of the effects of auditory, visual and multimodality displays on drivers’ performance in advanced 

traveller information systems. Ergonomics 44, 425–442 (2001).
	34.	 Spence, C. & Driver, J. Audiovisual links in exogenous covert spatial orienting. Percept. Psychophys. 59, 1–22 (1997).
	35.	 Spence, C. & Read, L. Speech shadowing while driving: On the difficulty of splitting attention between eye and ear. Psychol. Sci. 

14, 251–256 (2003).
	36.	 Ho, C., Reed, N. & Spence, C. Multisensory in-car warning signals for collision avoidance. Hum. Factors 49, 1107–1114 (2007).
	37.	 Park, E., Kim, K. J. & Kwon, S. J. Evaluation of automobile navigation systems with multisensory information channels. Behav. Inf. 

Technol. 36, 1014–1019 (2017).
	38.	 Smyth, C. C. Sensitivity of subjective questionnaires to cognitive loading while driving with navigation aids: A pilot study. Aviat. 

Space Environ. Med. 78, B39–B50 (2007).
	39.	 Pietra, A. et al. Promoting eco-driving behavior through multisensory stimulation: a preliminary study on the use of visual and 

haptic feedback in a virtual reality driving simulator. Virtual Real. https://​doi.​org/​10.​1007/​s10055-​021-​00499-1 (2021).
	40.	 Baldwin, C. L. Individual differences in navigational strategy: Implications for display design. Theor. Issues Ergon. Sci. 10, 443–458 

(2009).
	41.	 Murias, K., Kwok, K., Castillejo, A. G., Liu, I. & Iaria, G. The effects of video game use on performance in a virtual navigation task. 

Comput. Hum. Behav. 58, 398–406 (2016).
	42.	 Rodriguez-Andres, D., Mendez-Lopez, M., Juan, M.-C. & Perez-Hernandez, E. A virtual object-location task for children: Gender 

and videogame experience influence navigation; age impacts memory and completion time. Front. Psychol. (2018).

https://doi.org/10.1145/1357054.1357316
https://doi.org/10.3758/s13421-021-01181-2
https://doi.org/10.1080/24694452.2021.1894088
https://doi.org/10.1145/2677758.2677780
https://doi.org/10.1080/14639220701816765
https://doi.org/10.1080/14639220701816765
https://doi.org/10.1007/s10055-021-00499-1


12

Vol:.(1234567890)

Scientific Reports |         (2022) 12:7401  | https://doi.org/10.1038/s41598-022-11124-9

www.nature.com/scientificreports/

	43.	 Shane, M. D., Pettitt, B. J., Morgenthal, C. B. & Smith, C. D. Should surgical novices trade their retractors for joysticks? Videogame 
experience decreases the time needed to acquire surgical skills. Surg. Endosc. 22, 1294–1297 (2008).

	44.	 Iaria, G., Palermo, L., Committeri, G. & Barton, J. J. S. Age differences in the formation and use of cognitive maps. Behav. Brain 
Res. 196, 187–191 (2009).

	45.	 Lawton, C. A. Gender, Spatial abilities, and wayfinding. in Handbook of gender research in psychology: Volume 1: Gender research 
in general and experimental psychology (eds. Chrisler, J. C. & McCreary, D. R.) 317–341 (Springer, New York, 2010). https://​doi.​
org/​10.​1007/​978-1-​4419-​1465-1_​16.

	46.	 Lawton, C. A. & Kallai, J. Gender differences in wayfinding strategies and anxiety about wayfinding: A cross-cultural comparison. 
Sex Roles 47, 389–401 (2002).

	47.	 Li, A. W. Y. & King, J. Spatial memory and navigation in ageing: A systematic review of MRI and fMRI studies in healthy partici-
pants. Neurosci. Biobehav. Rev. 103, 33–49 (2019).

	48.	 Taillade, M. et al. Executive and memory correlates of age-related differences in wayfinding performances using a virtual reality 
application. Aging Neuropsychol. Cogn. 20, 298–319 (2013).

	49.	 Faul, F., Erdfelder, E., Lang, A.-G. & Buchner, A. G*Power 3: A flexible statistical power analysis program for the social, behavioral, 
and biomedical sciences. Behav. Res. Methods 39, 175–191 (2007).

	50.	 Francesca P., Cesare C., & De Beni Rossana. Differenze individuali nella rappresentazione dello spazio e nell’abilità di orientamento: 
presentazione di un questionario autovalutativo. GP 627–0 (2000). https://​doi.​org/​10.​1421/​310.

	51.	 Pazzaglia, F. & Taylor, H. A. Perspective, instruction, and cognitive style in spatial representation of a virtual environment. Spat. 
Cogn. Comput. 7, 349–364 (2007).

	52.	 Plancher, G., Tirard, A., Gyselinck, V., Nicolas, S. & Piolino, P. Using virtual reality to characterize episodic memory profiles in 
amnestic mild cognitive impairment and Alzheimer’s disease: Influence of active and passive encoding. Neuropsychologia 50, 
592–602 (2012).

	53.	 Salvador, S. & Chan, P. Toward accurate dynamic time warping in linear time and space. Intell. Data Anal. 11, 561–580 (2007).
	54.	 Kazuaki Tanida. fastdtw: Dynamic time warping (DTW) algorithm with an O(N) time and memory complexity.
	55.	 Bakdash, J. Z., Linkenauger, S. A. & Proffitt, D. Comparing decision-making and control for learning a virtual environment: 

Backseat drivers learn where they are going. Proc. Hum. Factors Ergon. Soc. Annu. Meet. 52, 2117–2121 (2008).
	56.	 Qin, Y. & Karimi, H. A. Spatial knowledge acquisition for cognitive maps in autonomous vehicles, in Engineering psychology and 

cognitive ergonomics. Cognition and Design (eds. Harris, D. & Li, W.-C.) 384–397 (Springer, Berlin, 2020). https://​doi.​org/​10.​1007/​
978-3-​030-​49183-3_​30.

	57.	 Powers, K. L., Brooks, P. J., Aldrich, N. J., Palladino, M. A. & Alfieri, L. Effects of video-game play on information processing: A 
meta-analytic investigation. Psychon. Bull. Rev. 20, 1055–1079 (2013).

	58.	 Stewart, H. J., Martinez, J. L., Perdew, A., Green, C. S. & Moore, D. R. Auditory cognition and perception of action video game 
players. Sci. Rep. 10, 14410 (2020).

	59.	 Zhang, H., Zherdeva, K. & Ekstrom, A. D. Different, “routes” to a cognitive map: dissociable forms of spatial knowledge derived 
from route and cartographic map learning. Mem. Cognit. 42, 1106–1117 (2014).

	60.	 Akiduki, H. et al. Visual-vestibular conflict induced by virtual reality in humans. Neurosci. Lett. 340, 197–200 (2003).
	61.	 Munafo, J., Diedrick, M. & Stoffregen, T. A. The virtual reality head-mounted display Oculus Rift induces motion sickness and is 

sexist in its effects. Exp. Brain Res. 235, 889–901 (2017).
	62.	 Bertolini, G. & Straumann, D. Moving in a moving world: a review on vestibular motion sickness. Front. Neurol. (2016).
	63.	 Kennedy, R. S., Lane, N. E., Berbaum, K. S. & Lilienthal, M. G. Simulator sickness Questionnaire: An enhanced method for quan-

tifying simulator sickness. Int. J. Aviat. Psychol. 3, 203–220 (1993).
	64.	 Keshavarz, B., Saryazdi, R., Campos, J. L. & Golding, J. F. Introducing the VIMSSQ: Measuring susceptibility to visually induced 

motion sickness. Proc. Hum. Factors Ergon. Soc. Annu. Meet. 63, 2267–2271 (2019).
	65.	 Gaisbauer, W., Prohaska, J., Schweinitzer, U. & Hlavacs, H. Endless City Driver: Procedural Generation of Realistic Populated 

Virtual 3D City Environment. in Augmented Reality and Virtual Reality: Changing Realities in a Dynamic World (eds. Jung, T., tom 
Dieck, M. C. & Rauschnabel, P. A.) 171–184 (Springer, Berlin, 2020). https://​doi.​org/​10.​1007/​978-3-​030-​37869-1_​15.

Author contributions
K.P., R.J., J.H.-H. and L.S. developed and refined the study idea. J.H.-H. developed and programmed the virtual 
environment and task under K.P. supervision. L.S. piloted the task and tested participants under K.P. supervision. 
All authors contributed to the writing of the paper.

Funding
The Research was funded by a small grant from the Department of Psychology Research Committee, University 
of Bath. KP’s research is partly funded by the Centre for the Analysis of Motion, Entertainment Research and 
Applications (CAMERA 2.0; EP/T022523/1).

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://​doi.​org/​
10.​1038/​s41598-​022-​11124-9.

Correspondence and requests for materials should be addressed to L.S.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

https://doi.org/10.1007/978-1-4419-1465-1_16
https://doi.org/10.1007/978-1-4419-1465-1_16
https://doi.org/10.1421/310
https://doi.org/10.1007/978-3-030-49183-3_30
https://doi.org/10.1007/978-3-030-49183-3_30
https://doi.org/10.1007/978-3-030-37869-1_15
https://doi.org/10.1038/s41598-022-11124-9
https://doi.org/10.1038/s41598-022-11124-9
www.nature.com/reprints


13

Vol.:(0123456789)

Scientific Reports |         (2022) 12:7401  | https://doi.org/10.1038/s41598-022-11124-9

www.nature.com/scientificreports/

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© Crown 2022

http://creativecommons.org/licenses/by/4.0/

	Multisensory GPS impact on spatial representation in an immersive virtual reality driving game
	Methods
	Design. 
	Participants. 
	Apparatus and materials. 
	Ethical approval. 
	Consent to participate. 
	Consent for publication. 

	Procedure
	Pilot tests. 
	Experiment. 
	Data analysis. 

	Results
	Distance to landmark location. 
	Time to landmark location. 
	Route deviation from encoding route. 
	Variability in distance to landmark location. 
	Learning effect. 

	Discussion
	Limitations
	Conclusion
	References


