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Introduction

SARS-CoV-2 was first identified in Wuhan, China, in 
December 2019. The World Health Organization (WHO, 
2022) has since reported over 600 million cumulative glob-
ally confirmed cases and over 6.4 million confirmed deaths 
as of 4 September 2022. In a global effort to reduce COVID-
19-related hospitalizations and deaths, many vaccines were 
developed and have been shown to be highly effective in pre-
venting and reducing the severity of the disease (Centers for 
Disease Control and Prevention [CDC], 2022c). However, 
COVID-19 vaccine acceptance rates vary greatly regionally. 
A systematic review of peer-reviewed surveys shows that the 
acceptance rate of COVID-19 vaccines in some countries in 
the Middle East, Europe, Africa, and Russia is under 60% 
(Sallam, 2021). What is particularly problematic is that even 
in countries with an abundance of freely available COVID-
19 vaccines, there is a persistently high prevalence of vac-
cine hesitancy. For instance, while most of the US population 
who is eligible (i.e., 5 years or older) has been vaccinated 
with at least one dose (83.8% as of 7 September 2022), 

vaccine hesitancy is estimated to be as high as 26.7% in cer-
tain areas of the country (CDC, 2022a, 2022b).

Vaccine hesitancy is described as a “delay in acceptance or 
refusal of vaccination despite availability of vaccination ser-
vices” (McDonald & SAGE Working Group on Vaccine 
Hesitancy, 2015). A leading cause of decline in vaccine cover-
age and outbreaks of vaccine preventable diseases, vaccine 
hesitancy burdens the healthcare system and health of the pop-
ulation (Hotez et al., 2020; Omer et al., 2012). Because of this, 
vaccine hesitancy has been named one of the top 10 global 
health threats (WHO, 2019). Vaccine hesitancy is a spectrum of 
beliefs, rather than a single one, stemming from doubtfulness 
toward vaccines. On one end of the spectrum are those who are 
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generally cautious about vaccination, mostly due to inconclu-
sive or conflicting research evidence that is presented to them 
on the efficacy and safety of vaccines. On the other end are 
those individuals who believe in various conspiracy theories 
and may even participate in anti-vaccination protests. While 
the phenomenon of vaccine hesitancy is not unique to COVID-
19 vaccines, its presence and impact are especially concerning 
during the ongoing COVID-19 pandemic.

Social media platforms, particularly those with large user 
bases, are most culpable of spreading vaccine-related misin-
formation that may contribute to vaccine hesitancy. In 2019, 
about 31 million people followed anti-vaccine groups on 
Facebook, generating as much as US$989 million in revenue 
for Meta (Center for Countering Digital Hate, 2020). 
Vaccine-related misinformation on social media reduces 
public confidence in vaccines, leading to vaccine hesitancy 
(Carrieri et  al., 2019; Pan American Health Organization, 
2021). For example, in a randomized control trial, vaccine 
intent in participants in the United Kingdom and the United 
States declined by 6.2% and 6.4%, respectively, when 
exposed to social media posts containing COVID-19 vac-
cine–related misinformation (Loomba et al., 2021). In fact, 
those who relied the most on social media for information 
during the pandemic were more hesitant to get vaccinated 
(Lazer et  al., 2021). In another study, parents who were 
exposed to vaccine-related misinformation on Facebook 
were 1.6 times more likely to perceive vaccines as unsafe 
(Tustin et al., 2018). Furthermore, between 5% and 30% of 
vaccine refusals in countries like the United States are esti-
mated to be caused by vaccine-related misinformation. These 
refusals have caused approximately $50–$300 million worth 
of total estimated harm every day since May 2021 (Bruns 
et al., 2021).

COVID-19 vaccine–related misinformation has been 
shared widely since the start of the pandemic. In fact, claims 
about COVID-19 vaccines started circulating even before 
clinical trials of COVID-19 vaccines had begun, and have 
been on the rise since (Gruzd & Mai, 2021). Vaccine-related 
misinformation can take many forms. For instance, 
YouTube’s Vaccine Misinformation policy recognizes and 
acts on the following types of vaccine-related misinforma-
tion (Google, 2021):

•• Vaccine safety: content alleging that vaccines cause 
chronic side effects, outside of rare side effects that 
are recognized by health authorities;

•• Efficacy of vaccines: content claiming that vaccines 
do not reduce transmission or contraction of disease;

•• Ingredients in vaccines: content misrepresenting the 
substances contained in vaccines.

Similarly, Meta’s Community Standards include established 
guidelines on the removal of false claims that may discour-
age vaccination, including the following (Meta, 2022):

•• Claims that contribute to vaccine rejection (e.g., 
COVID-19 vaccines do not exist, are not approved by 
the FDA);

•• Claims about the safety of COVID-19 vaccines 
(e.g., COVID-19 vaccines can kill you, lead to birth 
defects);

•• Claims about the efficacy of COVID-19 vaccines 
(e.g., they increase the likelihood of getting sick);

•• Claims about the development of the vaccine (e.g., 
they contain toxic ingredients, they are untested).

The definitions of vaccine-related misinformation used by 
both platforms include claims consistent with an anti-vac-
cine stance. This approach to defining vaccine misinforma-
tion is in line with the academic literature on this topic. For 
example, Amith and Tao (2018) developed the Vaccine 
Misinformation Ontology (VAXMO) where they placed the 
Anti-Vaccination Information concept as a subclass of the 
main Misinformation class. In turn, the Anti-Vaccination 
Information concept included the following subclasses: 
Vaccine Inefficacy, Alternative Medicine, Civil Liberties, 
Conspiracy Theories, Falsehoods, and Ideological. Similarly, 
in the work by Loomba et al. (2021), the researchers defined 
COVID-19 vaccine–related misinformation as “information 
questioning the importance or safety of a vaccine.” As such, 
for the rest of the article we use the term vaccine-related mis-
information to refer to anti-vaccine claims like those listed 
above.

In the current work, we examine the role of social media 
platforms in exposing people to COVID-19 vaccine–related 
misinformation through videos on Facebook and YouTube—
the two largest social media platforms in terms of user base 
and monthly total watch time (DataReportal, 2022). To study 
the potential level of exposure, we model a uni-directional 
information-sharing pathway shown in Figure 1: from when 
(1) a Facebook user encounters a vaccine-related post with a 
YouTube video, (2) follows this video to YouTube, and then 
(3) sees a list of related videos automatically recommended 
by YouTube. We are interested in examining this informa-
tion-sharing pathway (from Facebook to YouTube’s recom-
mendations) because, on one hand, as discussed in section 
“Facebook,” Facebook is frequently used to share YouTube 
videos; on the other, automated recommendations are a sig-
nificant driver of watch time on YouTube (Solsman, 2018; 
Zhou et al., 2010, 2016).

By examining what vaccine-related content is shared on 
Facebook and what additional vaccine-related videos are 
potentially recommended after viewing this content on 
YouTube, this article addresses an important gap in the litera-
ture on vaccine hesitancy and social media, as only 11% of 
the papers published in this area reviewed multiple social 
media platforms, with the majority of them (64%) examining 
“how do people talk about vaccines” as opposed to assessing 
the level of exposure to such content (Neff et al., 2021).
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Building on previous work that investigated the spread of 
vaccine-related misinformation on YouTube through video 
recommendations (Abul-Fottouh et  al., 2020; Song & 
Gruzd, 2017; Tang et al., 2021), we contribute to the schol-
arship by starting with the examination of Facebook posts to 
discover vaccine-related “seed” videos that social media 
users might be exposed to, and then using these “seed” vid-
eos to find related videos as recommended by YouTube’s 
Application Programming Interface (API) for developers. 
We chose Facebook as a starting point because this platform 
has been implicated as one of the main sources of YouTube 
videos containing vaccine-related misinformation (Knuutila 
et al., 2020).

This cross-sectional study differs from previous work in 
this area as data were collected during the first wave of the 
COVID-19 pandemic in June 2020. During this time, 
COVID-19 vaccines in development were still undergoing 
human trials. As a result, the efficacy of these vaccines was 
still unknown, which gave rise to misinformation and con-
spiracy theories on this topic. Coupled with the fact that dur-
ing this period social media users were exposed to an excess 
of conflicting vaccine-related information and misinforma-
tion, the phenomenon known as “infodemic,” this makes it 
especially challenging to differentiate between facts and lies 
(Gruzd et al., 2021; Tangcharoensathien et al., 2020).

While the data for this study were collected in 2020, the 
findings are still relevant today. This is because even though 

many social media platforms have vowed to fight COVID-19 
misinformation, there are still many gaps in their misinforma-
tion policies, creating opportunities for vaccine-related misin-
formation to proliferate, as this study will demonstrate. These 
trends are largely driven by anti-vaccine groups, who find 
creative ways to bypass social media platform’s automated 
labeling and manual fact-checking. Moreover, while we study 
misinformation related to COVID-19 vaccines here, our find-
ings are relevant to vaccine misinformation in general.

Facebook and YouTube as Vectors of 
Vaccine-Related Misinformation

Social media platforms have emerged as major vectors of 
vaccine-related misinformation (Burki, 2020; Lou & 
Ahmed, 2019). In this section, we will discuss the role of 
two most popular social media platforms, Facebook and 
YouTube (Statista, 2021), in the spread of vaccine-related 
misinformation.

Facebook

While Facebook is the largest social media platform in the 
world, it is also one of the biggest sources of vaccine-related 
misinformation online (Silverman, 2016; Travers, 2020). Meta, 
the company behind Facebook, Instagram, and WhatsApp, has 
taken a number of steps to address COVID-19 misinformation 

Figure 1.  Social media user’s information journey: from encountering a video link on Facebook to viewing related videos on YouTube.
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on its many platforms (Burki, 2020). One of the first steps the 
company took was to redirect users who encountered a COVID-
19-related post to evidence-based information from the WHO 
and other health authorities (Jin, 2020). In October 2020, 
Facebook banned anti-vaccine advertisements (Brandom, 
2020). A few months later in December 2020, the company 
announced they would increase efforts to remove COVID-19 
vaccine–related misinformation from the platform and pro-
mote public health messaging for COVID-19 vaccines (Jin, 
2020). Despite these efforts, it has been reported that between 
41% (Avaaz, 2020) and 88% (Szeto et al., 2021) of COVID-19 
misinformation, including vaccine-related misinformation, 
remained on the platform without a warning label.

Our first research question will assess the potential prev-
alence of vaccine-related misinformation on YouTube that 
is shared on Facebook. Building on the previous work 
which found that most vaccine-related misinformation on 
Facebook is shared by anti-vaccination Facebook groups 
(Johnson et al., 2016, 2019, 2020), we will identify public 
Facebook entities (i.e., groups and pages) that shared the 
most popular vaccine-related YouTube videos during the 
studied period (June 2020) and then will determine their 
overall vaccine stance (pro-, anti-, or neutral). Thus, our 
first research question is:

Research Question 1 (RQ1): What is the dominant vac-
cine stance of the most popular Facebook groups and 
pages that shared vaccine-related YouTube videos during 
the studied period?

The reason for examining the groups and pages that pro-
duced the most popular content, as opposed to those that 
were the most active, is because the content with the most 
engagement correlates with content visibility on the plat-
form. In other words, content in less active groups and pages 
(i.e., those with a few anti-vaccination messages) with high 
engagement will be seen by many. In contrast, highly active 
groups or pages (i.e., those with hundreds of anti-vaccination 
messages) with low engagement would be less likely to con-
tribute to vaccine hesitancy because no one or very few will 
see and engage with their content. To address RQ1, we man-
ually reviewed and coded the most popular Facebook groups 
and pages in our dataset as “pro-vaccine,” “anti-vaccine,” 
“neutral,” or “not relevant.” In this investigation, videos with 
the most engagement (measured by the volume of likes, 
shares, and reactions) are defined as “popular.” As men-
tioned above, we label pages as “anti-vaccine” if they shared 
vaccine misinformation that may lead to vaccine hesitancy 
as defined by both Facebook and YouTube.

From Facebook to YouTube: The Spread of 
Vaccine-Related Misinformation Across Platforms

What makes it especially challenging when addressing vac-
cine-related misinformation is that false and misleading 

claims are not constrained within a single platform. 
Something that is posted on one platform can be easily 
reshared across many others. Indeed, Knuutila et al. (2020) 
found that the most popular YouTube videos containing 
COVID-19 misinformation were often cross-posted on mul-
tiple social media platforms, and that Facebook frequently 
directed traffic to YouTube. A case in point is the conspiracy 
video “Plandemic: The Hidden Agenda Behind COVID-19” 
that promoted a wide range of debunked COVID-19 con-
spiracy theories, including claims that COVID-19 vaccines 
are ineffective and will “kill millions” (Plandemic Series, 
2021). After its release on Facebook, the documentary spread 
quickly across multiple social media platforms. Before it was 
eventually removed by Facebook and many other social 
media platforms for violating misinformation policies, 
YouTube clips of the conspiracy video were shared 3.15 mil-
lion times on Facebook, receiving 9.94 million comments on 
Twitter and 8.82 million reactions on Reddit (Frenkel et al., 
2020). This demonstrates that despite the efforts of some 
social media platforms to purge COVID-19 misinformation 
in general and vaccine misinformation specifically, the ease 
and speed in which YouTube videos circulate across plat-
forms may expose millions of users to harmful vaccine-
related misinformation even if they are removed later. With 
this background in mind and building on RQ1, we ask:

Research Question 2 (RQ2): What is the dominant vac-
cine stance of YouTube videos shared on Facebook during 
the pandemic?

Anti-vaccine videos are often based on misinformation and 
are directly indicative of vaccine hesitancy (Donzelli et al., 
2018). Thus, knowing if most vaccine-related YouTube vid-
eos that are shared on Facebook promote anti-vaccine stances 
would likely suggest the presence and prevalence of vaccine-
related misinformation on Facebook. To address RQ2, we 
manually reviewed and coded all Facebook “seed” videos as 
“pro-vaccine,” “anti-vaccine,” or “neutral,” based on the 
content of the entire video. We label videos as anti-vaccine if 
they shared claims defined as misinformation by both 
Facebook and YouTube.

YouTube and Its Recommender Algorithm

As noted earlier, YouTube is another popular platform host-
ing vaccine-related misinformation. Shortly after YouTube 
launched in 2005, anti-vaccination organizations such as the 
National Vaccine Information Center (NVIC) and the Canary 
Party, who were previously spreading their messages through 
purchasable DVDs, quickly took to YouTube’s free upload-
ing-streaming service. These organizations used YouTube to 
widely share anti-vaccine conference presentations, testimo-
nials, and heavily edited court hearings that falsely claimed 
that measles, mumps, and rubella (MMR) vaccines cause 
autism (e.g., Fisher, 2009). As early as 2006, a third of the 
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vaccine-related content on the platform was classified as 
anti-vaccine (Keelan et al., 2007).

Like Facebook, YouTube also committed to addressing 
COVID-19 misinformation (Burki, 2020; Wetsman, 2020). 
For example, YouTube’s official channel collaborated with 
the Vaccine Confidence Project to launch a campaign pro-
moting evidence-based COVID-19 information (Graham, 
2021; Robertson, 2021). They also released a policy to ban 
all anti-vaccination content starting in Fall 2021 (Reuters, 
2021). However, despite these efforts, there are still concerns 
that COVID-19 misinformation (including anti-vaccine con-
tent) will remain on the platform. Based on the analysis of 
data collected using a browser extension called 
RegretsReporter, the Mozilla Foundation found that 20% of 
videos encountered by YouTube users contained some form 
of misinformation, and an additional 12% of videos were 
linked to COVID-19-related misinformation specifically 
(McCrosky & Geurkink, 2021). In another study, YouTube 
performed worse than Facebook, Instagram, and Twitter in 
content moderation, having removed only 34% of videos 
flagged as COVID-19 misinformation—and did this only 
after the investigative report went public (Szeto et al., 2021).

As mentioned, video recommendations on YouTube are a 
significant driver of watch time (Solsman, 2018), and thus a 
key factor when examining how COVID-19 misinformation 
reaches users on the platform. While we know that YouTube 
recommendations consider personal (e.g., past viewing 
behavior, subscription topic), external (e.g., seasonal inter-
est, trending interest), and performance-based metrics (e.g., 
video quality, topic appeal), the specifics are unknown 
(Abul-Fottouh et al., 2020). In fact, YouTube’s recommenda-
tion algorithm is often likened to a “black box” (Stokel-
Walker, 2019).

Closely related to the focus of this study, previous work 
found that YouTube tends to recommend videos that share 
the same vaccine stance. For example, after watching a pro-
vaccine video, users were more likely to be recommended 
more pro-vaccine videos; the same was true for anti-vaccine 
videos (Abul-Fottouh et  al., 2020; Song & Gruzd, 2017; 
Tang et al., 2021). This creates a so-called “echo chamber,” a 
phenomenon where individuals are constantly exposed only 
to messages that support their personal views (Cinelli et al., 
2021). In the case of YouTube recommendations, viewers of 
anti-vaccine videos are less likely to be exposed to content 
countering their perspective (i.e., pro-vaccine videos). 
Instead, they were more likely to be exposed to additional 
anti-vaccine content on YouTube, which in turn may further 
strengthen their anti-vaccine beliefs (Allgaier, 2018; Moon 
& Lee, 2020). Other research has also shown the presence of 
“echo chambers” in YouTube recommendations when it 
comes to videos with conspiracy-related content, including 
content about alternative science and political conspiracies 
(Faddoul et  al., 2020)—both categories in which anti-vac-
cine content is often present.

One of the main concerns with vaccine stance-driven 
“echo chambers” on YouTube is that a vaccine-hesitant user 
may start receiving anti-vaccine video recommendations 
after encountering and watching just one anti-vaccine video. 
The persistent exposure to a single point of view, especially 
if it is around anti-vaccination content based on misinforma-
tion, may lead to the “majority illusion” paradox (Lerman 
et  al., 2016; Zhang & Centola, 2019): where the minority 
opinion is thought to be the majority, due to repeated and 
frequent exposure to minority opinion in a person’s perspec-
tive network. This brings us to the final two questions. 
Considering YouTube’s recent efforts to address vaccine-
related misinformation, we ask:

Research Question 3 (RQ3): Regardless of the vaccine 
stance of a video being watched, is YouTube more likely 
to recommend pro-vaccine videos than anti-vaccine 
videos?

In recognition of the potential implications of vaccine stance 
divide due to “echo chamber” effects on YouTube, we ask:

Research Question 4 (RQ4): Based on the vaccine stance 
of a video being watched, is YouTube more likely to rec-
ommend videos with the same vaccine stance? Here, we 
are especially interested in knowing whether anti-vaccine 
YouTube videos are more likely to lead users (by means 
of automated related videos) to other anti-vaccine videos 
than to pro- or neutral-vaccine stance videos.

To answer RQs 3 and 4, we conducted social network analy-
sis (SNA). We discuss the details of this analysis in the 
“Method” section.

Method

In this section, we will outline the data collection and analy-
sis used in this study. To summarize, we first collected a 
dataset of Facebook posts that included at least one vaccine-
related keyword and a link to a YouTube video (“seed” 
video). In this dataset, we identified the most popular groups 
and pages from which these posts originated, coded the over-
all stance of the group/page as pro-vaccine, anti-vaccine, or 
neutral (RQ1). Then, we coded each seed video as pro-vac-
cine, anti-vaccine, or neutral (RQ2). Second, using YouTube’s 
API for developers, we collected a dataset of videos identi-
fied as related to each seed video. Locating related videos 
using this API offers a systematic way to study how YouTube 
might recommend videos to the average user, without 
accounting for the user’s location, viewing history or other 
personalization settings. We then coded related videos as 
pro-vaccine, anti-vaccine, or neutral (RQ3). Third, and 
finally, using SNA techniques, we created and analyzed a 
network of seed videos and related videos (RQ3 and RQ4).
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Data Collection: “Seed” Dataset of Popular 
YouTube Vaccine-Related Videos Shared on 
Facebook

The initial dataset of YouTube videos shared on Facebook 
(further referred to as “seed” videos) was developed using 
data retrieved from CrowdTangle, Meta’s platform that at the 
time of our research tracked publicly available posts shared 
on (1) Facebook public pages with more than 50K likes, (2) 
Facebook public groups with more than 95K members or 
US-based groups with more than 2K members, and (3) all 
verified profiles (Fraser, 2021). On 3 July 2020, we collected 
Facebook posts shared in June 2020 that (1) included a link 
to a YouTube video and (2) contained at least one vaccine-
related keyword in the post or video description (e.g., vac-
cine, vaccines, vaccination, vaxx, vaxxed, or immunization). 
Relevant keywords were developed based on the previous 

work in this area (Abul-Fottouh et al., 2020; Song & Gruzd, 
2017; Tang et al., 2021). We deemed that including keywords 
specific to COVID-19 was redundant, since upon a manual 
review of sample posts most vaccine-related posts during the 
data collection period of June 2020 were about COVID-19 
vaccines (as opposed to vaccines against other diseases).

Figure 2 summarizes our data cleaning and preparation 
steps. We started with a total of 8,549 videos posted across 
4,453 Facebook pages or groups (further referred to as 
Facebook “entities”). To examine content with higher 
engagement, 6,339 posts (74%) with fewer than 10 interac-
tions (i.e., reactions, comments, and shares) were excluded. 
We then extracted YouTube links in the remaining 2,210 
Facebook posts. After excluding posts from different 
accounts sharing the same YouTube video, we were left with 
a dataset of 931 unique YouTube links. Even though data 
were collected only 3 days after the end of June, 54 YouTube 

Figure 2.  Data collection of seed vaccine-related videos shared on Facebook (N = 539).
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videos had already been removed by either the original poster 
or by YouTube. As a result, only 877 unique YouTube videos 
remained in the dataset. During the final data preparation 
step, we manually reviewed the remaining 877 videos to 
only include those that were in English and were indeed 
about human vaccination or immunization. The final “seed” 
dataset consisted of 539 vaccine-related English YouTube 
videos. Examples of seed videos and their original posts are 
shown in Figure 3.

Data Collection: YouTube’s Related Videos

To understand the composition of subsequent videos that 
users would likely be exposed to after watching COVID-19 
vaccine–related YouTube videos that were shared on 
Facebook, we used YouTube’s API Related Videos call 
(“relatedToVideoId”) via YouTube Data Tools (Bernhard, 
2015) to retrieve up to 50 related videos for each “seed” video 
based on their relevance. While the exact way of how 
YouTube recommends videos to a given user depends on a 
number of factors (including user’s location and viewing his-
tory), using the Related Videos API search allowed us to 
retrieve a pool of video candidates which are likely to be used 
by YouTube when recommending videos to individual users.

In total, we retrieved 19,083 videos and associated meta-
data such as comment count, view count, dislike count, like 
count, published date, channel ID, and channel title. This step 
was conducted on 8 July 2020. We excluded related videos 
whose title, description, or transcript (if available) did not 

contain vaccine-related keywords (immun*, vax*, vaccin*), 
resulting in a dataset of 3,058 videos. Because we were inter-
ested in examining only vaccine-related videos, we kept a 
final dataset of 2,260 English language videos that were man-
ually classified as “pro-vaccine,” “anti-vaccine,” or “neutral.”

Vaccine Stance Coding

To answer RQ1, a sample of 56 Facebook entities (out of 
4,453) were manually reviewed and coded as “pro-vaccine,” 
“anti-vaccine,” “neutral,” or “not relevant.” These were the 
most popular entities in our dataset based on the total number 
of interactions (including the number of reactions, com-
ments, and shares) received across all their posts. In sum, 
these 56 entities shared posts that attracted 75% of all 
recorded interactions in our initial dataset of 8,549 posts 
shared by 4,453 Facebook entities.

To classify the most popular Facebook entities, three cod-
ers manually reviewed 1,161 posts shared by the 56 entities 
in the collected dataset. Fifty-eight non-English posts shared 
by 19 entities were automatically translated into English 
using Google Translate. After the first round of coding was 
done by a research assistant with a background in public 
health, the codes were cross-validated by two of the authors 
to ensure data quality. The codes were assigned at the entity 
level. Appendix A lists the examined entities and the result-
ing codes.

To answer RQs 2–4, 3,058 YouTube videos, including 
videos in the seed dataset and related videos, were watched 

Figure 3.  Sample Facebook posts linking to YouTube.
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and coded as “pro-vaccine,” “anti-vaccine,” or “neutral.” 
During the coding, non-English language videos were 
excluded, which resulted in the final dataset of 2,260 seed 
and related videos. Pro-vaccine videos expressed support for 
COVID-19 vaccination, while anti-vaccine videos expressed 
attitudes of refusal or rejection toward vaccines. Neutral 
stance videos were neither supportive of nor opposed to vac-
cines (e.g., news media presenting two sides of the “debate”) 
(see Appendix B for coding instructions).

Due to the high volume and length of videos that required 
watching, nine coders participated in the coding process: one 
of the authors with vaccine-related misinformation expertise 
and eight research assistants in public health. The merged list 
of 3,058 videos was split into four batches of roughly equal 
size (765, 765, 766, 762 videos in each batch). Each of the 
eight research assistants was assigned to code one of the 
batches (in no particular order). The ninth coder, one of the 
authors, coded all 3,058 videos.

Two qualitative coding training sessions were held to 
ensure code consistency. To mitigate discrepancies in case a 
video was labeled differently, each video was watched by 
three coders. When there were coding disagreements, the 
majority rule was used to assign the final code. The intraclass 
correlation coefficients were above the recommended thresh-
old of 0.7.

SNA

To answer RQs 3 and 4, we conducted SNA. We first used 
information provided by YouTube API via YouTube Data 
Tools (Bernhard, 2015) to create the YouTube’s Related 
Videos network consisting of 2,260 vaccine-related videos 
and 20,711 connections (see Figure 4). This is a “baseline” 
network of related videos (not affected by the user’s personal 
settings, previous watch history, etc.). We use this network to 
explore a universe of potential recommendations triggered 
by “seed” videos. In this network, each node represents a 
single video, and a connection from Video A to Video B 
means that after watching Video A, YouTube’s API is likely 
to recommend Video B as a related video.

To create the model for related videos, we used an SNA 
method called Latent Order Logistic (LOLOG) modeling 
(Fellows, 2018). We chose LOLOG for various reasons. 
First, this type of probability framework is designed to 
account for processes behind network growth over time, 
such as those commonly observed in online networks 
(Fellows, 2018). Second, LOLOG models are exponential 
family models with clearly defined model parameters whose 
coefficients can be easily interpreted in the same way logistic 
regression models are interpreted. Third, LOLOG models 
are similar to the popular Exponential-Family Random 
Graph Models (ERGMs; Hunter & Handcock, 2006), which 
rely on Monte Carlo methods and variational inference to 
describe probability distributions in large networks. 
However, the advantage of LOLOG models over ERGMs is 

that they can model scale-free degree structures observed in 
networks, while avoiding problems of model degeneracy.

The dependent variable for the LOLOG model is the 
probability of forming a tie between Video A and Video B 
(expressed as the log of the odds) when accounting for (1) 
exogenous node-level factors such as vaccine stance 
expressed in a video and (2) endogenous network structural 
factors of the observed network such as in-degree centrality 
distribution. See Table 3 (Rows 1–14) for LOLOG model 
terms used in this study.

The model terms “Incoming Ties-Pro-Vaccine” (Row 3) 
and “Incoming Ties-Neutral” (Row 4) were examined to 
answer RQ3. Using anti-vaccine videos as the reference cat-
egory, these terms are used to determine whether YouTube’s 
API is more likely to recommend anti-vaccine videos than 
pro-vaccine videos. A positive and significant p value (i.e., 
p < .05) for “Incoming Ties-Pro-Vaccine” would mean that 
pro-vaccine videos are more likely to be recommended than 
anti-vaccine videos (the reference category). Likewise, a 
positive and significant p value for “Incoming Ties-Neutral” 
would mean that neutral videos are more likely to be recom-
mended than anti-vaccine videos. Two additional terms were 
included in the model to account for the number of outgoing 
ties based on vaccine stance: “Outgoing Ties-Pro-Vaccine” 
(Row 5) and “Outgoing Ties-Neutral” (Row 6). This is done 
mostly to ensure that the model has a good fit with the 
observed data and to account for the artifact of the data col-
lection process, when YouTube Data Tools retrieved a pre-
scribed number of related videos (up to 50) for each “seed” 
video. Furthermore, to account for online networks’ tendency 
to follow a power-law distribution, which manifests in a 
highly skewed, long-tail degree distribution pattern (Artico 
et al., 2020; S. Johnson et al., 2014; Kunegis et al., 2013), we 
added the following terms to the model: “Preferential 
Attachment” (Row 2), “Out-star2” (Row 12, term indicates 
two-star out-degree configurations), and “Out-star3” (Row 
13, term indicates three-star out-degree configurations).

Next, we added two differential homophily terms to 
model community formation patterns in the network and 
check for presence of so-called “echo chambers.” Specifically, 
we used the “stance (Match)” term (Row 7) to determine 
whether videos with the same stance are likely to link to each 
other (RQ4). A positive and significant value (p < .05) for this 
term would confirm that there is a statistically significant 
tendency for videos expressing the same vaccine stance to 
link to one another.

In addition to modeling differential homophily based on 
vaccine stance, we included the “Video Category (Match)” 
term (Row 14) to account for the tendency of YouTube to 
recommend videos of the same topic (Cooper, 2021). The 
video category is selected by YouTube channel/user during 
the video upload process. Appendix D shows the counts of 
videos in the network by their user-assigned category. Five 
most popular categories in the dataset are: News & Politics 
(970 videos), Education (367), People & Blogs (278), 
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Nonprofits & Activism (238), and Science & Technology 
(209).

Finally, to examine other possible types of homophily and 
clustering among nodes that are neither based on vaccine 
stances nor video categories, we added the following terms as 
proxies for community formation processes in the network 
(Morris et al., 2008; Sosa et al., 2015): “Reciprocity” (Row 8), 
“Two-path” (Row 9), “Triangles” (Row 10), and “Geometrically 
Weighted Distance Shared Partners” (Row 11).

Results

Vaccine-Related Content on Facebook (RQ1)

To answer RQ1, that is, to determine the dominant vaccine 
stance of the most popular public Facebook groups and pages 
that shared vaccine-related YouTube videos, we narrowed 
down our analysis to examine the content posted by 56 pub-
lic Facebook entities (listed in Appendix A). Table 1 shows 
the results of the manual review and coding of these Facebook 

Figure 4.  YouTube’s Related Videos network of 2,260 vaccine-related videos. Pro-vaccine videos are shown in green, anti-vaccine 
videos are shown in red, neutral videos are shown in black.
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entities, counting how many exhibited pro-vaccine, anti-vac-
cine, and neutral vaccine stances. The majority, 37 out of 56, 
promoted anti-vaccine content. Only eight shared pro-vac-
cine content. Four entities were neutral regarding vaccine 
stance, and seven were not related to the topic of human 
vaccination.

Furthermore, about a year after the data collection, nearly 
half (17 out of 37) of the anti-vaccine groups and pages were 
no longer available, suggesting that they have been sus-
pended for circulating COVID-19 and/or vaccine-related 
misinformation. This included groups like “99% unite Main 
Group ‘it’s us or them’” and “FABUNAN ANTIVIRAL 
INJECTION SUPPORTERS GROUP,” and pages such as 
“Collective Action Against Bill Gates. We Wont Be 
Vaccinated!!” and “We Are Vaxxed.” While the remaining 
anti-vaccine groups and pages were still available as of 
December 2021, many of their posts that we collected were 
removed by the platform, the group moderators, or the origi-
nal posters. Specifically, out of 98 posts shared by the 20 
available anti-vaccine entities, only 33 posts (34%) are still 
publicly accessible.

Vaccine Stance of YouTube Videos (RQ2)

We coded all Facebook “seed” videos that produced vaccine-
related videos (N = 484) to answer RQ2: What is the domi-
nant vaccine stance of YouTube videos shared on Facebook 
during the pandemic? The content analysis of YouTube seed 
videos shared on Facebook supports the results reported in 
the previous section. We found that anti-vaccine is the domi-
nant stance on Facebook in this dataset, with nearly twice as 
many anti-vaccine seed videos (57.0%, n = 276) than pro-
vaccine videos (28.7%, n = 139) (see Table 2). This finding in 
conjunction with the analysis of the most popular Facebook 
entities in RQ1 demonstrates that anti-vaccine content, 
shared on Facebook groups and pages, prevails over pro-
vaccine content, before the platform takes action to remove 
this content.

Effect of Video Stance on Video 
Recommendations (RQ3 and RQ4)

This section examines whether YouTube’s API is more likely 
to recommend pro-vaccine videos than anti-vaccine videos 
(RQ3), and whether YouTube is more likely to suggest related 
videos with the same vaccine stance (RQ4). Figure 4 shows the 
YouTube’s Related Videos network consisting of 2,260 vac-
cine-related videos and 20,711 connections. The figure shows 
clusters of videos sharing the same vaccine stance by color.

Table 3 shows the LOLOG terms used in the model as 
well as the corresponding network statistics g(y), coefficients 
θ, standard errors, and p values. The probability, or more 
specifically the log of the odds, of observing a tie between 
two videos (the dependent variable in the model) is calcu-
lated based on the set of network statistics g(y). The coeffi-
cients θ are interpreted in the same way as we would interpret 
coefficients for a logistic regression.

Regarding RQ3, our results show that even though there 
were nearly twice as many pro-vaccine videos in the 
YouTube’s Related Videos network (see Figure 4), pro-vac-
cine videos were not significantly more likely to be recom-
mended by YouTube’s API than anti-vaccine videos (Table 3, 
Row 3, θ = 0.69, p = .333). At the same time, pro-vaccine vid-
eos were significantly more likely to produce ties to more 
videos than anti-vaccine videos (Table 3, Row 5, θ = 1.00, 
p = .000); in contrast, watching an anti-vaccine seed video 
would likely lead to a smaller network of related videos of 
any vaccine stance. This explains the reason that while anti-
vaccine seed videos are more prevalent than pro-vaccine 
seed videos on Facebook, the Related Videos network on 
YouTube has conversely more pro-vaccine videos.

Regarding RQ4, we did not observe a homophily effect 
based on vaccine stance (Table 3, Row 7, θ = 0.95, p = .058) 

Table 1.  Top 56 public Facebook entities by vaccine stance.

Vaccine stance Was the entity available as of  
1 December 2021?

Total

No Yes

Anti-vaccine 17 (45.9%) 20 (54.1%) 37
Pro-vaccine 1a (12.5%) 7 (87.5%) 8
Neutral 0 (0%) 4 (100%) 4
Not relevant 1 (14.3%) 6 (85.7%) 7
Total 19 (33.9%) 37 (66.1%) 56

aOne group that shared pro-vaccination content has been removed from 
Facebook potentially for sharing spam-type messages. As this group is no 
longer available, we are not able to confirm the actual reason for their 
removal.

Table 2.  Vaccine stance coding of YouTube videos shared on 
Facebook.

Vaccine stance 
coding categories

YouTube videos shared on Facebook 
(“seed” videos)

Number of videos (n) Percentage (%)

Pro-vaccine 139 28.7
Anti-vaccine 276 57.0
Neutral 22 4.5
Excluded
  Not relevant 19 3.9
  Not in English 8 1.7
  Not available 20 4.1
Total 484a 100.0

aOut of 539 seed videos, 484 were included in the final dataset. The 
excluded 55 seed videos did not generate vaccine-related video 
recommendations based on YouTube API, likely because the videos 
were permanently or temporarily suspended/unavailable during the data 
collection phase.
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or video category (Table 3, Row 14, θ = −.055, p = .084). 
These findings suggest that YouTube users are unlikely to 
become entrenched in a specific vaccine stance or video 
category.

All other endogenous factors of the network are signifi-
cant, suggesting the presence of network closure (i.e., a ten-
dency toward clustering). Furthermore, links to related 
videos appear to be reciprocal (Table 3, Row 8, θ = 2.35, 
p = .006), meaning that if YouTube’s API recommends Video 
B based on Video A, it is 10.5 times more likely (exp[2.35]) 
than by chance alone that Video B will also lead to Video A.

To validate the resulting model, we ran 100 simulations to 
compare various statistics between the simulated networks 

and the observed network (Hunter et  al., 2008). Figure 5 
shows the goodness of fit for the degree distributions: (1) in-
degree, (2) out-degree, and (3) edgewise shared partner 
(ESP) distribution of simulations of statistics from the fitted 
model compared to the observed network. These parameters 
were used to see how well the model fits patterns that are not 
explicitly represented by the terms in the model. The red line 
shows the observed network, and the black lines are the sim-
ulated ones. As the black and red lines overlap and generally 
follow each other’s pattern, the model shows a good fit with 
regard to these metrics.

The following section presents results of our ad hoc anal-
ysis to understand what causes some videos in the network to 

Table 3.  LOLOG model of YouTube’s Related Videos network.

LOLOG terms Observed statistics
g(y)

θ SE p

  1. Edges 20,711 8.08 1.21 <.001**
  2. Preferential Attachment NAa 1.61 0.13 <.001**
  3. Incoming Ties-Pro-Vaccine 2,450 0.69 0.72 .333
  4. Incoming Ties-Neutral 2,327 –4.95 3.76 .188
  5. Outgoing Ties-Pro-Vaccine 2,248 1.00 0.23 .000**
  6. Outgoing Ties-Neutral 4,606 –0.11 0.62 .856
  7. Stance (Match) 14,419 0.95 0.50 .058
  8. Reciprocity 2,518 2.35 0.85 .006*
  9. Two-path 377,270 0.54 0.23 .021*
10. Triangles 109,332 –0.74 0.22 .001**
11. Geometrically Weighted Distance Shared Partners (GWDSP 0.5) 153,863 –0.70 0.31 .022*
12. Out-star2 177,882 0.15 0.03 <.001**
13. Out-star3 1,384,269 –0.02 0.01 .024*
14. Video Category (Match) 9,676 –0.55 0.32 .084

LOLOG: Latent Order Logistic.
aPreferential Attachment accounts for the unobserved order in which dyads were added to the network, hence the presence of NA (not available) under 
observed statistics (Fellows, 2018).
*p values < .05 are shown with an asterisk.
**p values < .001 are shown with two asterisks.

Figure 5.  The in-degree (a), out-degree (b), and ESP distributions (c) of 100 simulated networks (black) from the fitted LOLOG 
compared to the observed network of related videos (red).
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cluster, especially if it is neither due to their vaccine stance 
nor video category.

Examination of Factors Behind “Echo Chambers” 
in YouTube’s Network of Related Videos

To better understand the tendency of some videos to cluster 
together, we relied on a community detection algorithm 
called Fast Unfolding1 (Blondel et al., 2008), as implemented 
in Gephi v0.9.2 (Bastian et al., 2009). The community detec-
tion algorithm allowed us to identify densely connected vid-
eos by partitioning the network into clusters in such a way 
that videos from the same cluster are more likely to relate to 
each other than to videos from other clusters. Once clusters 
were detected, we manually examined the most linked to 
YouTube videos and channels in each cluster to investigate 
why they were clustered (see Appendix C).

One of the main outputs of the community detection algo-
rithm is the modularity value for the whole network. It is a 
value that ranges between 0 and 1, indicating how well a 
network can be partitioned into separate clusters based on 
Newman’s modularity class detection algorithm (Newman, 
2006). Values closer to 1 suggest that a network consists of 
disconnected or loosely connected clusters. Values closer to 
0 suggest the opposite; that is, the network predominantly 
consists of a single, well-connected cluster. The modularity 
value for our network was somewhere in the middle (0.549), 
indicating that while there was a strong overlap between 
clusters, we still observed well-defined clusters of densely 
connected nodes.

Each cluster is represented in a different color in Figure 6. 
We will focus on the five largest clusters that contain in total 
approximately 80% of the nodes (n = 1,804) in the network. 
(Each top 5 cluster includes 5% or more of the nodes in the 
network.) We will further refer to them as Cluster A, B, C, D, 
and E. The remaining, smaller clusters only contained 2 to 22 
videos each.

Based on the manual coding of vaccine stance for all vid-
eos in this network, we found that while Clusters B and C 
were predominantly pro-vaccine, and Cluster D was predom-
inantly anti-vaccine, Clusters A and E contained about the 
same number of pro- and anti-vaccine videos. The preva-
lence of ties across videos with different stances in Clusters 
A and E (which contain 38% of nodes in the network) is 
likely why we did not observe a statistically significant 
homophily effect based on vaccine stance in the LOLOG 
model. To understand why there are ties between pro- and 
anti-vaccine videos in these two clusters, we examined the 
top 10 most linked to pro- and anti-vaccine videos (based on 
the videos’ in-degree centrality). Rather than examining each 
video independently, we examined the channels that shared 
the videos in question and their description. The results of 
this ad hoc evaluation are summarized in Appendix C.

Cluster A accounts for 27% of the videos collected 
(n = 605). This cluster was mixed in terms of vaccine stance, 
with almost an equal amount of pro-vaccine (44% of nodes 
in the cluster) and anti-vaccine videos (45% of nodes in the 
cluster; the remaining 12% were neutral). Some of the most 
linked to pro-vaccine videos in this cluster were from popu-
lar educational channels that discuss dissenting opinions 

Figure 6.  Clustering of videos in YouTube’s network of related videos (N = 2,260).
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related to highly contentious issues in medicine and scien-
tific inquiry, the anti-vaccine movement and vaccine hesi-
tancy included. Examples of such channels in the cluster 
include SciShow, ASAPScience, and TEDxTalks. Other 
highly linked to pro-vaccine videos in this cluster came from 
channels that post clips from cable-TV talk shows, such as 
Jimmy Kimmel Live and The Doctors. The majority of the 
frequently linked to anti-vaccine videos in this cluster were 
from highly sensational channels (e.g., Thom Hartmann 
Program, CinemaLibre, The Real Truth About Health). One 
channel, Vaccine Risks, features a series of lectures discuss-
ing the “risks” of vaccines—the risks that are discussed are 
highly exaggerated and littered with misinformation but are 
presented as facts. The series is narrated by Andrew 
Wakefield—a former physician in the United Kingdom 
whose medical license was revoked for falsely inferring 
MMR vaccines cause autism (Omer, 2020). Some of Andrew 
Wakefield’s anti-vaccine interviews from other channels 
(e.g., Thom Hartmann Program, CinemaLibre) were also 
highly linked to in this cluster.

Cluster E accounted for 11% of the videos in our network 
(n = 240). Like Cluster A, this cluster had a mixture of pro- 
and anti-vaccine videos (40% and 51%, respectively, with 
the remaining 9% of videos being neutral). Highly linked to 
videos in this cluster—both pro- and anti-vaccine—were 
related to the COVID-19 conspiracy theory film: “Plandemic: 
The hidden agenda behind COVID-19.” For example, the 
most linked to pro-vaccine video was from Doctor Mike, a 
celebrity doctor on YouTube who explains and debunks vac-
cine-related misinformation discussed in the documentary. 
On the other hand, the most linked to anti-vaccine videos 
also talked about “Plandemic.” Conspiracy theorist Rashid 
Buttar’s channel is one such example: he was interviewed in 
the Plandemic series and promoted the film heavily.

The above shows that even though videos in Clusters A 
and E are mixed in terms of their vaccine stance, they are 
homogeneous in other respects. For instance, Cluster A is 
formed based on videos (of all stances) shared by popular 
YouTube channels with a primary focus that is not on vac-
cines (such as channels for TV shows like Jimmy Kimmel 
and The Doctors, pop culture channels like Rolling Stone, 
and channels run by online influencers like Shameless 
Maya). Cluster E features videos, of all vaccine stances, that 
are about or related to the Plandemic documentary.

Discussion and Conclusion

Vaccine-related misinformation on social media can reduce 
social progress and public confidence in vaccines (Center for 
Countering Digital Hate, 2021), delaying global herd immu-
nity during a pandemic. When weighing trade-offs between 
curtailing misinformation and restricting freedom of speech, 
one must consider the burden of disease caused by misinfor-
mation and subsequent infections caused by vaccine refusal, 
such as the cost of out-patient and in-patient care, as well as 

the long-term treatment costs for patients with persistent 
symptoms post-discharge.

Our findings that the majority of the most viral entities on 
Facebook (66%, 37 out of 56) promoted anti-vaccine videos 
(RQ1) and that over 50% of YouTube videos (57%, 276 out 
of 484) shared on Facebook were anti-vaccine (RQ2) are sig-
nificant in two ways. First, it highlights that Facebook falls 
short of their declared goals to keep the platform free from 
COVID-19 and vaccine-related misinformation. This is 
echoed by other research which revealed that the platform’s 
regulation policy only moderately impacted posts and 
endorsements of anti-vaccine content on Facebook (see, for 
example, Gu et al., 2022). Though Facebook announced their 
decision to ban anti-vaccine content in February 2021 and 
have since claimed to remove 3,000 accounts and 20 billion 
pieces of anti-vaccine content worldwide (Bickert, 2021), 
some of the most prominent anti-vaccine groups (e.g., 
Children’s Health Defense, Natural News) and personalities 
(e.g., Joseph Mercola and Robert Kennedy Jr.) continue to 
have a presence on the platform.

Second, the high prevalence of pro-vaccine videos in the 
YouTube Related Videos network demonstrates that YouTube 
may be effectively removing vaccine-related misinformation 
from their platform. This is consistent with a released state-
ment of their commitment to address COVID-19 and general 
vaccine-related misinformation (YouTube, 2021). This find-
ing is in line with another study which found a reduction in 
vaccine-related misinformation on the platform (Hussein 
et al., 2020). However, while there are more pro-vaccine vid-
eos in the network, pro-vaccine videos are not any more 
likely to be linked to than anti-vaccine videos (RQ3). In 
addition, even though the LOLOG model did not confirm a 
statistically significant homophily effect based on vaccine 
stance (RQ4), some anti-vaccine videos formed a potential 
“echo chamber” in YouTube’s Related Videos network. 
Specifically, we found a cluster of densely connected videos 
(labeled as D in Figure 6) with predominantly anti-vaccine 
stance (60%). This cluster primarily consisted of videos 
related to Bill Gates. Many anti-vaccine videos in this cluster 
were heavily edited clips of interviews with Bill Gates that 
were taken out of context to support various conspiracy theo-
ries, such as claims of his conspiring a global genocide by 
microchipping and killing people with COVID-19 vaccines.

The finding that pro-vaccine videos may sometimes relate 
to anti-vaccine videos, and vice versa, suggests that YouTube 
users may be exposed to vaccine viewpoints that are opposite 
to their own. This has both positive and negative implica-
tions. On one hand, some studies point to examples of vac-
cine skeptics declaring positive vaccine intentions after 
being exposed to information about the risk of communica-
ble diseases (Thaker & Subramanian, 2021); on the other 
hand, some studies show that people who were pro-vaccine 
would reduce their intention to get vaccinated after being 
exposed to COVID-19 vaccine–related misinformation 
(Loomba et al., 2021). Though it is out of the scope of our 
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investigation to study changes in vaccine belief, robust 
experimental studies in social psychology are underway to 
examine the effectiveness of “inoculating” and “prebunk-
ing.” By examining the order of information exposure (e.g., 
pro-vaccine exposure first, anti-vaccine exposure to follow) 
and the medium (e.g., imagery, video, and text) in which vac-
cine information is presented, we may begin to unravel the 
complex causal pathways that influence or entrench one’s 
vaccine beliefs (Lewandowsky & van der Linden, 2021).

Taken together, the results demonstrate that despite the 
efforts by Facebook and YouTube, COVID-19 vaccine–
related misinformation in the form of anti-vaccine content 
finds a way to propagate, and in some cases such content 
may even be amplified by YouTube through their automated 
content recommendations. Future research might need to 
look at techniques used by YouTube channels to bypass the 
platform’s misinformation policies.

Because of the apparent gaps in the platform-led initia-
tives to combat misinformation, public health agencies must 
be proactive in making sure that their public service 
announcements about the importance of vaccination pro-
grams and vaccine safety are highly visible on social media 
to reach the right audience. By examining how YouTube’s 
API finds related videos, our study contributes important 
insights that can be used to identify potential partners for 
public health agencies to collaborate with. For example, by 
reviewing the most linked to videos in section “Examination 
of factors behind ‘echo chambers’ in YouTube’s network of 
related videos,” we observed that popular YouTube channels 
have something in common. They often have many subscrib-
ers, post engaging and current content, and use search 
engine-friendly keywords in titles and descriptions. While 
public health agencies might not have enough resources to 
develop a strong following base on social media and create 
viral content, they may partner with marketing firms and 
influencers to deliver public service announcements to a 
wider audience. Another avenue is to partner with more tra-
ditional news media organizations, such as DW News, BBC 
News, Channel NewsAsia (CNA) Insider, CNN, and 
MSNBC, as their YouTube channels produced some of the 
most successful pro-vaccine contents on YouTube (see 
Clusters B and C in Figure 6). In addition, if the goal is to 
reach vaccine-hesitant audiences, public health agencies 
may try to work with popular educational channels (such as 
SciShow, ASAPScience, and TEDxTalks) and talk shows 
(such as Jimmy Kimmel Live and The Doctors) that have 
shown to be highly linked to by YouTube and frequently 
cross-linked with anti-vaccine videos in Cluster A.

In this article, we followed the potential path of COVID-
19 vaccine misinformation across Facebook and YouTube. 
We found that while social media platforms have committed 
to purging harmful material, anti-vaccine content remains 
active and relevant, thus representing a challenge to public 
health efforts in fighting the pandemic. On the brighter side, 
we found that while there was more anti-vaccine content in 

the original videos collected from Facebook, this content is 
not likely to take the average viewer into a rabbit hole of 
anti-vaccine content on YouTube.

Study Limitations and Future 
Directions

We would like to conclude this article with a discussion of 
the limitations of the current analysis which also inform 
directions for future work. First, one inclusion criterion for 
the seed video dataset, as described in the “Method” section, 
was the inclusion of at least one vaccine-related keyword in 
English. Thus, our findings are not generalizable to non-Eng-
lish videos. Recent work lends evidence to a convergence 
across languages insofar as the presence and salience of anti-
vaccine videos promulgated via video channel linkages and 
video recommendations on YouTube and Facebook groups 
(Donzelli et  al., 2018; Tokojima Machado et  al., 2020). 
Though these studies investigated cross-country misinfor-
mation transfer across platforms (Bridgman et al., 2021), less 
focus is placed on inter-language information transfer and its 
causal pathways. This is a gap in contemporary misinforma-
tion research to be filled by future research.

Second, although this dataset does not include all YouTube 
vaccine-related videos cross-posted to Facebook, our finding 
that pro-vaccine videos reside in predominantly large clus-
ters but with anti-vaccine videos accounting for much of the 
smaller clusters suggests that platform self-regulation has 
much room for improvement. Experimental studies in phys-
ics have proposed an “R-nought” criterion that may prevent 
information contagions from perforating and spreading sys-
tem-wide (Xu et al., 2022). Future studies may address this 
limitation by reproducing our data collection methodology 
and reporting the temporal changes in pro- and anti-vaccine 
stance cluster characteristics over time.

Third, there are factors other than vaccine stance (stud-
ied here) that may influence YouTube’s recommendation 
algorithm, such as the channel’s number of subscribers, 
video length, and date of upload. We recommend that future 
research use other methods, like the ternary interaction 
item recommendation model (TIIREC; Yu et al., 2017), that 
can account for these factors. Relatedly, factors linked to 
individual users may also influence the algorithm, such as 
watch history and location. We were unable to account for 
these factors in our analysis as we used YouTube’s API for 
developers to collect related videos and reconstruct a 
generic network of vaccine-related videos. To address this 
limitation and to validate our results, an interesting and 
necessary future direction would be to collect recommen-
dations based on personal accounts on YouTube, similar to 
the approach used by Lall et al. (2020) who used Amazon’s 
Mechanical Turk Platform to collect watch data from indi-
vidual users.

Fourth, our results and conclusions apply to the network 
of videos that we collected, during the time period 
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of interest. This network is a sample of all vaccine-related 
videos retrieved via YouTube’s Related Videos API. This is 
a common method for data collection from social media in 
general and YouTube in particular (e.g., Abul-Fottouh et al., 
2020; Kaiser et al., 2021; Röchert et al., 2020; Tang et al., 
2021). While we are confident in the comprehensiveness of 
our dataset, we acknowledge that we have not included all 
vaccine-related YouTube videos cross-posted on Facebook. 
Future studies may increase the generalizability of the 
results by reproducing our data collection methodology and 
validating our findings using additional datasets.

Finally, we investigate potential exposure to the videos in 
our study, not actual exposure (i.e., we did not ask users if 
they had seen certain videos), nor impact (e.g., belief in the 
content they were exposed to), nor behavior (i.e., whether 
exposure to these videos affected their decision to be vacci-
nated). Though questions related to these metrics were not 
the focus of our study, they would certainly make interesting 
future directions for research.
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Note

1.	 To run the Fast Unfolding algorithm, we kept the default value 
for the resolution parameter as 1 (Lambiotte et al., 2014) and 
indicated that we want to incorporate edge weights into calcu-
lation, which in our case represent how many times Video A 
recommended Video B.
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Appendix A

Most viral public Facebook entities (pages and groups) with vaccine-related posts in June 2020.

Rank Page/Group name Still 
available? 
(as of 
December 
2021)

Vaccine 
stance

In English? #Posts Total 
interactionsa 
(across all 
posts by 
each page)

Cumulative 
count of 
interactionsb 
(running 
total)

Cumulative % 
of interactionsc 
(running total 
relative to all 
interactions)

  1 Africa Centers for Disease 
Control and Prevention

Yes Pro Yes 3 141,316 141,316 35

  2 Collective Action Against Bill 
Gates. We Wont Be Vaccinated!!

No Anti Yes 567 38,935 180,251 44

  3 somoynews.tv Yes Neutral No 1 16,018 196,269 48
  4 Michelle Malkin Yes Anti Yes 1 11,712 207,981 51
  5 We Are Vaxxed No Anti Yes 22 10,882 218,863 54
  6 Lone Star Dog Ranch & Dog 

Ranch Rescue
Yes Not relevant Yes 2 7,468 226,331 56

  7 Quỳnh Trâǹ JP Yes Not relevant No 1 6,635 232,966 57
  8 The Truth About Cancer Yes Anti Yes 5 4,946 237,912 59
  9 99% unite Main Group “it’s us or 

them”
No Anti Yes 114 4,430 242,342 60

10 UNTV News and Rescue Yes Neutral Yes 2 4,277 246,619 61
11 John Pavlovitz Yes Pro Yes 11 3,386 250,005 61
12 FABUNAN ANTIVIRAL 

INJECTION SUPPORTERS 
GROUP

No Anti No 13 3,231 253,236 62

13 ARY News Yes Neutral No 3 2,731 255,967 63
14 SABC News Yes Neutral Yes 6 2,659 258,626 64
15 Fauci, Gates, & Soros to prison 

worldwide Resistance
Yes Anti Yes 44 2,594 261,220 64

16 Aster Bedane Yes Anti No 1 2,248 263,468 65
17 OFFICIAL Q / QANON / r / ra / 

rawgr / Q + / Q + +++
No Anti Yes 103 1,993 265,461 65

18 Rehana Fathima Pyarijaan 
Sulaiman

Yes Not relevant No 1 1,850 267,311 66

19  BBC News  No Pro No 4 1,771 269,082 66
20 Didier Raoult professeur 

Marseille
Yes Anti No 6 1,654 270,736 67

21 Wits—University of the 
Witwatersrand

Yes Pro Yes 4 1,622 272,358 67

22 The Wild Doc Yes Anti Yes 4 1,617 273,975 67
23 Vaxxed Global Movement No Anti Yes 30 1,597 275,572 68
24 Glorious And Free Yes Anti Yes 12 1,386 276,958 68
25 Larry Elder Yes Not relevant Yes 1 1,311 278,269 68
26 Energy Therapy No Anti Yes 9 1,304 279,573 69
27 Stop Mandatory Vaccination No Anti Yes 31 1,278 280,851 69
28 Charlie Wards Group No Anti Yes 8 1,269 282,120 69
29 Thibaan Channel Yes Not relevant No 1 1,238 283,358 70
30 ScotNepal.Com Yes Pro No 1 1,211 284,569 70
31 Chemtrails Global Skywatch No Anti Yes 20 1,206 285,775 70
32 Yellow Vests Canada No Anti Yes 4 1,130 286,905 71
33 La Pèlerine des Étoiles Yes Anti No 1 1,084 287,989 71
34 Jairam Sarkar Report Card Yes Pro No 1 1,057 289,046 71
35 United States for Medical 

Freedom
No Anti Yes 21 1,029 290,075 71

 (Continued)
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Rank Page/Group name Still 
available? 
(as of 
December 
2021)

Vaccine 
stance

In English? #Posts Total 
interactionsa 
(across all 
posts by 
each page)

Cumulative 
count of 
interactionsb 
(running 
total)

Cumulative % 
of interactionsc 
(running total 
relative to all 
interactions)

36 Henri Joyeux Yes Anti No 1 1,021 291,096 72
37 COALITION MONDIALE EN 

SOUTIEN AU DOCTEUR 
DIDIER RAOULT

No Anti No 16 955 292,051 72

38 Paul Thomas, M.D. Yes Anti Yes 1 929 292,980 72
39 Support Glenn Chong Yes Anti Yes 2 923 293,903 72
40 Afrikaners Yes Anti No 1 911 294,814 73
41 Dr. John Bergman Yes Anti Yes 4 899 295,713 73
42 Down the Rabbit Hole No Anti Yes 9 847 296,560 73
43 The Trump Republicans Yes Anti Yes 1 845 297,405 73
44 Gyanendra Shahi— , Yes Pro No 3 833 298,238 73

45 Citizens Unite UK #wakeup No Anti Yes 43 829 299,067 74
46 AltHealthWORKS Yes Anti Yes 1 781 299,848 74
47 Maasim Ta Vines No Not relevant No 1 765 300,613 74
48 Weston A. Price Foundation No Anti Yes 1 758 301,371 74
49 Rabi Lamichhane & Apil Tripati 

Fans Club Nepal
Yes Pro No 1 758 302,129 74

50 JABS: Justice, Awareness & Basic 
Support

Yes Anti Yes 6 712 302,841 74

51 New York Alliance for Vaccine 
Rights

Yes Anti Yes 3 684 303,525 75

52 The Canadian Revolution No Anti Yes 4 672 304,197 75
53 Oregon Republican League Yes Anti Yes 1 666 304,863 75
54 Bayan Ko Ph Yes Anti Yes 1 636 305,499 75

55 l MUSiC Yes Not relevant No 1 627 306,126 75
56 CULT 45 DEPLORABLE 

AMERICANS FOR TRUMP
Yes Anti Yes 2 616 306,742 75

aThe “Total Interactions” column adds up the number of interactions (including reactions, shares, and comments) across all posts shared by each entity in 
the dataset. The number of posts is indicated in the “#Posts” column.
bThe “Cumulative Count of Interactions” column is the running total of interactions across all 56 Facebook entities in this analysis. This column sums the 
total number of interactions from all entities from the beginning of the ranked list to the current row.
cThe “Cumulative % of Interactions” column calculates the percentage of the “Cumulative Count of Interactions” in the current row (i.e., for entities 
from the beginning of the ranked list to the entity in the current row) relative to the total number of interactions (406,530) recorded in the full dataset 
of Facebook posts (N = 8,549) across 4,453 Facebook entities.

Appendix A.  (Continued)

Appendix B

Vaccine Stance Coding Guide for YouTube Videos

Neutral video:

1.	 The video is about memorizing vaccine schedules for 
a test, provided by a cram school or high school in 
India, or a MCAT test prep center, for instance.

2.	 A news clip or video that presents BOTH SIDES of 
the vaccine “debate,” OR a video that presents a fact 
related to vaccines but DOES NOT TAKE SIDES.

	 For example, [https:// link-to-a-sample-video]—this 
is a news clip of “Amazon removes anti-vaccine 
films” without a stance or opinion on whether it is a 
good move or bad move.

Pro-vaccine video:

1.	 The video is clearly supportive of vaccines.
2.	 The video explains how vaccines work and may say 

the keywords “vaccines are effective” or “vaccines 
protect us from diseases.”

3.	 Not all news channels/videos are neutral, in fact most 
are pro-vaccine: if the news agency *ends* the inter-
view with “health officials say that vaccinations 
saves lives” and closes the segment with a doctor 
criticizing anti-vaccine or advocating for vaccines, it 
is a pro-vaccine video.

4.	 ALL videos from WHO, UNICEF, CDC, GAVI, Bill 
and Melinda Gates Foundation, Mayoclinic, are 
clearly pro-vaccine.

https:// link-to-a-sample-video
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•• Examples: [https:// link-to-a-sample-video] (“How 
to pack and use a vaccine carrier”) is uploaded by 
“Immunization Academy” which is a source for 
enhancing vaccine training and delivery in the field, 
funded by the Bill and Melinda Gates Foundation.

•• [https:// link-to-a-sample-video]—The title of the 
video is “are fetal cells used to make vaccines?” 
This is a pro-vaccine video made by Dr Paul Offit, 
published by the Children’s Hospital of Philadelphia 
in the United States. The title speaks directly to peo-
ple who are anti-vaccine and who share false infor-
mation that fetal tissues are used to cultivate 
vaccines to protest vaccines based on moral righ-
teousness. While given the lack of information on 
the background context of the “fetal tissue” debate, 
this title may seem “neutral,” but this is a pro-vac-
cine video.

•• [https:// link-to-a-sample-video]—this is a pro-vac-
cine video (not neutral); in this video, a reporter 
discussing the passing of California’s mandatory 
vaccine law and asks the question “should more 
States follow California.” The title “Science vs. 
The Antivaxxers” already gives away that this 
video is pro-vaccine because the condescending 
tone of the video.

5.	 Some videos have a very clear agenda even without 
watching the video, for instance, images with health-
care professionals going to rural areas to inject vac-
cination (even without voice that describes the action) 
is a likely indicator of pro-vaccine stance.

•• [https:// link-to-a-sample-video]—“A mother s quest 
by canoe to vaccines in Sierra Leone—UNICEF”—
this is a pro-vaccine video.

6.	 Some videos start out as educational or informa-
tional, but fast forwarding to the end, there is often a 
strong pro-vaccine statement. If the video is a lesson 
on “how vaccines work”—they are usually pro-vac-
cine (you’ll find that at the end of the video with a 
strong statement critiquing people who are anti-vac-
cine or endorsing vaccination). Note: most of these 
videos are produced to explain that vaccines are safe. 
If that is the case, these videos ARE NOT NEUTRAL 
in stance toward vaccination.

Please pay special attention to concepts like “herd immu-
nity,” or anything related to “vaccination is good,” “unvac-
cinated is bad”. For example, below are two clipped images 
from the videos showing how these terms may be used and 
their pro-vaccine orientation:

[https:// link-to-a-sample-video]
Other examples of pro-vaccine videos include:

•• [https:// link-to-a-sample-video]—this video is clearly 
pro-vaccine (not neutral). The video called “demysti-
fying medicine” from McMaster University is a 

seminar on addressing vaccine hesitancy from a his-
torical point of view as indicated in the description.

•• [https:// link-to-a-sample-video]—this is a pro-vac-
cine video (not neutral) because it is an introduction 
of a tool that educates children on the benefits of 
vaccines.

•• [https:// link-to-a-sample-video]—another example of 
a pro-vaccine video, not a neutral video. The presenter 
is a doctor who says “this is an awesome vaccine” at 
0:37.

•• [https:// link-to-a-sample-video]—this is a pro-vac-
cine educational video where the video description 
outlines “we also discuss how anti-vaccine stance was 
rooted in the . . .”

•• [https:// link-to-a-sample-video]—this video is a pro-
vaccine video; it encourages taking vaccines before 
traveling.

•• [https:// link-to-a-sample-video]—this channel is 
“India for vaccines,” the video is pro-vaccine. You 
can see that the doctors will discuss how scary the 
diseases are, and why you should take vaccines.

Anti-vaccine video:

1.	 The video contains language that disapproves of 
vaccines.

2.	 The video may feature clips from documentaries 
(e.g., truth about vaccines, vaccine nation), talk 
shows, public protests, presentations from Del Big 
Tree, chiropractors, naturopaths, homeopaths, 
osteopaths, dietitians. Note: Beware that these vid-
eos are often disguised as pro-vaccine or neutral 
videos.

•• [https:// link-to-a-sample-video]—this anti-vaccine 
video is by a popular anti-vaccine channel “The truth 
about vaccines.”

•• [https:// link-to-a-sample-video]—this video is anti-
vaccine. It is produced by one of the biggest anti-
vaccine YouTube channels in North America 
“iHealthTube.com.”

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video because the description was a badly edited 
video of an ACIP hearing and how vaccination recom-
mendations are bad (or so the person who posted the 
video thought). The narrative is anti-vaccine even 
though the hearing is a vaccine recommendation hear-
ing. The video description may help with coding in 
such cases.

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video.

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video. Note: Del Big Tree is one of the biggest 
anti-vaccine proponents who says, “he’s not against 
vaccines but.” Often anti-vaccine videos are tricky, 
you must watch at least one anti-vaccine video to 

https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
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learn how people who are anti-vaccine draw parents 
into false narratives.

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video. This news piece is by Next New network 
interviewed an individual who is anti-vaccine (Dr 
Mayer Eisenstein) and who tells audiences how to 
acquire vaccine exemption; in the video he uses phrases 
such as pharma is dangerous/corrupt; first amendment 
rights, politicians are evil or misinformed.

•• [https:// link-to-a-sample-video]—Vaccine Nation is 
an anti-vaccine documentary.

•• [https:// link-to-a-sample-video] “The Real REason 
Aluminum is in Vaccines!” This is by iHealthTube.com, 
which was demonetized by YouTube for being an anti-
vaccine channel. Most commonly they would hire doc-
tors who would use pseudoscience keywords like 
“supercharged” or “live vaccines/killed vaccines,” 
“immunization stimulation.”

3.	 Some videos are posted by individuals who try to link 
vaccines to conspiracy theories. Read the description 
and then quickly watch videos listed below for 
practice.

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video by a conspiracy theorist (also see the video 
description).

•• [https:// link-to-a-sample-video]—similarly, this is an 
anti-vaccine video. The title says “Vaccines destroy-
ing children’s health,” it shows a little girl’s optic neu-
ritis (a type of adverse event following immunization 
that can lead to vision loss but mostly temporary).

•• [https:// link-to-a-sample-video]—this is an anti-vac-
cine video. It is posted by a conspiracy theorist who 
disagrees with getting vaccinated.

•• [https:// link-to-a-sample-video]. Note: If a video has 
“create your own vaccine schedule,” this is likely 
shared by a vaccine-hesitant group in an area with 
mandatory vaccine regulations for school-aged 
children.

•• [https:// link-to-a-sample-video]—this is a person 
talking about how immunization is bad in this long 
video at 33:39.

Step-by-step identification of hard-to-determine anti-
vaccine videos:

1.	 Look at the channel of the video: If the user has a 
channel that has first + last name, or an ambiguous 

name that implies this is not an official channel, look 
at the description carefully.

2.	 Look at the channel and the “dislike/like ratio”: if a 
video on a reputable channel (e.g., CBC, BBC, CNN) 
has more dislikes / than likes, it is likely a pro-vac-
cine video.

3.	 Look at the video description: If the description sec-
tion says anything about conspiracy theories, such as 
planting chips in humans using vaccines, it is an anti-
vaccine video.

4.	 Look at the content of the video: If the video con-
tains an interview of Bill Gates talking about vac-
cines, look carefully at the content and see if there’s 
anything on “population control,” or “why is Bill 
Gates choosing Africa?” or “genocide,” or “mind 
control,” “choice not mandates.” Any keywords as 
such in the description should be treated with care. 
Some traits of an anti-vaccine video—of low reso-
lution, cropped, or reverse-image, with commentar-
ies involving “secret,” “unreleased,” “behind 
doors,” and so on—are strongly suggestive of a 
conspiracy theory video.

•• Note that content with doctors is not necessarily pro-
vaccine—they may be osteopaths and naturopaths. 
How do we know? Look up the doctor’s name on 
Google and determine whether they have a track 
record of anti-vaccine statements.

•• Note that videos that seem like they are cropped 
from a reputable source, such as Bill Gates being 
interviewed by a reporter, are not always pro-vac-
cine videos (and most likely are not). Refer to Steps 
1 to 3.

In addition to the stance coding, please indicate one of the 
following:

“Not Available”: Is the video still available?
Select this option if the video has been removed by the 

user or blocked by the platform.
“Not English”: Is the video content not in English?
Select this option if the video content is in a foreign lan-

guage (even if the title is in English).
BUT: Videos with description and subtitles in English, 

and/or with partial interviews in English should be included.
“Not Relevant” Should we exclude this video because it 

is not about vaccination? Example: a video is not relevant, if 
it’s a finance-related course that mentions “immunization.”

https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
https:// link-to-a-sample-video
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Appendix C

Top 10 YouTube channels based on the most linked to videos (in-degree) by Stance by Cluster.

Cluster A (27% of all nodes in the network)

Pro-vaccine
(44% of nodes in the clustera)

Anti-vaccine
(45% of nodes in the cluster)

Neutral
(12% of nodes in the cluster)

Jimmy Kimmel Live Vaccine Risks TODAY
SciShow Rolling Stone Jubilee
The Doctors Shameless Maya OSSA
TEDx Talks Thom Hartmann Program The Doctors
AsapSCIENCE Vaccine Risks Yahoo Finance
JaeVR CinemaLibre 60 Minutes Australia
TEDx Talks The Charlotte Observer This Morning
Kurzgesagt—In a Nutshell CinemaLibre Bloomberg QuickTake Originals
CBC News: The National paulthomasmd Larry King
TED-Ed The Real Truth About Health PBS NewsHour

Cluster B (19% of all nodes in the network)

Pro-vaccine (82%) Anti-vaccine (6%) Neutral (12%)

60 Minutes Australia 700 Club Interactive This Morning
DW News LifeSiteNews South China Morning Post
CNA Insider LifeSiteNews MedCram—Medical Lectures 

Explained CLEARLY
BBC News Ijahstars THE MINDSET MedCram—Medical Lectures 

Explained CLEARLY
ABC News In-depth ROME REPORTS in English Sky News
Real Science Louis B CNBC International TV
Dr. John Campbell Sabins Studio BBC
CBN News paulthomasmd Sky News Australia
Sky News LifeSiteNews MSNBC
Yahoo Finance Dota 2 Gaming Highlights Bloomberg Markets and Finance

Cluster C (12% of all nodes in the network)

Pro-vaccine (77%) Anti-vaccine (7%)
(Only 7 anti-vaccine videos had in-degree > 0)

Neutral (16%)

BBC News China in Focus—NTD Christy Risinger MD
DW News NTD CNBC Television
Wits University OFFICIAL Ben Swann 7NEWS Australia
Dr. John Campbell The Last American Vagabond ABC 7 Chicago
Bloomberg Markets and Finance thx1138mindlock Yahoo Finance
This Morning Dr Mumbi LIVE The Infographics Show
United Nations ODANA NETWORK Al Jazeera English
CNBC Television MedCram—Medical Lectures 

Explained CLEARLY
CNN The Telegraph
The Economist Dr Khan Show

Cluster D (11% of all nodes in the network)

Pro-vaccine (29%) Anti-vaccine (60%) Neutral (11%)

Bill Gates Viable Tv KTN News Kenya
CNN Kenya CitizenTV NDTV
The Late Show with Stephen Colbert Kenya CitizenTV Al Jazeera English
The Late Show with Stephen Colbert Bible Baptist Potch Channels Television

 (Continued)
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Appendix D

Cluster D (11% of all nodes in the network)

Pro-vaccine (29%) Anti-vaccine (60%) Neutral (11%)

CNBC Television Kristofer Aspen Newsy
CNBC Television NewsClickin Hindustan Times
CNN Dal Khalsa UK Foote Notes
CNBC Television Nathan Riddett DailyNation
Bloomberg QuickTake Originals SupergirlFan NDTV
FRANCE 24 English Adventist World Radio CBS 17

Cluster E (11% of all nodes in the network)

Pro-vaccine (40%) Anti-vaccine (51%) Neutral (9%)

Doctor Mike Viable Tv Reuters
University of California Television 
(UCTV)

Dr Rashid A Buttar MSNBC

The University of Arizona Dr Rashid A Buttar Vincent Racaniello
Vincent Racaniello Dr Rashid A Buttar Vincent Racaniello
Los Angeles Times Dr Rashid A Buttar The Social CTV
Stanford Dr Rashid A Buttar University of California Television 

(UCTV)
University of California Television 
(UCTV)

Viable Tv Steve Judd Astrology

Vincent Racaniello Dr Rashid A Buttar Vincent Racaniello
Vincent Racaniello Dr Rashid A Buttar VaccineSafetyConf
Vincent Racaniello Dr Rashid A Buttar Sunny

aThe total is over 100% due to the rounding.

Appendix C.  (Continued)

Distribution of video categories in the YouTube’s Related Videos network (N = 2,260).

Video category Number of videos

News & Politics 970
Education 367
People & Blogs 278
Nonprofits & Activism 238
Science & Technology 209
Entertainment 102
Film & Animation 27
Comedy 25
Howto & Style 17
Music 11
Travel & Events 6
Sports 4
Pets & Animals 3
Gaming 1
Autos & Vehicles 1
(not provided) 1
Grand Total 2,260


