
RESEARCH ARTICLE

Short-term traffic speed prediction under

different data collection time intervals using a

SARIMA-SDGM hybrid prediction model

Zhanguo Song1,2,3,4, Yanyong Guo1,2,3,4*, Yao Wu1,2,3,4, Jing Ma5

1 Jiangsu Key Laboratory of Urban ITS, Southeast University, Nanjing, Jiangsu, China, 2 Jiangsu Province

Collaborative Innovation Center of Modern Urban Traffic Technologies, Southeast University, Nanjing,

Jiangsu, China, 3 Intelligent Transportation System Research Center, Southeast University, Nanjing,

Jiangsu, China, 4 School of Transportation, Southeast University, Nanjing, Jiangsu, China, 5 Periodical

Office, Chang’an University, Xi’an, Shaanxi, China

* yanyong.guo@ubc.ca

Abstract

Short-term traffic speed prediction is a key component of proactive traffic control in the intel-

ligent transportation systems. The objective of this study is to investigate the short-term traf-

fic speed prediction under different data collection time intervals. Traffic speed data was

collected from an urban freeway in Edmonton, Canada. A seasonal autoregressive inte-

grated moving average plus seasonal discrete grey model structure (SARIMA-SDGM) was

proposed to perform the traffic speed prediction. The model performance of SARIMA-

SDGM model was compared with that of the seasonal autoregressive integrated moving

average (SARIMA) model, seasonal discrete grey model (SDGM), artificial neural network

(ANN) model, and support vector regression (SVR) model. The results showed that SAR-

IMA-SDGM model performs best with the lowest mean absolute error (MAE), mean abso-

lute percentage error (MAPE), and the root mean square error (RMSE). The traffic speed

prediction accuracy under different time intervals were compared based on the SARIMA-

SDGM model. The results showed that the prediction accuracy improves with the increase

in time interval. In addition, when the time interval is greater than 10 min, the prediction

results yield stable prediction accuracy.

Introduction

There has been an increasing growth in traffic demand over the past two decades around the

world. Transportation engineers are being challenged by the ever-increasing traffic demand

and the corresponding traffic congestion and safety issues [1–4]. Many solutions have been

investigated to mitigate the traffic congestion, in which the proactive traffic control system is

great importance and efficient [5]. Specifically, short-term traffic prediction is an important

component of proactive traffic control system. Traffic parameters including traffic flow, occu-

pancy and traffic speed are the dominate variables in short-term traffic prediction.
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Although each of the three traffic parameters can be used to describe traffic congestion,

both traffic flow and speed have correlated with occupancy [6]. Compared to the traffic flow,

one speed is mapped to one occupancy, whereas one traffic flow can be mapped to two occu-

pancies [7–10]. In addition, speed is more directly related to the traffic operation statues.

Besides, the real-time dynamic traffic guidance control strategy relies on the short-term traffic

speed prediction results. As such, short-term traffic speed prediction has been identified as a

key task for developing proactive traffic control system.

The specification of time intervals for data collection is a fundamental determinant of the

nature and utility of traffic condition data. In the process of short-term traffic prediction, data

collection time interval serves as the aggregation interval of traffic speed [11]. The data collec-

tion time interval provides the forecasting horizon for one-step-ahead forecasting. The accu-

racy of traffic prediction results highly lay on the data collection time interval. Nevertheless, the

need for more rigorous understanding of the effects of data collection time interval specifica-

tion within the context of short-term traffic condition forecasting is not well recognized. By

contrast, it has been common practice in previous research to arbitrarily select the data collec-

tion time interval without consideration of time interval effects on the prediction results. More-

over, understanding the impact of data collection time interval on short-term traffic prediction

can provide insights into the performance of prediction results. Moreover, different applica-

tions require different data collection time intervals. For example, predictive route guidance

application requires a longer time interval, whereas traffic flow rate prediction needs a shorter

time interval [12]. The data collection time interval is particularly important to the traffic speed

prediction. The traffic speed prediction with a large time interval has limited capacity to reflect

the dynamic traffic operation status. Thus, the prediction results are unable to be applied in

traffic control strategy. Whereas, if the time interval is too small, the calculation is time con-

suming and the traffic speed prediction results are unstable. In addition, the collection process

will result in missing information when the time interval is too small. As such, it is necessary to

investigate the data collection time interval for short-term traffic prediction, especially for the

traffic speed prediction where the speed data is discrete across time intervals.

The objective of this study is to investigate the short-term traffic speed prediction under dif-

ferent data collected time interval. Specifically, a seasonal autoregressive integrated moving

average plus seasonal discrete grey model structure (SARIMA-SDGM) was proposed in this

study. Speed data with various time intervals collected from an urban freeway in Edmonton,

Canada were used. For model comparison purpose, four candidate methods, including sea-

sonal autoregressive integrated moving average (SARIMA) model, seasonal discrete grey

model structure (SDGM) model, artificial neural network (ANN) model, and support vector

regression (SVR) model, were estimated and compared with SARIMA-SDGM model.

Three indicators including the mean absolute error (MAE), mean absolute percentage error

(MAPE), and the root mean square error (RMSE) were used to measure the models’ perfor-

mance as well as the impact of time interval on traffic speed prediction accuracy. The main

contributions of the study are: (a) this paper investigate the short-term traffic speed prediction

under different data collection time intervals; and (b) a SARIMA-SDGM hybrid prediction

model was proposed this paper and compared to the traditional methods (i.e. SARIMA and

SDGM) and machine learning methods (i.e. ANN model and SVR model).

Literature review

Short-term traffic condition prediction methods

The past decades has seen a growth in the short-term traffic condition prediction studies.

Various approaches have been applied in traffic condition forecasting. Traditionally, the
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parametric and nonparametric methods are two main methods that are used in short-term

traffic condition predictions. A method can be thought paramedic when structure is fixed

and parameters are learned from data set [13]. Likewise, nonparametric methods derive

dynamic relationships directly from observed data and therefore are usually called data-driven

approach.

The typical parametric methods are the autoregressive integrated moving average

(ARIMA) model [14–16], and its extended structures, such as Kohonen-ARIMA model [17],

seasonal autoregressive integrated moving average (SARIMA) model [18], and ARIMA with

Kalman filter [19]. Other commonly used parametric methods include time series models [20]

and spectral analysis [21–22]. The parametric methods are easy to be implemented and pro-

vide explicit theoretical interpretability with clear calculation construction. However, the

parametric methods require high quality of data set. The traffic data sequence should be accu-

rate and stable, which against the fact that the traffic data are stochastic and unstable. There-

fore, these models are difficult to obtain accurate prediction results from the actual traffic data.

Comparing to the parametric methods, nonparametric methods derives the prediction

results directly from data training. Due to the learning ability and strong generalization, the

nonparametric methods are able to achieve better prediction accuracy. Numerous methods

are used as the nonparametric methods including, the k-nearest neighbor approach [23–24],

multi-type neural network [25–26], artificial neural network (ANN) model [27], kernel

smoothing [28], and support vector regression (SVR) model [29]. Nonparametric methods

enable the adaptive learning of potential traffic dynamics through historical traffic data, and

have the desirable attribute of adapting to changing traffic condition. However, concerns with

these methods are black box framework, difficult in model training. Besides, expanding the

database needed for the adaptation decreases the computational efficiency.

Considering that each prediction method has its own application and advantage, recent

studies have utilized the hybrid methods combining merits of different methods in short-term

traffic condition prediction to improve the prediction accuracy. These methods include hybrid

fuzzy rule-based approach [30], Bayesian-neural network approach [31], and chaos-wavelet

analysis-support vector machine approach [32]. Generally, the hybrid prediction model can

achieve better results than single prediction model. Moreover, the hybrid models are verified

with higher prediction accuracy [33–34].

Short-term traffic speed prediction

Numerous studies have investigated the short-term traffic speed prediction which is a kind

of time series prediction [35]. Linear time series models have been widely used, including

ARIMA model [14–15, 36], the seasonal ARIMA (SARIMA) model [37], and the exponential

smoothing model [38]. However, the above-mentioned linear time series models require accu-

rate and stable traffic speed data, whereas the actual traffic speed data are nonlinear and unsta-

ble. Therefore, these models cannot implement accurate forecast for traffic speed data that

have nonlinear structure.

In recent years, with the development of machine learning technology, various machine-

learning models have been adopted in traffic speed prediction. These models include support

vector regression (SVR) [29], long short-term memory networks (LSTM) [39–40], and evolv-

ing fuzzy neural network (EFNN) [33]. Wang et al. [41] proposed a bidirectional long short-

term memory neural network (Bi-LSTM NN) model in traffic speed prediction. The results

showed that the proposed model outperforms ANN model. Ma et al. [42] utilized a convolu-

tional neural network (CNN) to predict network-wide traffic speed. The results showed that

the proposed method outperformed LSTM model by a mean squared errors improvement of
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42.91%. Using the traffic speed data from the Caltrans Performance Measurement System

(PeMS), Liu et al. [43] predicted traffic speed by the attention convolutional neural network

(ACNN) model and found that the proposed model achieved better forecast results than tradi-

tional linear models.

In addition to the time series features, traffic speed is also influenced by geographical loca-

tion and spatial correlation. Thus, the prediction models which consider the spatial features

were proposed. These models include vector autoregressive (VAR) model [44], statistical anal-

ysis model (SAM) [45], the grey prediction model with Fourier error correction (EFGM) [46],

and the grey prediction model with Markov chain (MKGM) [47]. In these models, the predic-

tion results were achieved by exploring the road network and capturing the correlation infor-

mation of the network.

Hybrid models were also applied in short-term traffic speed prediction. The temporal-

spatial hybrid model was proposed to provide a complete description of the temporal-

spatial interaction [48]. The spatial-temporal random effects (STRE) model was applied in

traffic speed prediction by considering the spatial-temporal features of traffic speed [49].

The deep learning method combined with median filter preprocessing model (DLM8L)

uses convolutional neural network (CNN) to extract temporal-spatial features and forecast

traffic speed in highway [50]. Intuitively, the hybrid models can achieve better prediction

results than single models [33–34, 37]. However, the estimation of the hybrid models

is complex and require more effort, thereby discouraging the wide-scale implementation

[21].

The literature review showed that most of short-term traffic speed predictions are based on

time series models, spatial correlation models, and hybrid models. Compared to a single short-

term traffic speed prediction model, a hybrid model can provide complex interpretability but

achieve better accurate results. Few studies investigated the data collection time interval in

short-term traffic prediction. However, different data collection time interval may have impact

on the traffic speed prediction results.

Methodology

This study proposes a hybrid prediction model framework by combining the SARIMA

model with SDGM model to deal with traffic speed based on temporal and spatial seasonal

characteristics.

SARIMA model

SARIMA model is a commonly used time-series prediction method proposed by Box et al.

[51]. As an improved form of ARIMA model, SARIMA model is used for periodic time series

and performs the seasonal difference based on the ARIMA model. In addition, SARIMA

model has been shown to effectively capture the seasonal feature of the time series, especially

in the traffic speed time series [33, 34, 37, 52].

Based on the ARIMA(p, d, q) model which includes autoregressive (AR) algorithm and

moving average (MA) algorithm, the SARIMA (p, d, q)(P, D, Q) model can be defined in (1).

In this study, the SARIMA model is used to remove the autocorrelation structure from the

time series so as to generate the residual series for the statistical tests in the heteroscedasticity

test.

ðBÞFðBSÞð1 � BSÞ
D
ð1 � BÞdXt ¼ yðBÞYðBSÞεt ð1Þ

where t is time index; εt is the residual series; p is order of the short-term AR polynomial; q is

order of the short-term MA polynomial; d is order of the short-term differencing; P is order of
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the seasonal AR polynomial; Q is order of the seasonal MA polynomial; D is order of the sea-

sonal differencing, B is backshift operator such that BXt = Xt−1 = εt = random error at time t;
(1 − BS)D is seasonal differencing; (1 − B)d is short-term differencing; ϕ(B) = 1 − ϕ1(B) −
ϕ2(B)2 − � � � − ϕp(B)p is short-term AR polynomial; θ(B) = 1 − θ1B − θ2B2 − � � � − θqBq is short-

term MA polynomial; F(BS) = 1 −F1(BS) −F2(BS)2 − � � � −Fp(BS)p is seasonal AR polynomial;

and Θ(BS) = 1 − Θ1(BS) −Θ2(BS)2 − � � � −ΘQ(BS)Q is seasonal MA polynomial.

For the processing of SARIMA model, three steps are used in the Box-Jenkins framework,

i.e., model identification, model estimation, and model prediction [51]. In the model identifi-

cation step, the periodic features of time series are identified. The periodic features are

regarded as the criteria for applying the model [33–34, 53]. In the model estimation step, the

model parameters are estimated using the maximum likelihood approach or least squares

approach. In the model prediction step, forecast was obtained by the estimated model. In this

study, these three steps are implemented using the SAS PROC [54]. The SARIMA algorithm in

SAS is shown in the Algorithm 1.

Algorithm 1: SARIMA

Input: measured data series under different collection time interval

Output: predicted data series under different collection time interval

1.difp = dif(measured data) differential processing

2. identify var = difp stationarity = (adf = 1) stationarity test

3.identify var = difp nlag = p+d+q outcov = weekday1 white noise test

4. identify var = difp nlag = p+d+q minic p q determining the model order

5.estimate p q noint method = m1 model parameter estimation

6.forecast model prediction result

SDGM model

The discrete grey model (DGM) is used to predict the cross-sectional data. However, if the

original sequence is a seasonal sequence, the DGM is unable to capture the oscillation of the

data, leading to poor prediction accuracy [55]. Therefore, the cycle truncation accumulated

generating operation (CTAGO) is introduced as shown in Fig 1, The SDGM model which is

an improved form of the DGM, considering the CTAGO operator is proposed.

Fig 1. The process to obtain the CTAGO sequence.

https://doi.org/10.1371/journal.pone.0218626.g001
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Assume that xi(0) is an original, seasonal sequence at cross-section i, yi(0) represents the

CTAGO sequence can be given by (2), q is periodic value, and mark n-q+1 is r.

8k ¼ 1; 2; � � � ; r; yð0Þi ðkÞ ¼ CTAGO xð0Þi ðkÞ
� �

¼
Xq

j ¼ 1
xð0Þi ðkþ j � 1Þ ð2Þ

where n is total number of parameter; q is the periodic value; k is parameter number index; i is

the cross-sectional position; xð0Þi ðkÞ ¼ ðx
ð0Þ

i ð1Þ; x
ð0Þ

i ð2Þ; � � � ; x
ð0Þ

i ðrÞÞ
T

is the original sequence;

and yð0Þi ðkÞ ¼ ðy
ð0Þ

i ð1Þ; y
ð0Þ

i ð2Þ; � � � ; y
ð0Þ

i ðrÞÞ
T

is the CTAGO sequence.

The sequence yi(1) can be calculated based on the first-order accumulated generating opera-

tion (1-AGO) as shown in the (3).

yð1Þi ðkÞ ¼
Xk

t ¼ 1
yð0Þi ðtÞ; k ¼ 1; 2; � � � ; r ð3Þ

where t is parameter number index; and yð1Þi ðkÞ ¼ ðy
ð1Þ

i ð1Þ; y
ð1Þ

i ð2Þ; � � � ; y
ð1Þ

i ðrÞÞ
T

is the 1-AGO

sequence of CTAGO sequence.

By combining (2) and (3), the following equation is obtained.

yð1Þi ðkÞ ¼
Xk

t ¼ 1

Xq

j ¼ 1
xð0Þi ðt þ j � 1Þ; k ¼ 1; 2; � � � ; r ð4Þ

In the above representation, Eq (3) defines the 1-AGO structure of CTAGO sequence.

Eq (4) shows the relationship between 1-AGO sequence of CTAGO sequence yi(1) and

original sequence xi(0). As shown in (3) and (4), the sequences yi(1) is an ascending

sequences. Therefore, Eq (5) is used to define the sequence increment relationship structure

as follows.

yð1Þi ðkþ 1Þ ¼ b1y
ð1Þ

i ðkÞ þ b2 ð5Þ

where β1 is the coefficient of least-squares estimation; and β2 is the coefficient of least-

squares estimation.

The coefficients β1 and β2 can be estimated by (6) and (7).

d ¼ Bb̂ ð6Þ

b̂ ¼ ½b1; b2�
T
¼ ðBTBÞ� 1BTd ð7Þ

where d ¼ ðyð1Þi ð2Þ; y
ð1Þ

i ð3Þ; � � � ; y
ð1Þ

i ðrÞÞ
T
; and B ¼

yð1Þi ð1Þ 1

yð1Þi ð2Þ 1

..

. ..
.

yð1Þi ðr � 1Þ 1

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

.

The relationship between yi(1) and original sequences xi(0), can be calculated by (8) and (9).

d ¼ C1G1X ð8Þ
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B ¼ C2G2M ð9Þ

where C1 ¼

1 1 0 . . . 0

1 1 1 . . . 0

..

. ..
. ..

. . .
. ..

.

1 1 1 . . . 1

2

6
6
6
6
6
4

3

7
7
7
7
7
5

ðr� 1Þ�r

; G1 ¼

1 1 . . . 1 0 . . . 0 0 . . . 0

0 1 . . . 1 1 . . . 1 0 . . . 0

..

. ..
. ..

. ..
. ..

. . .
. ..

. ..
. ..

. ..
.

0 0 0 0 0 . . . 1 1 . . . 1

2

6
6
6
6
6
4

3

7
7
7
7
7
5

r�n

;

C2 ¼

1 0 0 . . . 0

1 1 0 . . . 0

..

. ..
. ..

. . .
. ..

.

1 1 1 . . . 1

2

6
6
6
6
6
4

3

7
7
7
7
7
5

ðr� 1Þ

; G2 ¼

1 1 . . . 1 0 . . . 0 0 . . . 0

0 1 . . . 1 1 . . . 0 0 . . . 0

..

. ..
. ..

. ..
. ..

. . .
. ..

. ..
. ..

. ..
.

0 0 0 0 0 . . . 1 1 . . . 1

2

6
6
6
6
6
4

3

7
7
7
7
7
5

ðr� 1Þ�ðn� 1Þ

;

M ¼

xð0Þi ð1Þ 1

xð0Þi ð1Þ 0

..

. ..
.

xð0Þi ðn � 1Þ 0

2

6
6
6
6
6
4

3

7
7
7
7
7
5

; and X ¼ ðxð0Þi ð1Þ; x
ð0Þ

i ð2Þ; � � � ; x
ð0Þ

i ðn � 1ÞÞ
T
.

By combining (7) to (9), the solving process of coefficients β1 and β2 can be converted into

the (10).

b̂ ¼ ððC2G2MÞ
TC2G2MÞ

� 1
ðC2G2MÞ

TC1G1X ð10Þ

The solution of SDGM is proposed by the (11). The time response structure of CTAGO

sequence can be presented by (12). Eq (13) defines the solution of the corresponding seasonal

original sequence xi(0) after the inverse operation.

ŷð1Þi t þ 1ð Þ ¼ ðyð0Þi 1ð Þ �
b2

1 � b1

Þb1

t

þ
b2

1 � b1

ð11Þ

ŷð0Þi t þ 1ð Þ ¼ yð1Þi t þ 1ð Þ � yð1Þi tð Þ ¼ b1 � 1ð Þðyð0Þi 1ð Þ �
b2

1 � b1

Þb
t� 1

1
ð12Þ

8t ¼ q; qþ 1; � � � ; n

x̂ð0Þi ðt þ 1Þ ¼ yð0Þi ðt � qþ 2Þ � yð0Þi ðt � qþ 1Þ þ xð0Þi ðt � qþ 1Þ ð13Þ

where x̂ð0Þi ðtÞ is the original sequence predicted by using SDGM; ŷð0Þi ðtÞ is the CTAGO

sequence predicted by using SDGM; and ŷð1Þi ðtÞ is the I-AGO sequence of CTAGO sequence

predicted by using SDGM.

The SDGM algorithm in SAS is shown in Algorithm 2.

Algorithm 2: SDGM

Input: measured data series under different collection time interval

Output: predicted data series under different collection time interval

1.input data a0 (t id xt) input measured data series a0

2. by id t;

x1 = lag(xt) x2 = lag2(xt) . . . . . . x6 = lag6(xt);

y = sum(xt,x1,x2,x3,x4,x5,x6)
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set a1 seasonal processed and stored in a1

3.use a1

yt+y; index = 1; zt = -(yt+LAG(yt)/2);

set a2 accumulated a1 and stored in a2

4.use a2

proc iml

read all var{zt index} into B

read all var{y} into yn

ahat = inv(B0�B)�B0�yn; ahatt = ahat0;na = {a u}

creat a3 from ahatt [colname = na]; IML module process

5.use a3

yt1 = (xt0-u/a)�exp(-a�(t-1))+u/a;

yt0 = (xt0-u/a)�exp(-a�(t-2))+u/a;

xp = yt1-yt0;

set a4 output the prediction results a4

SARIMA-SDGM hybrid model

In this study, a SARIMA-SDGM hybrid model was proposed for short-term traffic speed pre-

diction. In practical, SARIMA model is used to forecast the periodic time series data. SDGM

(1,1) is used to forecast the cross-sectional data that has weekly seasonal characteristics. The

structure of hybrid model is given in (14).

Vtþ1 ¼ wsarima
t Vsarima

tþ1
þ wsdgm

t Vsdgm
tþ1 ð14Þ

where t is the time index; Vt is the predicted value by using hybrid model; Vsarima
t is the pre-

dicted value by using SARIMA; Vsdgm
t is the predicted value by using SDGM; wsarima

t is the

weighted value by using SARIMA; and wsdgm
t is the weighted value by using SDGM.

The weight in the hybrid model is determined by the performance of the single model pre-

diction at time t. The lower nearness degree between the actual value and predicted value is,

the smaller the weight is. The weight algorithm of hybrid prediction model is as follows.

Step 1, Estimating the prediction value by SARIMA model and SDGM model as given in

(15) and (16), respectively.

Vsarima
t ðkÞ ¼ ðVsarima

t ð1Þ; � � � ;Vsarima
t ðrÞÞ

V̂ sarima
t ðkÞ ¼ ðV̂ sarima

t ð1Þ; � � � ; V̂ sarima
t ðrÞÞ

(

ð15Þ

Vsdgm
t ðkÞ ¼ ðVsdgm

t ð1Þ; � � � ;Vsdgm
t ðrÞÞ

V̂ sdgm
t ðkÞ ¼ ðV̂

sdgm
t ð1Þ; � � � ; V̂

sdgm
t ðrÞÞ

(

ð16Þ

where V̂ sarima
t ðkÞ is the original data sequence by using SARIMA; Vsarima

t ðkÞ is the predicted

data sequence by using SARIMA; V̂ sdgm
t ðkÞ is the original data sequence by using SDGM; and

Vsdgm
t ðkÞ is the predicted data sequence by using SDGM.

Step 2, Calculating the corresponding nearness degree rsarima
t and r

sdgm
t as given in (17).

rsarima
t ¼ 1=ð1þ jVsarima

t � V̂ sarima
t jÞ

r
sdgm
t ¼ 1=ð1þ jVsdgm

t � V̂ sdgm
t jÞ

(

ð17Þ
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where rsarima
t is the nearness degree by using SARIMA; and r

sdgm
t is the nearness degree by

using SDGM.

Step 3, Determining the corresponding weighted coefficients by the nearness degree as

given in (18).

wsarima
t ¼ rsarima

t =ðrsarima
t þ r

sdgm
t Þ

wsdgm
t ¼ r

sdgm
t =ðrsarima

t þ r
sdgm
t Þ

(

ð18Þ

where wsarima
t is the weighted value by using SARIMA; and wsdgm

t is the weighted value by using

SDGM.

Machine learning methods

Two machine learning methods, including ANN model and SVR model, were introduced for

comparison.

ANN is a data-driven model and has the capability of complex mapping between inputs

and outputs that enables appropriating nonlinear functions [56]. The basic structure of ANN

model consists of multiple layers, including one input layer, one output layer, and one or more

hidden layers. Each layer comprises several nodes connected to the nodes in neighboring lay-

ers. With the application of ANN model, the inputs can be previous lagged traffic speed values

while the outputs can provide future traffic speed forecasts. The input-output relation of neural

network models for prediction can be represented as follows

v̂ðt þ dÞ ¼ FðvðtÞ; vðt � 1Þ; � � � ; vðt � nÞÞ ð19Þ

where v(t) presents the traffic speed at the time t; and v̂ðt þ dÞ is the predicted traffic speed

at the time t+d; F(·) is a nonlinear function; d is the collection time interval of traffic speed

data.

SVR is a regression analysis model based on the support vector machine (SVM) [57]. The

model is to map the input data into a higher dimensional feature space through a nonlinear

mapping, and then a linear regression problem is obtained and solved in this feature space.

The goal of SVR model is to find a function f(xi) that has at most ε deviation from the actually

obtained targets yi for all the training data. SVR model neglects the errors that are less than ε,

and the loss will be calculated when the absolute value of the error between f(xi) and yi is larger

than ε. The structure of SVR model can be represented as follows

minw;b
1

2
kwk2

þ C
Xm

i ¼ 1
‘�ðf ðxiÞ � yiÞ ð20Þ

where ℓ� presents the �-insensitive loss function; C is the constant; w can be completely

described as a linear combination of the training patterns xi; b turns out to be the coefficient of

the optimization process.

Model performance measures

The performance of SARIMA-SDGM model was compared with that of SARIMA model,

SDGM model, ANN model, and SVR model. As well, the prediction results of SARI-

MA-SDGM models under different data collection time were compared. Three indicators

including the mean absolute error (MAE), mean absolute percentage error (MAPE), and the

root mean square error (RMSE) were used for the comparison. The following equations are

Traffic speed prediction using a SARIMA-SDGM hybrid prediction model
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given as:

MAE ¼
1

n

Xn

i ¼ 1
jXi � X̂ ij ð21Þ

MAPE ¼
100

n

Xn

i ¼ 1

Xi � X̂ i

Xi

�
�
�
�

�
�
�
� ð22Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i ¼ 1
ðXi � X̂ iÞ

2

r

ð23Þ

where n is the total number of observations; Xi is the predicted parameter value; and X̂ i is the

original parameter value.

Data preparation

Study location

Traffic speed data was collected from an urban freeway corridor that called Whitemud Drive

in Edmonton, Canada, through the vehicle detection stations (VDS, including loop detector

and traffic video camera). The west to east direction segment between 170th street to 122th

street was selected in this study. For this study, the selected segment was divided into nine seg-

ments based on the detectors location. Each segment is approximately 800 m. Fig 2 shows the

selected freeway and the nine segments (http://www.openits.cn/openData1/700.jhtml).

Data collection

Traffic speed data was available from online open data [58]. Twenty-four days (5 August to 28

August 2015) of speed data was extracted from the VDS system in the open data [58]. These

data were selected to test the model performance. Table 1 shows the speed data collection time

and location. To compare the prediction performance under different traffic speed data collec-

tion time interval test, the original speed data is aggregated into 11 data collection time inter-

vals (1 min, 3 min, 5 min, 8 min, 10 min, 12 min, 15 min, 18 min, 20 min, 25 min, and 30 min)

for each segment as shown in Table 2.

Results and analysis

Model performance comparison

In order to investigate the performance of the proposed SARIMA-SDGM model, the predic-

tion results of the five candidate models were compared. The speed data which was aggregated

into 1 min was utilized for the models’ performance comparison. Fig 3 shows the measured

speed and the predicted speed of different models for the nine segments in the morning peak

hours. As well, Fig 4 shows the measured speed and the predicted speed of different models for

the nine segments in the afternoon peak hours. The figures show that the predicted speed of

the SARIMA-SDGM model is closer to the field-measure speed compared to that of SARIMA

model, SDGM model, ANN model, and SVR model. This finding indicates that the SARI-

MA-SDGM model can better capture the variation characteristics of the filed-measured speed.

To further quantitative measure the predictive accuracy of the models, the model perfor-

mance measures were also shown in Tables 3 and 4. As shown in Tables 3 and 4, the SARI-

MA-SDGM model performs best with the lowest MAE, MAPE and RMSE, indicating that

accounting for the characteristics of the traffic speed sequence over time correlation and
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Table 1. Data collection time and location.

Segment ID VDS Region Freeway Numbers of lanes Start End AM

(Time)

PM

(Time)

1 1008 Edmonton Whitemud Drive 4 5/8/2015 28/8/2015 7–9 5–7

2 1017 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

3 1037 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

4 1034 Edmonton Whitemud Drive 4 5/8/2015 28/8/2015 7–9 5–7

5 1033 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

6 1031 Edmonton Whitemud Drive 4 5/8/2015 28/8/2015 7–9 5–7

7 1029 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

8 1027 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

9 1019 Edmonton Whitemud Drive 3 5/8/2015 28/8/2015 7–9 5–7

Note: AM: morning; PM: afternoon.

https://doi.org/10.1371/journal.pone.0218626.t001

Fig 2. Study segmentation of freeway.

https://doi.org/10.1371/journal.pone.0218626.g002
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spatial correlation could significantly improve the prediction results. However, the SARIMA

model shows the least performance among the five developed models, which is expected since

this model has poor response to sudden changes of speed trend. The performances of ANN

model and SVR model are between that of SARIMA-SDGM model and SARIMA model.

Moreover, the SVR model has a better performance than the ANN model. The performance of

SDGM model are compared to that of ANN model and SVR model, indicating that by convert-

ing the volatility sequence traffic speed sequence into a stable sequence through the 1-AGO

method could improve the prediction results. T.

As shown in Table 3, the SARIMA-SDGM model could improve the average prediction

accuracy by 32.7%, 30.1%, and 27.9% respectively compared with the SARIMA model accord-

ing to the MAE, MAPE, and RMSE measures. In addition, SDGM model could improve the

average prediction accuracy by 17.4% and 15.7% compared with the SARIMA model accord-

ing to the MAE and RMSE measures. This result is consistent with several previous studies

Table 2. Groups by different collection time interval.

Group Time interval Samples Mean (km/h) Max (km/h) Min (km/h) Std.

G1 1 min 51840 87.12 110.25 61.5 6.17

G2 3 min 17280 87.15 103.92 69 5.81

G3 5 min 10368 87.53 103.5 71.9 5.69

G4 8 min 6912 87.16 103.44 74.47 5.54

G5 10 min 5184 87.19 102.2 74.58 5.51

G6 12 min 4320 87.85 101.60 74.35 5.49

G7 15 min 3456 87.17 100.63 75.17 5.44

G8 18 min 2850 87.19 100.03 74.42 5.41

G9 20 min 2592 87.13 100.30 75.89 5.40

G10 25 min 2074 87.22 99.23 76.23 5.38

G11 30 min 1728 87.20 99.11 76.32 5.38

https://doi.org/10.1371/journal.pone.0218626.t002

Fig 3. 1min-Speed prediction by using different models for AM, August 28, 2015.

https://doi.org/10.1371/journal.pone.0218626.g003
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[40, 50] which showed that the SDGM model outperformed the SARIMA model. The similar

results can be also found for the afternoon peak hours traffic speed prediction results in

Table 4.

Model performance under different time intervals

To investigate the impact of data collection time interval on the traffic speed prediction accu-

racy, SARIMA-SDGM model was used to predict the traffic speed under different time inter-

vals (i.e. 1 min, 3 min, 5 min, 8 min, 10 min, 12 min, 15 min, 18 min, 20 min, 25 min, and 30

min). Figs 5 and 6 show similar trends for all the segments across the measures under different

time interval during morning and afternoon peak hours. As shown in Figs 5 and 6, the predic-

tion accuracy improves with the increase in time interval. For example, the average MAE,

MAPE, and RMSE are approximately 2.65, 2.80% and 3.10 respectively for all segments at the

Fig 4. 1min-Speed prediction by using different models for PM, August 28, 2015.

https://doi.org/10.1371/journal.pone.0218626.g004

Table 3. Predictive accuracy performance for different segment for AM.

Segment ID MAE MAPE RMSE

(A) (B) (C) (D) (E) (A) (B) (C) (D) (E) (A) (B) (C) (D) (E)

1 3.38 2.75 2.54 3.08 2.81 3.32% 2.79% 2.55% 3.31% 2.94% 4.36 3.95 3.58 4.24 4.11

2 3.24 2.91 2.80 2.90 2.87 3.44% 2.99% 2.88% 2.98% 2.92% 4.53 3.69 3.62 4.21 4.09

3 3.02 2.52 2.25 2.84 2.53 3.16% 2.75% 2.41% 2.87% 2.55% 3.24 2.87 2.68 2.32 2.23

4 2.76 2.49 2.36 2.61 2.44 3.49% 2.63% 2.44% 2.97% 2.59% 3.21 2.66 2.51 2.92 2.76

5 2.44 2.27 1.61 2.49 2.31 2.97% 2.48% 2.37% 2.75% 2.51% 3.06 2.94 2.08 3.21 2.91

6 2.73 2.35 1.91 2.36 2.17 3.13% 2.55% 2.22% 5.66% 3.94% 3.44 2.77 2.59 4.81 3.50

7 3.22 2.54 2.38 3.08 2.53 3.28% 2.66% 2.42% 2.55% 2.47% 3.13 2.87 2.45 2.65 2.58

8 4.53 3.88 3.45 2.38 2.32 4.19% 3.74% 3.55% 3.11% 2.92% 4.74 3.92 3.76 3.50 2.97

9 3.10 2.50 2.11 2.23 2.13 3.34% 2.74% 2.46% 2.52% 2.48% 3.18 2.75 2.45 2.73 2.68

Average 3.16 2.69 2.38 2.66 2.46 3.37% 2.81% 2.59% 3.19% 2.81% 3.65 3.16 2.86 3.40 3.09

Note: predictive accuracy performance for different segments: (A) SARIMA model, (B) SDGM model, (C) SARIMA-SDGM model, (D) ANN model, (E) SVR model

https://doi.org/10.1371/journal.pone.0218626.t003
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time interval of 1-min. By comparison, the average MAE, MAPE, and RMSE are 1.35, 1.30%

and 1.20 respectively for all segment at time interval of 10-min. The decrease in these three

indicators indicates the improvement of the speed prediction. This finding meet the fact that

the increase of the data collection time interval can reduce the volatility of traffic speed,

thereby making the speed series more stable and thus more predictable [11]. The observed

association of increased prediction accuracy with increased data collection time interval is con-

sistent with that from other valid forecasting methods [59].

Moreover, as shown in Figs 5 and 6, the lines between time intervals 1 min and 10 min

show a sharp decrease trend for all the segments. Whereas, the lines between time intervals 10

min and 30 min show a relatively flat pattern. This finding indicates that the traffic speed pre-

diction results can be improved significantly with the increase in time interval when the time

interval is smaller than 10 min. In addition, the prediction results yield stable prediction accu-

racy when the time interval is greater than 10 min. This finding can be explained with the sta-

bility of the speed data under different time interval. The standard deviation of traffic speed is

approximately 5.40 when the time interval is greater than 10 min, while the standard deviation

is approximately 6.00 when the time interval is smaller than 10 min. The result indicates that

the accurate prediction of traffic speed could be generated using 10 min and longer time inter-

val based on the SARIMA-SDGM model structure.

Discussion and conclusion

This study investigated the impact of data collection time interval on short-term traffic speed

prediction. A SARIMA-SDGM model was proposed for predicting the traffic speed under

different data collected time interval. Speed data were collected from an urban freeway in

Edmonton, Canada. The parametric model (SARIMA model and SDGM model) and nonpara-

metric model (ANN model and SVR model) were also developed and compared with SARI-

MA-SDGM model using three model performance measures. The model performance under

different time interval was compared to provide insights into the effects of data collection time

interval.

The results showed that the SARIMA-SDGM model performed best with the lowest MAE,

MAPE and RMSE. Whereas, the SARIMA model showed the least performance among the

five developed models. The results indicated that SARIMA-SDGM model can better capture

the variation characteristics of the filed-measured traffic speed data. For the model

Table 4. Predictive accuracy performance for different segment for PM.

Segment ID MAE MAPE RMSE

(A) (B) (C) (D) (E) (A) (B) (C) (D) (E) (A) (B) (C) (D) (E)

1 4.34 3.85 3.69 3.55 3.34 4.54% 3.84% 3.51% 3.65% 3.42% 5.64 5.12 4.93 5.50 5.20

2 4.23 3.74 3.59 3.69 3.62 3.78% 3.15% 3.03% 3.83% 3.74% 4.31 3.75 3.57 4.03 3.94

3 3.32 2.86 2.69 3.12 3.03 3.23% 2.98% 2.79% 3.48% 3.25% 3.54 3.22 3.07 3.79 3.66

4 3.44 3.00 2.78 3.71 3.37 3.65% 3.25% 2.99% 3.98% 3.31% 3.11 2.95 2.81 4.14 3.63

5 3.95 3.21 2.98 3.22 3.08 3.78% 3.35% 3.13% 3.39% 3.15% 3.48 3.12 3.01 3.54 3.11

6 3.12 2.66 2.57 2.91 2.68 3.21% 2.94% 2.72% 3.14% 2.96% 3.08 2.88 2.71 3.36 3.33

7 3.81 3.21 3.07 3.98 3.68 3.91% 3.33% 3.15% 4.28% 4.04% 4.27 3.72 3.50 4.35 4.17

8 2.89 2.35 2.29 2.52 2.37 3.05% 2.84% 2.54% 3.17% 2.81% 3.14 2.65 2.40 3.28 2.86

9 3.35 2.95 2.67 3.33 3.13 3.30% 3.11% 2.75% 3.54% 3.40% 3.65 3.22 3.00 3.55 3.45

Average 3.61 3.09 2.93 3.34 3.14 3.61% 3.20% 2.96% 3.61% 3.34% 3.80 3.40 3.22 3.95 3.71

Note: predictive accuracy performance for different segments: (A) SARIMA model, (B) SDGM model, (C) SARIMA-SDGM model, (D) ANN model, (E) SVR model

https://doi.org/10.1371/journal.pone.0218626.t004
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performance under different data collection time interval, the results showed that the five

model performance measures decreased with the increase in time interval. The results indi-

cated that the prediction accuracy improves with the increase in time interval. Moreover, the

SARIMA-SDGM model can yield stable prediction accuracy for traffic speed data with greater

than 10 min data collection time intervals.

There are some limitations to this study. (a)This study utilized the traffic speed data from 9

segments. The connection between adjacent segments may affect the traffic speed prediction

performance. Future work should investigate relationship of traffic speed between the adjacent

segments. (b) Uncertainty of traffic speed prediction was considered as an inevitable problem

due to the stochastic volatility feature. Uncertainty model and uncertainty quantification anal-

ysis can be applied to these speed data series for short-term prediction. (c) This study shown

Fig 5. Predictive accuracy performance for AM.

https://doi.org/10.1371/journal.pone.0218626.g005
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that SARIMA-SDGM model can yield the better prediction results, but still cannot be applied

in the real time traffic speed prediction. Thus, the online algorithm for short-term traffic speed

prediction using state-of-the-arts methods such as Kalman filters was also a valuable research.
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