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Abstract

Malarial infections are often genetically diverse, leading to competitive interactions between parasites. A quantitative
understanding of the competition between strains is essential to understand a wide range of issues, including the evolution
of virulence and drug resistance. In this study, we use dynamical-model based Bayesian inference to investigate the cause of
competitive suppression of an avirulent clone of Plasmodium chabaudi (AS) by a virulent clone (AJ) in immuno-deficient and
competent mice. We test whether competitive suppression is caused by clone-specific differences in one or more of the
following processes: adaptive immune clearance of merozoites and parasitised red blood cells (RBCs), background loss of
merozoites and parasitised RBCs, RBC age preference, RBC infection rate, burst size, and within-RBC interference. These
processes were parameterised in dynamical mathematical models and fitted to experimental data. We found that just one
parameter m̂m, the ratio of background loss rate of merozoites to invasion rate of mature RBCs, needed to be clone-specific to
predict the data. Interestingly, m̂m was found to be the same for both clones in single-clone infections, but different between
the clones in mixed infections. The size of this difference was largest in immuno-competent mice and smallest in immuno-
deficient mice. This explains why competitive suppression was alleviated in immuno-deficient mice. We found that
competitive suppression acts early in infection, even before the day of peak parasitaemia. These results lead us to argue that
the innate immune response clearing merozoites is the most likely, but not necessarily the only, mediator of competitive
interactions between virulent and avirulent clones. Moreover, in mixed infections we predict there to be an interaction
between the clones and the innate immune response which induces changes in the strength of its clearance of merozoites.
What this interaction is unknown, but future refinement of the model, challenged with other datasets, may lead to its
discovery.
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Introduction

Malarial infections often consist of more than one strain of the

same parasitic species [1–3]. Parasite populations of multiple

strains interact with one another directly via resource competition

and indirectly via the host’s immune response to the infection

[4,5]. These interactions affect the population dynamics of the

competing strains [2,4–13]. Population dynamics during such

mixed infections, when compared to single infections, have been

shown to exhibit different mortality rates for the parasites, rates of

growth to peak density, maximum parasitaemia and renewed

growth within hosts [6]. There is evidence to suggest that higher

within-host densities may lead to higher transmission success

[7,14] and competitive interactions which may directly affect the

rate of transmission [3,8]. Such competitive interaction can drive

the evolution of virulence in parasites [7,15]. Consequently,

understanding the within-host competition between strains, is

essential to understanding the evolution of virulence and drug and

vaccine resistance in malarial infections [7,16–18].

Several experimental studies of mixed infections of P. chabaudi clones

have demonstrated competitive suppression of less virulent clones by

virulent clones [7,14,15,19]. These studies have led to some interesting

speculation on the potential mechanisms responsible for the compet-

itive suppression. However, an exact mechanism has yet to be

established. An experimental study of mixed infections of two P.

chabaudi clones, by Taylor et al., provides evidence for competitive

suppression of one of the clones irrespective of initial dose [14]. Mice in

three treatment groups were infected with virulent (ER) and avirulent

(CR) clones of P. chabaudi with different ratios of initial parasite

numbers. The competitive suppression of avirulent clone at the later

stages of infection in all three treatment groups were attributed to

clone-specific and cross-immunity of the host induced by the parasite

strains. However, the exact role of host immune response on the

suppression of CR could not be explored.
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In another experimental study, 7 genetically closely related

strains of P. chabaudi, differing in virulence, were tested against an

unrelated, and more virulent strain of P. chabaudi [7]. Densities of

individual parasite strains in mixed infections were tracked for 14–

50 days. In all infections the virulent strain competitively

suppressed the avirulent strains. Among the avirulent strains, the

ones that were more virulent in single-strain infections achieved

greater parasite densities and also suffered relatively less compet-

itive suppression than the less virulent strains when in competition.

The exact mechanism by which the avirulent clone is suppressed

could not be established.

Another study showed that a virulent clone obtained a

competitive advantage due to larger parasite and gametocyte

densities, compared to an avirulent clone, during mixed infections

[15]. Compared to respective single infections, both strains

experienced reduction in both asexual parasite and gametocytes

densities. However, the suppression in the gametocytes density of

an avirulent clone was larger compared to the virulent strain

during mixed infections. Virulent clones reached larger parasite

densities compared to avirulent clones both in single and mixed

infections. This study demonstrated the importance of within-host

competition in the spread and selection of virulence in parasite

evolution.

Recently a series of experiments were designed to study the

effects of parasite genotype, residency and time of infection on

within-host parasite densities during mixed infections. In these

experiments two pairs of distinct clones of P. chabaudi were

inoculated into mice either simultaneously or 3 or 11 days apart

and their population sizes were tracked using immunofluorescence

or quantitative polymerase chain reaction [19]. In all the

experiments, at least one of the two clones suffered strong

competitive suppression during mixed infections. It was observed

that the avirulent clone suffered from competition even when it

infected mice before the virulent clone, whereas the virulent clone

suffered from competition only when infecting mice after the

avirulent clone. It was suggested that host immunity along with

competition for resources played an important role in causing the

suppression of one of the clones during mixed infections. However,

the extent of the contribution of resource limitation and host

immune response to competitive suppression could not be

disentangled.

In a recent paper examining competition between malaria

clones we found direct experimental evidence of immune-

mediated competition [20]. This was the first evidence of such

competition in any host-parasite system. Two genetically distinct

clones of P. chabaudi (AS and AJ) were co-infected into mice. The

AS clone is less virulent than the AJ clone, being associated with a

lower peak parasitaemia, less RBC loss and less weight loss [21]. In

order to determine if the immune response mediated competitive

suppression, both immuno-competent and immuno-deficient (T-

cell depleted) mice were infected. If competition was mediated by

the immune response, then the expectation was that competitive

suppression would be weaker in immuno-deficient mice than in

immuno-competent mice. Compared to single clone infections, the

presence of the AJ clone in mixed infections competitively

suppressed the AS clone. Importantly, suppression was alleviated

in immuno-deficient mice. The statistical analysis of the data,

however, did not allow the determination of the nature, strength

and precise timing of the suppression. Moreover, the data

suggested that other competitive mechanisms must be important,

although what those mechanisms were was impossible to

determine.

Our aim in this paper is to re-examine this dataset using a

dynamical model-based Bayesian inference approach in order to

determine the nature of these competitive interactions, immune

mediated or otherwise. Parameterised dynamical (process) math-

ematical models are fitted to the experimental data. Mechanism

can then be inferred from the estimated parameters – i.e., a

parameter for a mechanism (such as immune-mediated clearance

rates of parasites) that is different across treatments suggests

possible causes of competitive interactions [22–25]. This approach

allows formal and quantitative testing and comparison of

hypotheses for the effect of factors that cannot be easily measured

empirically.

Methods

Experimental data
We briefly describe the experiment here. See [20] for a more

detailed description.

Three different phenotypes of 12–14 week old, female BALB/c

mice were used: (i) wildtype mice; (ii) female nu/nu mice (‘‘nude

mice’’; Harlan UK); and (iii) nude mice reconstituted with T cells

taken from wildtype mice. The mutation nu is a recessive mutation

that blocks the development of the thymus and hence these mice

have no mature T-cells which impairs their immune systems [26].

Both nude mice and nude mice reconstituted with T-cells are

genetically different from wildtype mice. Only the nude and

reconstituted mice were used in the analysis in [20] to allow for the

comparison of genetically similar immuno-competent and im-

muno-deficient hosts; we present data for all three phenotypes

here. The wildtype mice provide additional statistical power to

discriminate between competing hypotheses about the cause of

competitive suppression.

Mice of each phenotype (wildtype, nude, reconstituted) were

inoculated intraperitoneally with 105 AS or 105 AJ or 105 AS and

105 AJ parasitised RBCs (pRBCs); resulting in 9 treatment groups.

There were seven mice in the treatment groups with nude mice,

and six mice in each of the treatment groups with reconstituted

and wildtype mice. RBC and parasite densities were measured on

days 0, 2, 4, and then daily until day 18 when the experiment was

terminated. Measurements were taken at 08:00 hr before asexual

Author Summary

Malaria infections often consist of more than one strain of
the same parasitic species. Understanding the within-host
competition between these various strains is essential to
understanding the evolution and epidemiology of drug
resistance in malarial infections. The infection process and
the competition between strains involve complicated
biological processes that are explained by various hypoth-
eses. Mathematical models tested against experimental
data provide quantitative measures to compare these
hypotheses and enable us to discern the actual biological
processes that contribute to the observed dynamics. We
use a group of models against experimental data on
rodent malaria to test various hypotheses. Such quantita-
tive measures, in understanding rodent malaria, can be
considered as a step towards understanding within-host
parasite dynamics. Our work presented here demonstrates
how confronting mathematical models with data allows
the discovery of subtle and novel interactions between
hosts and parasites that would be impractical to do in an
experiment and allows the rejection of hypotheses that are
incorrect. It is our contention that understanding the
forces controlling within-host parasite dynamics in well-
defined experimental model is a necessary step towards
understanding these features in natural infections.

Immune-Mediated Competition in Rodent Malaria
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merozoites have yet to replicate within pRBCs. RBC density was

measured by flow cytometry, parasite density was measured by

quantitative PCR. We have previously estimated the error in these

measurements [25].

The mathematical model and forms of competition
We extend the model of malaria parasite bloodstream asexual

replication developed in [25] to mixed infection of two clones

and further include RBC age-structure [22] and background

loss of pRBCs. We provide a brief description of the model here;

the mathematical details with supporting tables of variables,

parameters and their priors are given in the Supplementary

Materials.

In P. chabaudi, parasitised RBCs (pRBCs) rupture synchronously

every 24 hours [27], releasing on average 6–8 parasites (merozo-

ites) into the bloodstream [28]. These newly released merozoites

infect further RBCs and the cycle repeats. The rupture of pRBCs

(schizogony) occurs at approximately midnight [27,29].

We use a discrete-time formulation to model the dynamics,

where each time step corresponds to a single day. The start of day

i is defined as the point immediately following rupture of pRBCs,

before any infection has occurred (i.e., the point at which

merozoites are released into the bloodstream). The script for our

model can be accessed at https://code.google.com/p/bayesian-

model-based-inference/

We assume that the processes determining RBC and parasite

densities occur on two non-overlapping timescales. The first

corresponds to the short infection phase during which merozoites

infect RBCs, which occurs within a few minutes following

schizogony. The second and subsequent timescale (the remainder

of the day) corresponds to the RBC turnover phase: the parasites

replicate within pRBCs, and new unparasitised RBCs (uRBCs)

migrate from the bone marrow and spleen into the bloodstream

[24,30,31]. At the end of the RBC turnover phase, surviving

pRBCs rupture and release new merozoites. In normal,

homeostatic, conditions, migration of uRBCs exactly replenishes

the natural loss of RBCs [32]. In anaemic conditions RBC

production and migration (erythropoiesis) is up-regulated at a

rate proportional to the difference between the normal RBC

density and the actual density a few days in the past

[22,25,33,34]. As discussed below, one possible cause of

competition is differential RBC-age preference between the two

clones [35,36]. We therefore extend the model to include age

structure of RBCs as in [22,23]. We distinguish between 1–2 day

old immature RBCs (reticulocytes) and the older mature RBCs

(normocytes) they develop into.

We model separate, time-dependent, adaptive immune respons-

es against merozoites in the infection phase [37,38] and pRBCs in

the turnover phase as in [25]. We tried three different functional

forms for the clearance rates: piecewise linear (as in [25]),

exponential and sigmoidal. In addition, we include a constant,

low-level background loss rate of free merozoites in the infection

phase as in [22,25,36], and a constant background loss rate of

pRBCs. We also include time-dependent bystander killing of

uRBCs in the turnover phase [25,39,40]. The mathematical

details are given in the Supplementary Material.

Biologically, competition between clones can be mediated by

several processes as listed in Table 1. The main difference between

the mouse phenotypes is their immuno-competence. Hence, we

expect to see an effect of phenotypes in processes that involve host

immune response. This allows us to identify all processes including

host-immune response that may play a role in competitive

suppression. Previous modelling studies of P. chabaudi [22,36] have

shown that clone-specific RBC age preferences can cause

competitive suppression of a less virulent clone, when virulence

is a function of the age range of RBCs a parasite can invade. Our

first hypothesis H1, considers this possibility (Table 1). In our

model age-preference is modelled as different merozoite infection

rates of reticulocytes and normocytes; bR and bN respectively. It

turns out, however, that we cannot separately identify (estimate)

these two rates; only their ratio r~bRbN, can be estimated (see

Supplementary Material for details). Our second hypothesis H2,

considers whether the number of merozoites that burst from

pRBCs v, is different between clones. Evidence that burst sizes are

significantly higher for the more virulent clones compared to

avirulent ones have been observed previously [22,23]. Our third

hypothesis H3, considers the possibility that competition for

resources within multiply parasitised RBCs may cause differential

death rates k, of the different clones. A previous in vitro study of P.

falciparum has shown that diffusible molecules within RBCs can

regulate the growth and gametocytogenesis of parasites [41].

Hence, multiple parasites within the same RBC may competi-

tively interfere for these resources. Our fourth hypothesis H4,

considers whether RBCs infected by the different clones have

different constant background death rates n. We do not have a

specific process in mind that might cause such a difference, other

than it not being caused by clone-specific adaptive immunity

(which we consider in hypothesis H7). Our fifth hypothesis H5

considers competition caused by a combination of two processes:

differential background loss rates of merozoites m, and differential

merozoite infection rates of normocytes bN. Mathematically we

cannot separately estimate these two parameters; only their ratio

m̂m, can be estimated (see Supplementary Material). The parameter

m̂m can be interpreted as the RBC density at which a single

merozoite has a 50% chance of infecting a RBC (assuming no age

preference, and in the absence of an adaptive immune response

against merozoites). Hence, if one clone has a higher background

merozoite loss rate or a lower merozoite infection rate of

normocytes, this clone has a lower chance of infecting RBCs at a

particular RBC density, and, therefore, is at a competitive

disadvantage. In hypotheses H6 and H7 we consider clone-

specific adaptive immunity against merozoites and pRBCs

respectively.

Competition is incorporated into the model via clone-specific

parameters (Table 1). We would expect, after fitting the model to

the data, for some of these parameters to exhibit different estimates

between clones. We may then infer that competitive suppression is

mediated by the processes whose parameters differ between clones.

For example, the analysis by Råberg et al. [20] strongly suggested

that competitive suppression was mediated by some aspect of

immunity (hypotheses H6 and H7), so we might observe weaker

adaptive immune clearance of the AJ clone compared to the AS

clone.

We test the causes of competition as follows. The full model,

described above and in more detail in the Supplementary

Material, includes all possible causes of competition. That is, all

parameters included in hypotheses H1 to H7 are allowed to be

different between the two strains. This so called ‘‘all-cause’’ model

is fit to the data. Each single-cause model is obtained by keeping

the parameters clone-specific for the cause of interest and making

parameters clone-non-specific for all other causes. Each single-

cause model is fit to the data. If none of the single-cause models

adequately predict the data, we would then examine dual-cause

models, and so on. This was not necessary however. The all-cause

model acts as a reference because it has the highest maximum

likelihood. Any single-cause model that has a maximum likelihood

similar to (but necessarily smaller than) the all-cause model fits the

data as well as the all-cause model.

Immune-Mediated Competition in Rodent Malaria
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Model fitting and parameter estimation
There is considerable variability in parasite and RBC dynamics

of the mice both between and within the treatment groups. This

suggests that there is variability in the underlying processes that

govern the dynamics and thus in the parameters. Furthermore, the

immune responses are significant sources of variability in vivo and

RBC invasion rates may vary between-mice due to the multi-

factorial nature of such processes which involve the interaction of

many host and parasite proteins. We therefore make no

assumption about which parameters are invariant across mice

and estimate each parameter separately for each mouse.

In the experiment, measurements were taken at approximately

08:00 hrs, roughly 1=3 of the time between successive rupture

events. We therefore fit the model predictions of RBC and parasite

densities at this time. Total RBC density was measured by flow

cytometry while the total parasite density was measured using

quantitative PCR. We have previously shown that the measure-

ment errors in RBC and log10-parasite densities are normally

distributed with standard deviations 6|105cells=ml and 0:17
respectively [25]. Assuming independence in the errors, the

likelihood of the model parameters, given the data for a particular

mouse, is simply the product of the likelihoods of the parameters

given each data point. We use an adaptive, population based

Markov chain Monte Carlo method with power posteriors [24,42–

44] to sample the posteriors and compute marginal likelihoods (see

below). The Markov chains had a burn-in of 2|106 samples.

Inferences are based on 2|106 samples thinned to 3,000 samples.

Five simulations were run to obtain means and standard errors of

the marginal and maximum likelihoods.

Model comparison
We use maximum and marginal likelihoods to compare our

competing hypotheses about the causes of competitive suppression.

Marginal likelihoods naturally penalise models that over-fit data

with too many parameters. Marginal likelihoods are computed for

each mouse [44]. Assuming mice are independent, the marginal

likelihood over all mice is simply the product of their individual

marginal likelihoods.

When comparing two hypotheses the ratio of their marginal

likelihoods, their Bayes factor, is a convenient statistic. Bayes

factors quantify how much more likely one hypothesis is over

another given the observed data [45]. However, when comparing

multiple hypotheses it is more convenient to compare the logs of

their marginal likelihoods directly. A difference of 1 log would be

strong evidence in favour of the more likely hypothesis, and a

difference of 2 logs or more would be decisive evidence [45].

Results

Experimental data
The experimental data on nude and reconstituted mice are

discussed in [20,25]. We present the data here in a different format

and present the previously unpublished data of infections in

wildtype mice.

The average parasite densities for the three mouse phenotypes

for single (solid lines) and mixed (dashed lines) infections of the AJ

(left panel) and AS (right panel) clones are shown in Figure 1. The

results clearly demonstrate the strong competitive suppression of

the AS clone in mixed infections (dashed lines) compared to single

infections (solid lines) [20]. This is the case for all mouse

phenotypes. The AJ clone, in comparison, does not exhibit any

significant changes in parasite density during mixed infections

when compared to single infection.

Figure 1 also shows that the strength of competitive suppression

of the AS clone is stronger in immune-competent mice. This is

seen by comparing the diverging densities of the AS clone in nude

(dashed black line) and reconstituted mice (dashed red line). This

result suggests that the AS clone undergoes immune mediated

competition [20].

Assessment of the all-cause competition model
The all-cause competition model was fit to the single and mixed

infection data from [20]. The analysis of the fits to single infections

has been reported elsewhere [25] so we only assess the fits to the

mixed infections here.

We first tested the fits for the three functional forms of the

adaptive immune responses. The sigmoidal response gave the

best fits in terms of maximum and marginal likelihoods (see

Table 2), the piecewise linear response gave slightly worse fits,

and the exponential response gave significantly worse fits. For

the rest of the paper we analyse the fits of the sigmoidal model.

The results and conclusions from using the piecewise linear

model are identical. We do not consider the exponential model

any further.

The standardised residuals of the all-cause model for each

mouse phenotype are given in the Supplementary Material (Figs.

S3, S4 and S5). The Q-Q plots of the all-cause model for each

phenotype are given in the Supplementary Material (Figs. S6, S7,

S8). The standardised residuals of an adequate model should be

approximately normally distributed with mean 0 and standard

deviation 1. The overlaid residuals and the Normal Q-Q plot of

the fits suggest that the all-cause model is adequately fitting the

data with some minor over and under estimation of the dynamics.

We can therefore be confident that the all-cause model is

Table 1. Possible causes of competition and associated clone-specific parameters.

Hypothesis Cause of competitive suppression Parameters that differ between clones

H1 Clone-specific RBC age preferences rAJ=rAS

H2 Clone-specific burst sizes vAJ=vAS

H3 Within-RBC interference competition kAJ=kAS

H4 Clone-specific background loss of pRBCs nAJ=nAS

H5 Clone-specific ratio of background loss rate of merozoites to normocyte infection rates m̂mAJ=m̂mAS

H6 Clone-specific adaptive responses against merozoites ÎIm,AJ,i=ÎIm,AS,i

H7 Clone-specific adaptive responses against pRBCs Ip,AJ,i=Ip,AS,i

doi:10.1371/journal.pcbi.1003416.t001

Immune-Mediated Competition in Rodent Malaria

PLOS Computational Biology | www.ploscompbiol.org 4 January 2014 | Volume 10 | Issue 1 | e1003416



adequately explaining the data and so we proceed to the single-

cause models.

Comparison of single-cause competition models
Figure 2 plots log10-marginal likelihood against log10-maximum

likelihood of the models tested in Table 1. The all-cause model

must have the highest maximum likelihood amongst all our models

because it has the most degrees of freedom. We would expect,

though, for it to have a low marginal likelihood due to over-fitting.

The single-cause models may fall into one of two categories. i) A

model may have a substantially poorer fit than the all-cause model

causing it to have a substantially lower maximum likelihood. Its

marginal likelihood may be lower or higher than the all-cause

model. ii) A model may have almost as good a fit as the all-cause

model causing it to have a similar maximum likelihood to it and a

substantially higher marginal likelihood. Models falling into the

latter category are considered minimal adequate models: they

predict the data well with as few parameters as possible [46].

It is clear from Figure 2 that only one model falls into the

minimal adequate category. The model with clone-specific

differences in m̂m has a maximum likelihood slightly smaller than

the all-cause model, meaning that it predicts the data almost as

well. Its marginal likelihood is much higher because it has far fewer

parameters. All other models can cause competition (results not

shown). However, either their maximum likelihoods are at least an

order of magnitude lower or their marginal likelihoods are

significantly lower. Figures S9, S10, S11 in the Supplementary

Material show marginal against maximum likelihoods for the three

mouse phenotypes separately. In all, the model with clone specific

differences in m̂m consistently has the highest marginal likelihood

and similar maximum likelihoods to the all-cause model. We can

thus conclude that clone-specific differences in m̂m are sufficient to

adequately explain the competitive suppression of the AS clone.

All other parameters can be assumed to be the same between the

two clones.

Model fits of the minimal adequate model
The fits to individual mice data of the single-cause model with

clone-specific m̂m are shown in Figs. 3, 4. RBC density in

reconstituted and wildtype mice recover after the first peak in

parasite density, but then recrudesce around day 14 post infection.

By comparison, RBC density does not recover in nude mice and

they die.

Figure 1. Data. Parasite densities of AJ and AS clones averaged across mice from single and mixed infections for three treatment groups
(reconstituted, nude and wildtype). Error bars represent +1 standard error. Data from [20].
doi:10.1371/journal.pcbi.1003416.g001

Table 2. Assessment of functional forms of the adaptive
immune responses.

Functional form Maximum log-likelihood Marginal log-likelihood

Sigmoidal 23502631 2427562

Piecewise linear 2351363 2428962

Exponential 2358965 2459761

1Mean+2 standard errors of five independent fits.
doi:10.1371/journal.pcbi.1003416.t002

Immune-Mediated Competition in Rodent Malaria
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Statistical analysis of m̂m in the minimal adequate model
Figure 5 shows the means (and their standard errors) of the

posterior means of m̂m among mice within each treatment group.

There are six features in Figure 5 that are pertinent for

understanding how m̂m contributes to competitive suppression of

the AS clone.

1. m̂m is significantly higher in wildtype mice than in reconstituted

mice (F1,46~6:0, p~0:018) and significantly higher in

reconstituted mice than in nude mice (F1,50~11:1,

p~0:0016).

2. In single clone infections there is no significant difference

between m̂mAS and m̂mAJ (F1,32~0:75, p~0:39).

3. In contrast to single infections, in mixed infections m̂mAS is

significantly higher than m̂mAJ (F1,32~136, pv10{3).

4. In mixed infections, the difference between m̂mAS and m̂mAJ is

significantly larger in reconstituted and wildtype mice than in

nude mice (F1,17~56, pv10{3). Between reconstituted and

wildtype there was no significant difference in the difference

between m̂mAS and m̂mAJ (F1,11~2:6, p~0:14).

5. In nude and reconstituted mice m̂mAS is significantly higher in

mixed infections than in single infections (nude: F1,12~9:7,

p~0:009, reconstituted: F1,10~50, pv10{3). However, there

is no difference in m̂mAJ between single and mixed infections

(nude: F1,12~0:43, p~0:52, reconstituted: F1,10~1:9,

p~0:20).

6. In wildtype mice, the opposite is the case: m̂mAJ is significantly

lower in mixed infections than in single infections (F1,10~8:4,

p~0:016), whereas there is no difference in m̂mAS between single

and mixed infections (F1,10~1:1, p~0:31).

We discuss the significance of these results next.

Discussion

In mixed infections of virulent AJ and avirulent AS P. chabaudi

clones, the AJ clone competitively suppresses the AS clone [20].

This competition is thought to be mediated partially by the

immune response because in immune-deficient mice competitive

suppression is alleviated [20]. The aim of this paper was to provide

a quantitative assessment of the, possible, multiple factors that

cause this competition. Drawing on hypotheses from experimental

data and the mathematical modelling literature we built dynamical

models and fitted them to the experimental data. The outputs

were analysed using a Bayesian inference approach.

We tested seven possible mechanisms that could cause

competitive suppression (Table 1). Our results suggest that just

one model parameter m̂m, the ratio of background loss rate of free

merozoites to their infection rate of normocytes, needs to be clone-

specific in order to fully explain competition between the AS and

AJ clones.

In fact, all of the mechanisms of competition we tested could

explain competitive suppression (results not shown). However,

these mechanisms did not predict the data as well as a clone-

specific m̂m (see Figure 2). This does not imply that clone-specific

differences in these other mechanisms do not exist. Other

modelling work has suggested that clone-specific RBC age

preference could cause competitive suppression [22,36,47,48]. In

these papers models were fitted to data from single-clone infections

and the resulting estimated clone-specific, age-dependent infection

rates used to simulate parasite and RBC dynamics in mixed

infections. These simulations gave qualitatively similar dynamics

to data from mixed infections thus suggesting that RBC age

preference can cause competitive suppression. We went a step

further in this study by fitting our model to the mixed infection

data as well as the single infection data. This allowed us to

quantitatively compare this mechanism with many others and

Figure 2. Statistical comparison of possible causes of competition. Marginal against maximum likelihoods on a log10 scale of the all-cause
model and all single-cause models. See Table 1. As all mice are independent, the marginal and maximum likelihoods of a model are summed over all
mice in all treatment groups. Competitive suppression of the AS clone by the AJ clone can be solely explained by differences in the parameter m̂m
(Hypothesis H5). No other single cause of competition adequately predicts the data. Circles show mean, and error bars show 2 standard errors from 5
independent fits.
doi:10.1371/journal.pcbi.1003416.g002
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demonstrate that, although it can explain competitive suppression,

it does less well than clone differences in m̂m.

Before we discuss the biological interpretation of m̂m we first

discuss the differences in its estimates across treatments (refer to

Figure 5). In single infections, we found no difference in m̂m between

clones (F1,32~0:75, p~0:39). In mixed infections, however, m̂m is

significantly higher for AS than AJ (F1,32~136, pv10{3). The

difference between m̂mmixed,AJ and m̂mmixed,AS was significantly smaller

in immune-compromised nude mice than in immune intact mice,

both T-cell reconstituted and wildtype mice (F1,17~56, pv10{3).

Therefore, we suggest that the reason why AJ competitively

suppresses AS is because of clone-specific differences in m̂m, and the

reason why competitive suppression is stronger in immune-intact

mice is because the difference is larger in these mice.

In addition, in nude and reconstituted mice we found that m̂mAS

significantly increased between single and mixed infections (nude:

F1,12~9:7, p~0:009, reconstituted: F1,10~50, pv10{3). Whereas

m̂mAJ did not significantly change between single and mixed infections

(nude: F1,12~0:43, p~0:52, reconstituted: F1,10~1:9, p~0:20).

The opposite was the case in wildtype mice: m̂mAJ significantly

decreased between single and mixed infections (F1,10~8:4,

p~0:016) whereas m̂mAS did not significantly change (F1,10~1:1,

p~0:31). We can offer no explanation for this qualitative difference

between mice phenotypes, other than to note that nude mice and

nude mice reconstituted with T-cells are genetically different from

wildtype mice.

Our definition of m̂m is the ratio of background loss rate of

merozoites m, to the infection rate of normocytes bN . Thus it

determines how many merozoites successfully invade RBCs; the

larger its value the fewer merozoites which are successful.

Moreover, because m̂m is assumed constant throughout the

infection, its effect on parasite and RBC dynamics is felt from

the first day of infection. Its effect on parasite dynamics is three

fold. 1) It slows growth during the exponential growth phase

(compare green (AS) and blue (AJ) lines in Figure 3). 2) This in

turn determines the peak parasite density. This is because the

timing and strength of the adaptive immune response is the same

for both clones and adaptive immunity is the most important

driver for halting and reversing parasite growth. If growth is slower

(due to a larger m̂m) then peak parasitaemia will be lower. 3) It

speeds up the loss of parasites after the peak. All of the differences

in the dynamics between the two clones in Figure 3 are due to

clone-specific differences in m̂m, all other parameters, apart from

initial parasite density, are non-specific.

The parameter m̂m can be mathematically interpreted as the RBC

density at which a single merozoite has a 50% chance of infecting

a RBC (assuming no age preference, and in the absence of an

adaptive immune response against merozoites). But how do we

interpret it biologically? We initially defined it to be the ratio of

background loss rate of merozoites m, to the infection rate of

normocytes bN. The definition of bN is straightforward and has

been used in one form or another in all published mathematical

models of malaria parasite invasion of RBCs; it parameterises the

rate at which merozoites infect normocytes in the absence of an

immune response. Our definition of m is based on the models of

Mideo et al. [22] and Antia et al. [36]. These two papers base the

value of m on in vivo measurements of the loss of invasive ability of

Figure 3. Model fits to parasite densities. Fits of the single-cause model (H5) with clone-specific m̂m to AS (green) and AJ (blue) parasite densities
in reconstituted (top panels), nude (middle panels) and wildtype (bottom panels) mice during mixed infections. Crosses are data. The solid lines give
the median fits. Grey regions correspond to the 95% posterior intervals of model uncertainty. These plots show that the model fits the data quite well
for each individual in all treatment groups.
doi:10.1371/journal.pcbi.1003416.g003
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free merozoites [49]. These two papers fix the value of m and

therefore do not estimate its value, which we do here. Thus m has

always been defined as a property of the parasite and not as a

property of the interaction between host and parasite.

Our finding that m̂m changes between single and mixed

infections does not fit with the above definitions of m and bN.

We can think of no valid reason why bN should change between

single and mixed infections. It is unlikely that different parasite

clones could interfere with each others ability to find, attach and

infect RBCs, especially when they are at very low densities early

in the infection. It is possible that antibody against one clone

could block the invasion of RBCs by another clone thus changing

bN. However, we observe competitive suppression before an

antibody response is activated as well as in T-cell deficient nude

mice. Thus it seems unlikely that bN is changing between single

and mixed infections.

This leads us to suggest that our definition of m is at fault. It is

likely that m represents a combination of factors. We argue that

one of these factors could be the innate immune response’s

clearance of free merozoites, and it is this factor that changes

during mixed infections. First, m̂m is weakest in nude mice and

strongest in wildtype mice (Figure 5, nude vs. reconstituted:

F1,50~11:1, p~0:0016, wildtype vs. reconstituted: F1,46~6:0,

p~0:018) which suggests that m represents the ability of the

immune response to clear parasites. Second, the relative difference

between m̂mAJ and m̂mAS is larger in immune-competent mice than in

immune-compromised mice (Figure 5, F1,17~56, pv10{3) again

suggesting that m is determined by the immune response. Finally,

in vivo experiments show that parasite growth rate in the

exponential phase increases at low parasite dose and saturates at

high parasite dose [50]. It was argued that this is because the

innate response is limited in its ability to control large numbers of

parasites [50]. Thus there is precedent for the argument that the

strength of the innate response controls the growth in the

exponential phase.

Although clone-specific differences in m̂m give the most probable

fit to the data (Figure 2), we cannot rule out other clone-specific

differences. In particular clone-specific adaptive immune clearance

of merozoites and pRBCs. The models of these two hypotheses

have an additional three parameters compared to the model of

clone-specific m̂m. This explains their significantly lower marginal

likelihoods. But even with more parameters they still do not fit the

data quite as well as clone-specific m̂m (Figure 2). This is for the

following reason. As the mice have not experienced malaria

parasites before, the adaptive immune clearance rate of parasites

must be negliglible (we assume 0) on the day of inoculation. The

clearance rate must grow over the course of infection leading to

the rapid decline of parasite numbers about a week post infection.

Therefore the effect of the adaptive response on parasite dynamics

is negligible in the first few days post infection. Therefore a model

of clone-specific differences in adaptive immune clearance cannot

explain the differences in the growth rates of the clones seen in

mixed infections. These differences in growth rates are small

(Figure 1), hence the similarity in the maximum likelihoods

between the models with clone-specific adaptive responses and

clone-specific m̂m.

Figure 4. Model fits to RBC densities. Fits of the single-cause model (H5) with clone-specific m̂m to RBC densities in reconstituted (top panels), nude
(middle panels) and wildtype (bottom panels) mice during mixed infections. Crosses are data. The solid lines give the median fits. Grey regions
correspond to the 95% posterior intervals of model uncertainty. These plots show that the model fits the data quite well for each individual in all
treatment groups.
doi:10.1371/journal.pcbi.1003416.g004
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Our results leave us with two unanswered questions: Why

should the clearance rate of parasites by the innate immune

response change between single and mixed infections? And why is

the change in clearance rates positive for the AS clone in nude and

reconstituted mice and negative for the AJ clone in wildtype mice

(Figure 5)? We believe that the most likely answer to these two

questions lies in the strength of cross reactive innate responses.

The strength of the innate immune response to the parasite is

determined by the density of parasites. Naturally the innate

response to the AS parasite is higher in mixed than single

infections. However, since AJ is the virulent clone, the addition of

AS parasite in mixed infections has negligible effect on the total

parasite density. Therefore, there is no extra stimulation of the

density dependent response as a result of mixed infection. On the

other hand, one could imagine that the innate response is

dependent not only on density but also on the diversity of the

infection, such that, more diverse infections are harder for the

immune system to control. This could explain why the innate

response against the AJ parasite in wildtype mice generally

decreases in mixed infections when compared to single infections.

One other possibility could be the interaction between innate

responses triggered by schizogony of one clone adversely affecting

the other due to the delay in schizogony of the affected clone. We

are examining this idea with other data sets [27].

In conclusion, our dynamical model-based inference approach

can be used to compare multiple hypotheses about biological

processes underlying infection dynamics data. Using this approach

we have shown that competitive suppression of an avirulent clone

of P. chabaudi is most likely mediated through innate clearance of

merozoites acting throughout an acute infection.

Supporting Information

Figure S1 Schematic of model showing the 24 hr cycle.
The model includes the erythropoiesis cycle where new uninfected

reticulocytes are produced that mature into normocytes, and the

erythrocytic phase of the parasites which includes the infection

phase, RBC turn over phase and schizogony.

(TIF)

Figure S2 Assessment of convergence of Markov chains.
Gelman-Rubin statistics for each parameter sorted by mouse (top

panel) and by parameter (bottom panel). A statistic below 1.1

suggests excellent convergence of the Markov chains [51,52].

(TIF)

Figure S3 Standardised residuals of reconstituted mice.
Assessment of the all-cause model fits to the data by standardised

residuals for reconstituted mice; AS parasite density (top panel); AJ

parasite density (middle panel); RBC density (bottom panel). Each

cross represents the standardised residual of a time point for an

individual mouse. The solid red line joins the means of the

standardised residuals at each time point. The dashed lines

represent the 95% interval for the expected mean for the same

number of residuals as the data (see [25] for details). The model

Figure 5. Estimates of m̂m, in reconstituted (6 mice), nude (7 mice) and wildtype (6 mice) in single and mixed infections. Bars represent the means of
the means of the marginal posteriors. Error bars represent +1 standard error.
doi:10.1371/journal.pcbi.1003416.g005

Immune-Mediated Competition in Rodent Malaria

PLOS Computational Biology | www.ploscompbiol.org 9 January 2014 | Volume 10 | Issue 1 | e1003416



systematically overestimates the data when the red line lies below

the 95% interval, and underestimates the data when it lies above

this interval. The y-axis is scaled in units of standard deviations.

(TIF)

Figure S4 Standardised residuals of nude mice. Assess-

ment of the all-cause model fits to the data by standardised

residuals for nude mice. See caption in Figure 8 for details.

(TIF)

Figure S5 Standardised residuals of wildtype mice.
Assessment of the all-cause model fits to the data by standardised

residuals for wildtype mice. See caption in Figure 8 for details.

(TIF)

Figure S6 Q-Q plots for reconstituted mice. The stan-

dardised residuals are approximately normally distributed sug-

gesting adequate fits to the data. AS parasite density quantiles (top

panel); AJ parasite density quantiles (middle panel); RBC density

quantiles (bottom panel).

(TIF)

Figure S7 Q-Q plots for nude mice. The standardised

residuals are approximately normally distributed suggesting

adequate fits to the data. AS parasite density quantiles (top panel);

AJ parasite density quantiles (middle panel); RBC density quantiles

(bottom panel).

(TIF)

Figure S8 Q-Q plots for wildtype mice. The standardised

residuals are approximately normally distributed suggesting

adequate fits to the data. AS parasite density quantiles (top panel);

AJ parasite density quantiles (middle panel); RBC density quantiles

(bottom panel).

(TIF)

Figure S9 Statistical comparison of possible causes of
competition for reconstituted mice. Marginal against

maximum likelihoods on a log10 scale of the all-cause model

and all single-cause models. See Table 1. As all mice are

independent, the marginal and maximum likelihoods of a model

are summed over all mice in all treatment groups. Competitive

suppression of the AS clone by the AJ clone can be solely

explained by differences in the parameter m̂m (Hypothesis H5).

(TIF)

Figure S10 Statistical comparison of possible causes of
competition for nude mice. See Figure S9 for details.

(TIF)

Figure S11 Statistical comparison of possible causes of
competition for wildtype mice. See Figure S9 for details.

(TIF)

Table S1 Model variables. Dependence on day i is dropped

for clarity.

(PDF)

Table S2 Model parameters. 1Dependence on AS and AJ

removed for brevity. 2 NT is a Normal distribution truncated at 0.

(PDF)

Text S1 Models and methods. A detail description of the

various models in the paper and the methods used to compare

them.

(PDF)

Acknowledgments

We thank Nicole Mideo for interesting discussions and helpful suggestions.

Author Contributions

Conceived and designed the experiments: NJS. Performed the experi-

ments: JS. Analyzed the data: JS NJS. Contributed reagents/materials/

analysis tools: LR AFR. Wrote the paper: JS LR AFR NJS.

References

1. Day KP, Koella JC, Nee S, Gupta S, Read AF (1992) Population genetics and

dynamics of plas-modium falciparum: An ecological view. Parasitology 104: S35–S52.

2. Bruce MC, Donnelly CA, Alpers MP, Galinski MR, Barnwell ea J W (2000)

Cross-species interactions between malaria parasites in humans. Science 287:

845–848.

3. Bell AS, Huijben S, Paaijmans KP, Sim DG, Chan BHK, et al. (2012) Enhanced

transmission of drug-resistant parasites to mosquitoes following drug treatment

in rodent malaria. PLoS ONE 7: e37172.

4. Richie TL (1988) Interactions between malaria parasites infecting the same

vertebrate host. Parasitology 96: 607–639.

5. Read AF, Taylor LH (2001) The ecology of genetically diverse infections.

Science 292: 1099–1102.

6. Snounou G, Bourne T, Jarra W, Viriyakosol S, Wood JC, et al. (1992)

Assessment of parasite population dynamics in mixed infections of rodent

plasmodia. Parasitology 105: 363–374.

7. de Roode JC, Pansini R, Cheesman SJ, Helinski MEH, Huijben S, et al. (2005)

Virulence and competitive ability in genetically diverse malaria infections.

Proceedings of the National Academy of Sciences 102: 7624.

8. Taylor LH, Walliker D, Read AF (1997) Mixed-genotype infections of malaria

parasites: Withinhost dynamics and transmission success of competing clones.

Proceedings of the Royal Society B 264: 927–935.

9. Field JW, Niven JC (1937) A note on prognosis in relation to parasite counts in

acute subtertian malaria. Transactions of the Royal Society of Tropical

Medicine and HygieneG 6: 569–574.

10. Field JW (1949) Blood examination and prognosis in acute falciparum malaria.

Trans R Soc Trop Med Hyg 43: 33–48.

11. Kitchen SF (1949) Malariology. In: Boyd MF, editor, Falciparum Malaria.

London, UK: Saunders, pp. 995–1016.

12. Molineaux L, Diebner HH, Eichner M, Collins WE, Jeffery GM, et al. (2001)

Plasmodium falciparum parasitaemia described by a new mathematical model.

Parasitology 122: 379–391.

13. Mackinnon MJ, Read AF (2004) Virulence in malaria: An evolutionary

viewpoint. Philosophical Transactions of the Royal Society of London B 359:

965–986.

14. Taylor LH, Mackinnon MJ, Read AF (1998) Virulence of mixed-clone and

single-clone infections of the rodent malaria plasmodium chabaudi. Evolution 52:

489–497.

15. Wargo AR, de Roode JC, Huijben S, Drew DR, Read AF (2007) Transmission

stage investment of malaria parasites in response to in-host competition.

Proceedings of the Royal Society B 274: 2579–2768.

16. Hastings IM, D’Alessandro U (2000) Modelling a predictable disaster:

The rise and spread of drug-resistant malaria. Parasitology Today 16: 340–

347.

17. de Roode JC, Culleton R, Bell AS, Read AF (2004) Competitive release of drug

resistance following drug treatment of mixed plasmodium chabaudi infections.

Malaria Journal 3: 33.

18. Wargo AR, Huijben S, de Roode JC, Shepherd J, Read AF (2007) Competitive

release and facilitation of drug-resistant parasites after therapeutic chemotherapy

in a rodent malaria model. Proceedings of the National Academy of Sciences

104: 19914–19919.

19. de Roode JC, Helinski MEH, Ali Anwar M, Read AF (2005) Dynamics of

multiple infection and within-host competition in genetically diverse malaria

infections. The American Naturalist 166: 531–542.

20. Raberg L, de Roode JC, Bell AS, Stamou P, Gray D, et al. (2006) The role of

immune-mediated apparent competition in genetically diverse malaria infec-

tions. The American Naturalist 168: 41–53.

21. Mackinnon MJ, Read AF (1999) Genetic relationships between parasite

virulence and transmission in the rodent plasmodium chabaudi. Evolution 53:

689–703.

22. Mideo N, Barclay V, Chan BHK, Savill N, Read A, et al. (2008) Understanding

and predicting clone-specific patterns of pathogenesis in malaria, plasmodium

chabaudi. The American Naturalist 172: E214–E238.

23. Mideo N, Savill NJ, Chadwick W, Schneider P, Read AF, et al. (2011) Causes of

variation in malaria infection dynamics: Insights from theory and data. The

American Naturalist 178: 174–188.

24. Savill NJ, Chadwick W, Reece SR (2009) Quantitative analysis of mechanisms

that govern red blood cell age structure and dynamics during anaemia. PloS

Computational Biology 5: :e1000416.

Immune-Mediated Competition in Rodent Malaria

PLOS Computational Biology | www.ploscompbiol.org 10 January 2014 | Volume 10 | Issue 1 | e1003416



25. Miller MR, Raberg L, Read AF, Savill NJ (2010) Quantitative analysis of

immune response and erythropoiesis during rodent malaria infection. PLoS
Computational Biology 9: e1000946.

26. Pantelouris EM (1968) Absence of thymus in a mouse mutant. Nature 217: 370–371.

27. O’Donnell AJ, Schneider P, McWatters HG, Reece SE (2011) The fitness costs
of disrupting circadian rhythms in malaria parasites. Proceedings of the Royal

Society B 278: 2429–2436.
28. Carter R, Diggs CL (1977) Plasmodia of rodents. In: Kreier JM, editor, Parasitic

protozoa. New York: Academic Press, volume 3, pp. 359–461.

29. Landau I, Gautret P (1998) Animal models: Rodents. In: Sherman IW, editor,
Malaria: Parasite Biology, Pathogenesis, and Protection. Washington, D.C.:

American Society for Microbiology, pp. 401–417.
30. van Putten LM (1958) The life span of red cells in the rat and the mouse as

determined by labeling with Dfp32 in vivo. Blood 13: 789–794.
31. Bannerman RM (1983) Hematology. In: Small JD, Foster HL, Fox JG, editors,

The Mouse in Biomedical Research. New York: Academic Press, pp. 293–312.

32. Abbrecht PH, Littell JK (1972) Erythrocyte life-span in mice acclimatized to
different degrees of hypoxia. Journal of Applied Physiology 32: 443–445.

33. Mackey M (1978) Unified hypothesis of the origin of aplastic anaemia and
periodic hematopoiesis. Blood 51: 941–956.

34. Haydon DT, Matthews L, Timms R, Colegrave N (2003) Top-down or bottom-

up regulation of intra-host blood-stage malaria: Do malaria parasites most
resemble the dynamics of prey or predator? Proceedings of the Royal Society B

270: 289–298.
35. McQueen PG, McKenzie FE (2004) Age-structured red blood cell dynamics of

malaria infections. Proceedings of the National Academy of Sciences 101: 9161–
9168.

36. Antia R, Yates A, de Roode JC (2008) The dynamics of acute malaria infections

I. Effect of the parasite’s red blood cell preference. Proceedings of the Royal
Society B 275: 1449–1458.

37. Good M, Doolan D (1999) Immune effector mechanisms in malaria. Current
Opinion in Immunology 11: 412–419.

38. Stevenson MM, Riley EM (2004) Innate immunity to malaria. Nature Reviews

Immunology 4: 169–180.

39. Jakeman GN, Saul A, Hogarth WL, Collins WE (1999) Anaemia of acute

malaria infections in non-immune patients primarily results from destruction of

uninfected erythrocytes. Parasitology 119: 127–133.

40. Kochin BF, Yates AJ, de Roode JC, Antia R (2010) On the control of acute

rodent malaria infections by innate immunity. PLoS ONE 5: :e10444.

41. Dyer M, Day KP (2003) Regulation of the rate of asexual growth and

commitment to sexual development by diffusible factors from in vitro cultures of

plasmodium falciparum. The American Journal of Tropical Medicine and Hygiene

68: 403–409.

42. Haario H, Saksman E, Tamminen J (2001) An adaptive metropolis algorithm.

Bernoulli 7: 223–242.

43. Girolami M (2008) Bayesian inference for differential equations. Theoretical

Computer Science 408: 4–16.

44. Friel N, Pettitt AN (2008) Marginal likelihood estimation via power posteriors.

Journal of the Royal Statistical Society Series B (Statistical Methodology) 70:

589–607.

45. Jeffreys H (1961) The Theory of Probability. Oxford University Press, 3rd

edition.

46. MacKay DJC (1992) Bayesian interpolation. Neural Computation 4: 415–447.

47. Singer I (1953) The effect of X irradiation on infections with plasmodium berghei in

the white mouse. Journal of Infectious Diseases 92: 97–104.

48. Cromer D, Evans K, Schofield L, Davenport M (2006) Preferential invasion of

reticulocytes during late-stage plasmodium berghei infection accounts for reduced

circulating reticulocyte levels. The Journal of Parasitology 36: 1389–1397.

49. McAlister RO (1977) Time-dependent loss of invasive ability of plasmodium berghei

merozoites in vitro. The Journal of Parasitology 63: 455–463.

50. Metcalf CJE, Graham AL, Huijben S, Barclay VC, Long GH, et al. (2011)

Partitioning regulatory mechanisms of within-host malaria dynamics using the

effective propagation number. Science 333: 984–988.

51. Gelman A, Carlin J, Stern H, Rubin D (2003) Bayesian Data Analysis. London:

Chapman and Hall, 2nd edition.

52. Gelman A, Rubin DB (1992) Inference from iterative simulation using multiple

sequences. Statistical Science 7: 457–511.

Immune-Mediated Competition in Rodent Malaria

PLOS Computational Biology | www.ploscompbiol.org 11 January 2014 | Volume 10 | Issue 1 | e1003416


