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Introduction: The research of auxiliary diagnosis has always been one of the hotspots in the

world. The implementation of auxiliary diagnosis support algorithm for medical text data faces

challenges with interpretability and creditability. The improvement of clinical diagnostic tech-

niques means not only the improvement of diagnostic accuracy but also the further study of

diagnostic basis. Traditional research methods for diagnostic markers often require a large

amount of time and economic costs. Research objects are often dozens of samples, and it is,

therefore, difficult to synthesize large amounts of data. Therefore, the comprehensiveness and

reliability of traditional methods have yet to be improved. Therefore, the establishment of

a model that can automatically diagnose diseases and automatically provide a diagnostic basis

at the same time has a positive effect on the improvement of medical diagnostic techniques.

Methods: Here, we established an auxiliary diagnostic tool based on attention deep learning

algorithm to diagnostic hyperlipemia and automatically predict the corresponding diagnostic

markers using hematological parameters. In this paper, we not only demonstrated the ability of

the proposed model to automatically diagnose diseases using text-based medical data, such as

physiological parameters, but also demonstrated its ability to forecast disease diagnostic markers.

Human physiological parameters are used as input to the model, and the doctor’s diagnosis

results as an output. Through the attention layer, the degree of attention of the model to different

physiological parameters can be obtained, that is, the model provides a diagnostic basis.

Results: It achieved 94% ACC, 97.48% AUC, 96% sensitivity and 92% specificity with the

test dataset. All the above samples are drawn from clinical practice. Moreover, the model

predicted the diagnostic markers of hyperlipidemia by the attention mechanism, and the

results were fully agreeable to the golden criteria.

Discussion: The auxiliary diagnosis system proposed in this paper not only achieves the

accurate and robust performance, and can be used for the preliminary diagnosis of patients,

but also showing its great potential to discover new diagnostic markers. Therefore, it not only

can improve the efficiency of clinical diagnosis but also shorten the research period of

researching a diagnosis basis to an extent. It has a positive significance to the development of

the medical diagnosis level.

Keywords: automatic predictive diagnostic markers, automatic diagnosis, attention

mechanism, hyperlipemia, artificial intelligence

Introduction
In recent years, with the gradual awakening of global health awareness, human

beings have shown an urgent need for further development of the medical level.1–3

Artificial intelligence (AI) has great potential to promote the further development of
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medical diagnostic technology because of its excellent

performance in the field of data processing beyond

human experts. Despite it has an excellent performance

in the field of automatic diagnosis using medical images,

the interpretability and text-based medical data analyzabil-

ity of AI still faces great challenges.4,5,45

In order to solve the problems above, on the global

scale, researchers have gradually integrated deep learning

technology with a medical diagnosis. Edward Choi and his

colleagues used a recurrent neural network to process

electronic health records (EHR) for diagnosing heart fail-

ure onset.6 Laila Rasmy et al used recurrent neural net-

works to predict the risk of heart failure based on a large

number of mixed EHR data.7 Sasank Chilamkurthy et al

used natural language processing model to recognize non-

contrast head CT scan to identify various head diseases,

such as intracranial haemorrhages and cranial fractures

et al.8 Kang Zhang et al used transfer learning algorithm

and Google’s Inception-V3 model to rapidly diagnose

many kinds of diseases of eye and children pulmonary

diseases.9 Michael A. Schwemmer et al used a deep neural

network decoding framework to classify intracortical

recording, and then controlled the motor to help patients

complete corresponding actions, according to the classifi-

cation results.10 Although deep learning technology has

shown a strong competitive advantage in the field of

automatic diagnosis using medical images, it still faces

many major challenges, such as processing medical text

information. In the actual clinical diagnosis processing, in

addition to the diseases that can be diagnosed by medical

images, there are many diseases that need to be diagnosed

by medical text data, such as hyperlipidemia, diabetes,

etc.11,12

In order to realize the purpose of automatically diag-

nosing diseases using text-based medical data, long-short

time memory (LSTM) neural network was

proposed.13,14 The physiological parameters obtained in

the clinic are usually a vector rather than image data.

Sequential data also play an important role in clinical

diagnosis. Convolutional neural network (CNN) is more

suitable for processing image data because of its transla-

tion invariance. Because of the need to learn the interrela-

tionship between different physiological parameters,

LSTM is a good choice when processing sequence data.

LSTM mentioned above relying on memory cells to

learn long-range dependence information. As we know,

each human physiological parameter is not independent,

they are interrelated, and this relationship is difficult to be

found by simple coding or logistic regression algorithm.

Therefore, we need a deep learning model that can learn

the relationship better of far apart data to complete the task

of processing text-based medical data. Simply, the LSTM

neural network takes the original text-based medical data

as input, and then use many special neurons to extract the

joint features automatically from the original data, and

finally use the classification function to classify the sam-

ples automatically to achieve the purpose of automatic

diagnosis of diseases. This architecture makes it possible

to process medical text data which have complex internal

relationships, deep learning technology has been widely

used in various fields.15,16

The deep learning technology-based text data classifi-

cation method replaces the mathematical distance-based

traditional clustering method, which greatly improves the

performance of the model in processing text data. The key

elements of traditional automatic diagnosis method using

medical text data are: (1) patient description pathological

characteristics, (2) researchers extract features manually

based on patient descriptions or patient’s EHR, (3) the

extracted features are encoded according to the require-

ments, (4) classification algorithm is used to classify the

coded physiological features.17 The traditional automatic

diagnosis method needs to extract features manually, and

the quality of extracted feature vectors is greatly affected

by the researcher’s clinical experience and professional

level, so it has uncertainty. At the same time, the tradi-

tional method will lose some original information artifi-

cially in the process of feature extraction, which may lose

some joint features of physiological parameters, so the

traditional method also has a degree of one-sidedness.

Although it is not only the pathological features described

by patients, EHR are also widely used in the research of

automatic diagnosis. But there is no objective and unified

standard to evaluate the quality of EHR. This is one of the

important factors that limit the performance of automatic

diagnosis algorithms using EHR.18,20 Deep learning algo-

rithm has the ability of feature extraction automatically, so

it overcomes the one-sidedness caused by manual feature

extraction, saves labor resources and improves the effi-

ciency and accuracy of automatic diagnosis.20–22

Another challenge in applying deep learning algo-

rithms to auxiliary diagnosis is the interpretability. Up to

now, the deep learning model is still a black-box model,

which cannot explain exactly which kind of physiological

parameters plays a vital role in the process of data proces-

sing. The development of disease diagnosis technology
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depends not only on the improvement of diagnostic accu-

racy but also on the discovery of more effective diagnostic

markers and the relationship between different physiologi-

cal parameters (diseases). It is difficult to meet the require-

ments above by the auxiliary diagnosis system which only

gives the diagnosis results. As we know, the human brain

tends to have an attention focus when processing things,

and it is able to find out important features purposefully

according to the environment, this mechanism is called the

attention mechanism. The combination of attention

mechanism and deep learning model can imitate the func-

tions of the human brain mentioned above, which has been

proved to have the ability to focus on important features

and has been applied in many fields such as image recog-

nition and semantic recognition.23–25 Therefore, in order to

solve the above problems, this paper not only studies the

automatic diagnosis of diseases with human physiological

parameters, but also applies the attention mechanism to the

auxiliary diagnosis model. This method gives the impor-

tance of different physiological parameters for disease

diagnosis while automatically diagnosing diseases,

enhances the interpretability of the model, and further

enhances the assistant ability of the auxiliary diagnosis

system for clinical research. This algorithm is called atten-

tion deep learning.

The advancement of medical diagnostic techniques

should not rely solely on the improvement of diagnostic

accuracy, but should also rely on the study of diagnostic

markers or diagnostic basis that are more effective.

Therefore, research on the prediction of diagnostic mar-

kers is of great significance. The traditional method of

studying diagnostic markers is often to collect dozens of

sample data, and to predict the diagnostic markers

according to the regression model, it is difficult to

synthesize large quantities of samples. The above situa-

tion has caused the traditional research methods to have

certain blindness and subjectivity. In order to solve the

above series of problems, an auxiliary diagnostic system

that can automatically provide disease markers while

automatically diagnosing diseases is of positive signifi-

cance for the development of medical level.

Hyperlipidemia refers to the excessive level of blood

lipids, which can directly cause some diseases that seriously

endanger human health, such as coronary heart disease,

atherosclerosis and so on. However, due to the absence of

obvious symptoms and abnormal signs, the diseases men-

tioned above have strong concealment and are difficult to be

detected purposefully. At the same time, with the

continuous development of medical level, researchers

have found that more and more diseases are highly related

to hyperlipidemia, such as AIDS, depression and so

on.26,27 Therefore, in the world, hyperlipidemia has become

one of the most important diseases threatening human life

and health to a large extent. Although there is no uniform

international standard for the diagnosis of hyperlipidemia,

hematological parameters are widely used in the diagnosis

of hyperlipidemia and the evaluation of treatment methods,

which is capable of use hematological parameters to auto-

matically diagnose hyperlipidemia.28–31

In this paper, we sought to propose an auxiliary diag-

nosis algorithm that can not only diagnose hyperlipidemia

rapidly and accurately according to human hematological

parameters but also provide diagnostic markers automati-

cally, which improves the objectivity of traditional meth-

ods and the interpretability of deep learning model

algorithm. Compared with previous work, our proposed

new model not only automatically determines the patient’s

health but also automatically provides diagnostic markers.

Compared with the auxiliary diagnostic system that only

provides the diagnosis result, the new model proposed in

this paper has higher interpretability and credibility.

Therefore, the above model can not only speed up the

patient’s medical treatment process but also further

improve research efficiency of diagnostic markers, and

have great potential for discovering new diagnostic mar-

kers. Artificial intelligence aided diagnosis system can

effectively simplify the process of patients seeking medi-

cal treatment, alleviate the contradiction of lack of medical

resources, and improve the survival rate of emergency

patients, as shown in Figure 1.

Further, the improvement of medical diagnostic technol-

ogy depends not only on the improvement of diagnostic accu-

racy but also on the research of diagnosticmarkers. Traditional

research methods for diagnostic markers are usually difficult

to synthesize hundreds and thousands of samples, the research

cycle is long and the cost is high. The research method of

diagnostic markers based on deep learning technology pro-

posed in this paper can not only automatically synthesize large

quantities of data but also effectively simplify the research

process, thus reducing the research cost, as shown in Figure 2.

In this paper, the attention deep learning algorithm is

preliminarily illustrated with human hematological data, and

the performance of different algorithms are compared.

Compared with EHR without unified evaluation standards,

this paper used human hematological parameters which had

unified standards as training data, so that the algorithm has
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Figure 1 Traditional diagnostic process and optimized diagnostic process.
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Figure 2 Methods for studying diagnostic markers before and after optimization.
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higher reliability. Our attention deep learning algorithm has

been preliminarily applied to the automatic diagnosis of

hyperlipidemia with hematological parameters; the corre-

sponding diagnostic markers and the significance of differ-

ent markers are given at the same time. The hematological

parameters used in this study include cholesterol, triglycer-

ide, high-density lipoprotein, low-density lipoprotein, hemo-

globin and red blood cells. Despite different blood

parameters are often obtained by different methods, their

acquisition methods have a unified standard. These para-

meters can reflect different health conditions of human

body.32,33 At the same time, compared with the auxiliary

diagnostic method which only provides diagnostic results,

the algorithm proposed by this paper can also predict the

diagnostic markers of diseases and the corresponding impor-

tance automatically, which improve the possibility of finding

more effective new diagnostic markers, and accelerate the

development of medical diagnostic technology further. This

paper compares the results of the model’s automatic predic-

tion with the gold standard. Although no new diagnostic

markers were obtained using limited data, it proved that

the model has the potential to reasonably predict the diag-

nostic basis. Our work is the first time to systematically

study an artificial intelligence aided diagnosis system that

integrates automatic diagnosis and automatic prediction

diagnostic markers, which is of great significance to the

development of medical level. The improvement of recogni-

tion accuracy does not mean the improvement of medical

diagnosis, but also the explanation of disease mechanism.

Increasing the interpretability of the model will further

improve the diagnostic level of the disease.34 In addition,

a method that can automatically process a large number of

samples and provide biomarkers can speed up the study of

disease mechanism. In conclusion, the combination of deep

learning technology and medical diagnostic technology is of

great significance for disease research.

Methods and Subject
Method
The deep learning model used in this paper is the LSTM

network which combined with the attention mechanism. The

eigenvector composed of human hematological parameters

is fed to the LSTM layer after it was processed by the

attention layer. The LSTM layer can extract the joint fea-

tures hidden in the original data automatically. Finally, the

extracted joint features are processed by the classification

function to achieve the purpose of the automatic

classification of samples. From the attention layer, we can

know which physiological parameters play a decisive role in

the diagnosis of the disease, and we can get the influence

degree of different physiological parameters on the disease.

The global parameter of the model was updated by Adam

algorithm,35 and as it is a binary classification task, the

sigmoid function was used as a classification function.

LSTM

LSTM is the core of attention deep learning algorithm. It can

learn the features of the data far apart in the text data, which

provides support for learning the relationship between phy-

siological parameters mentioned above, and improves the

performance of the auxiliary diagnostic model. The purpose

of LSTM is to study the joint representation of different

physiological parameters. In clinical practice, disease-

related physiological parameters are not independent, so

LSTM is more suitable for analyzing textual medical data

with joint characteristics than traditional methods. The sche-

matic diagram of LSTM layer is shown in Figure 3.

where Iis the current input of LSTM cell, Ois the

current output of LSTM cell, Sis the current status of the

LSTM cell. The key element of LSTM is to use three

control switches to control the long-term state of cell.

The names of the three gates mentioned above are

Forgotten Gate, Input Gate and Output Gate. The control

principle is shown in Figure 4.

where FG is Forgotten Gate, OG is Output Gate, IG is

Input Gate. The updating principle of LSTM long-term

state is shown in Equation 1.

SðtÞ ¼ FGðtÞSðt�1Þ þ IGðtÞσðbþ∑UxðtÞ þ∑WOðt�1ÞÞ (1)

O(t)

s(t)

I (t)

O(t-1)

s(t-1)

O(t+1)

s(t+1)

I (t+1)I (t-1)

O(t-1) O(t)

Figure 3 Schematic of LSTM Layer (unfolded-drawing).
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In this equation, b;U ;Ware bias, the input weight and

forgotten gate’s loop weight of LSTM cell, respectively.

The output of LSTM is shown in Equation 2.

OðtÞ ¼ tanhðsðtÞÞOGðtÞ (2)

Attention Mechanism

The purpose of using attention mechanism is to make task

processing system focus more on finding useful informa-

tion that is significantly related to the target output in the

input data, so as to improve the quality of output. In other

words, attentional mechanisms are used to search for dis-

ease-related physiological parameters in the hope of find-

ing more disease-related biomarkers. This is significantly

useful information that can be used to identify diagnostic

markers of disease. Just as the human brain processes

information, it is purposefully focused on the information

most relevant to the purpose and ignores other things that

do not matter. Disease biomarkers can be identified by

visualizing these levels of concern for different physiolo-

gical parameters. The principle is shown in Equation 3 and

Equation 4.

Attention ¼ softmax½FðxÞ� (3)

I ¼ x � Attention (4)

iwhere Attentionis attention vector, Fis the encoding func-

tion of the original data, xis raw data, Iis the input data of the

LSTM layer. The possibility that the target output is related

to each input physiological parameter is obtained by coding

process F. Then, the output of the coding process is normal-

ized by Softmax to obtain the attention distribution prob-

ability value that conforms to the probability distribution

value range. The use of attention mechanisms provides

more information on which physiological parameters are

more important for the diagnosis of the target disease. At

the same time, the attention mechanism helps the model to

process effective information and discards useless data,

improving the model’s ability to process more complex

information. The Softmax function is shown in Equation 5.

softmaxðzÞ ¼ ezj

∑N
n¼1e

zn
j ¼ 1; :::;N (5)

Adam Algorithm

Adam algorithm is different from the traditional stochastic

gradient descent algorithm. Adam algorithm designs inde-

pendent self-adaptive learning rates for different para-

meters by first-moment estimation and second-moment

estimation of the gradient. ADAM is an adaptive learning

algorithm. Compared with the traditional stochastic gradi-

ent descent algorithm, ADAM can automatically adjust the

learning rate to make the model converge to a better value

faster. The updating method of global parameters of the

deep learning model is shown in Equation 6.

θ0 ¼ θ � ε
ŝ
ffiffi

r̂
p þ δ

(6)

In this equation, θ is global parameters, ε is learning rate,

ŝ is corrected first moment, r̂ is corrected second moment.

δ is a very small value; its function is to ensure that the

denominator is not zero. The gradient of small-batch data,

as shown in Equation 7.

g ¼ 1

m
�θ∑iLðf ðxðiÞ; θÞ; yðiÞÞ (7)

where mis the size of small-batch data, Lis the loss func-

tion, xis the input data, and yis the target output. Cross

entropy loss function is used in this paper.

Subject
All the data involved in this experiment were collected from

theMetabolic Disease Hospital of TianjinMedical University.

The data were collected from December 15, 2017 to

January 20, 2018 and from March 1, 2018 to May 20, 2018.

All the samples in the experiment came from patients who

went to the hospital for health testing.We obtained permission

from the Metabolic Disease Hospital of Tianjin Medical

University Ethics Committee and written informed consent

from patients. Before analyzing the data, we anonymous the

patient’s name and other basic information.

We collected 600 data, each consisting of triglyceride (TG),

cholesterol, low-density lipoprotein (LDL), high-density lipo-

protein (HDL), hemoglobin (HB), red blood cell (RBC) and

s(t-1) s(t) O(t)

I (t)

FG OG

IG

Figure 4 The control principle of LSTM.
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diagnostic results. All data included 348 males (58%) and 252

females (42%), aged 21–87, the average age was 55.6 years.

There were 321 hyperlipidemia patients (53.5%) in the entire

data. Subjects excluded pregnant women, lactation and

patients who long-term taking anti-hyperlipidemia drugs. All

hematological parameters were obtained by a fellowship-

trained laboratory physician according to the golden criteria.

All diagnostic results were determined by an endocrinologist

with 8–10 years of clinical experience. Five hundred samples

were used to trainmodel and remaining 100 sampleswere used

to evaluate the model’s performance; two parts above are

independent of each other. There are 50 hyperlipidemia sam-

ples (50%) and 50 healthy samples (50%) in the testing dataset

to ensure the sample balance (64 male patients (64%) and 36

female (36%) patients in the testing dataset). A completely

independent testing dataset can evaluate the system’s perfor-

mance to identify data not in the training dataset.

The raw data are multidimensional vector, it consists of

hematological parameters urological parameters and doc-

tors’ diagnostic results. It is shown in Figure 5. The raw

data include blood routine parameters, biochemical test

parameters, blood sugar parameters, glycosylated hemo-

globin parameters and urine routine parameter. We

extracted the above hematological data and diagnostic

results as training vectors, and will consider adding more

types of parameters in future work.

Diagnostic results of hyperlipidemia samples were

quantified as 1, and health was 0. The parameter order of

the feature sequence has not been specially designed.

LSTM model can automatically learn the joint features

between parameters that are close or far apart. Because

there are complex internal relations between different phy-

siological parameters, the LSTM model is a better choice.

Experiment and Result
We used 500 data to train the deep learning model, and the

remaining 100 data were used to test the final performance of

the model. The physiological characteristic sequence was fed

to train the model. The training data mentioned above were

divided into two parts: (1) Training-Sample: 90% of the

training data was used to optimize the global parameters of

the model and (2) Hyperparameters-Sample: the remaining

10% of the training data was used to fine-tune the hyperpara-

meters of the model (such as the number of neurons), and this

part of the data maintains sample balance. The schematic

diagram of attention deep learning algorithm is shown in

Figure 6.

The model was built and trained by Keras using

TensorFlow as backend. The experimental platform is

Ubuntu 16.04 computer with NVIDIA GTX 1080 GPU.

The test dataset and training dataset are completely indepen-

dent and do not cross each other. The test dataset contains 50

hyperlipidemia samples (50%). In the test dataset, there are

64 male patients (64%) and 36 female patients (36%). We

kept the test set in a sample equilibrium state so that any

health condition can be verified with the same probability.

During the training process, the size of mini-batch was

20, the loss function was the cross-entropy cost function,

and Adam algorithm was used to optimize the global

parameters (ε=0.001,p1=0.9,p2=0.999, δ=10�8). At the

same time, one-hot technology was also applied to the

representation of data labels. Each dimension of the output

vector represents a different health condition, only the

H1 H2 H3 H4 Un-3 Un-2 Un-1 Un R

Hematological Parameters Urological parameters

R
esult

Figure 5 Schematic diagram of the original data format (Hnrepresents a value of a hematological test, Unrepresents a value of a Urological test, result is diagnostic results

from doctors).

Input

Attention Weighted
Input

LSTM

Classifier

Normal Hyperlipidemia

Biomarkers

Figure 6 Principle diagram of attention deep learning algorithm.
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corresponding element is 1 and the rest is 0. Because this

paper distinguished two kinds of health conditions, the

two-dimensional vector was used to code the data label,

the normal diagnosis result was coded to 10, and the

diagnosis result of hyperlipidemia was coded to 01. One-

hot technology is helpful to improve the robustness of the

model. At the same time, the sigmoid function was used in

the classification function, because of the binary classifica-

tion task. As mentioned above, the cross-entropy was used

as loss function, the principle of cross-entropy is shown in

Equation 8.

loss ¼ � 1

n
∑½T ln aþ ð1� TÞ lnð1� aÞ� (8)

In Equation 11, T is the target output, a is the actual

output, n is the number of samples. The training process

of the model is shown in Figure 7.

The model achieved a 94% ACC performance in the test

set. From the training images, we could find that the perfor-

mance of the model on the training set is similar to that on

the test set, this phenomenon proved that the model had

good robustness. The model can not only judge the health

condition of samples in training set but also diagnosis

unknown samples. ROC curve was also used to evaluate

the model’s ability in diagnosing diseases, the ROC curve of

the model mentioned above is shown in Figure 8.

The area under the ROC curve is 97.48%. The confu-

sion matrix for the model is shown in Figure 9.

According to the confusion matrix, the specificity and

sensitivity of the model can be obtained. The model

achieved 92% specificity and 96% sensitivity in the test

set. In conclusion, it can be proved that our attention deep

learning model achieved a better performance, it can diag-

nose hyperlipidemia automatically and accurately, even

faced with samples that do not exist in the training set.

Diagnostic markers of hyperlipidemia can be predicted

by the model automatically, the result is shown in Figure 10.

Discussion
In this study, our work is the first systematic study on the

auxiliary diagnostic system that used human hematologi-

cal data to automatically diagnose hyperlipidemia and

provide the relevant diagnostic basis (automatically

prompt diagnostic markers). Experimental results show

that our attention deep learning algorithm can not only

accurately and automatically diagnose hyperlipidemia but

also automatically provide the diagnostic markers of

hyperlipidemia and the importance of different diagnostic

markers. As shown in Figure 7, the model achieved good

and similar performance on both the training set and the

validation set, and the model achieved 94% ACC with

a completely independent test dataset. Therefore, this

phenomenon can be proved that our model has good

generalization ability, and it can still achieve better

A

B

Figure 7 Plotting the performance of the model on the validation set and the

training set ((A) is the accuracy of the model on the validation set and the training

set, and (B) is the loss of the model on the validation set and the training set,

respectively). Figure 8 ROC Curve of attention deep learning algorithm.
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performance in the facing of data that does not exist in the

training set. As shown in Figures 8 and 9, the model

achieved 97.48% AUC, 92% specificity and 96% sensi-

tivity. It can be proved that the model not only achieves

better diagnostic accuracy but also has the good distin-

guishing ability and high reliability in the facing of dif-

ferent health conditions. An AI system which can

auxiliary diagnosis of disease can alleviate the problem

of uneven distribution of medical resources and improve

the medical level in areas where medical resources are

scarce. At the same time, the auxiliary diagnosis system

can also speed up the patient’s medical treatment process

and enhance the patient’s medical experience. Because

the AI system proposed in this paper does not have the

segment of manual feature extraction, it has higher com-

prehensiveness and objectivity, and reduces the depen-

dence of diagnostic results in the professional level of

doctors.

In a limited range, we found similar work. Edward

Choi and his colleagues used recurrent neural networks

to process electronic health records of varying lengths for

early diagnosis of heart failure, reaching 88.3% of AUC.6

Michael A. Schwemmer et al used a deep neural network

decoding framework to classify intracortical recording,

reaching 93.78% ACC.10 Oliver Faust et al used LSTM

neural network to process RR interval signals for auto-

matic diagnosis of atrial fibrillation.36 All the work had

achieved better performance in the test set. Although EHR

data are widely used in the research of auxiliary diagnostic

system, there is no unified standard to evaluate the quality

of EHR data at present. The EHR data include artificial

description, which limits the credibility of EHR data,

which is also one of the important factors limiting the

further improvement of model performance. Moreover,

because EHR data does not have a uniform format, it is

necessary to extract features manually before data are

utilized, which not only causes the loss of original infor-

mation but also increases labor costs. In the training pro-

cess of this model, physiological parameters with

standardized criteria were applied to the training of the

model, and there was no manual description process. At

the same time, the proposed model does not need to

manually extract features, so that the model can obtain

more potentially useful information, thus improving the

performance of the model and increasing the reliability of

the model. In addition, the explanation of disease mechan-

ism and biomarker should be added. Only the improve-

ment of diagnostic accuracy can be used to prove that the

improvement of medical diagnostic technology is not very

comprehensive. The accuracy of diagnosis is difficult to

represent the level of comprehensive diagnosis.

We also compared the performance of SVM and fully

connected neural network with our model. The type of

SVM is C-SVC, and the kernel function is RBF. It

achieved 63% ACC with the same testing dataset. The

SVM which used sigmoid kernel function polynomial

kernel achieved 50% ACC and 81% ACC in the same

testing data, respectively. Fully connected neural network

achieved 89% ACC with test data mentioned above. We

speculated that it is due to the fact that the traditional

Figure 9 Confusion matrix of attention deep learning algorithm.

Abbreviation: HL, Hyperlipidemia

Figure 10 Prediction of diagnostic markers and their importance by attention deep

learning algorithm.

Abbreviation: TG, Triglyceride; LDL, Low-density lipoprotein; HDL, Low-density

lipoprotein; RBC, Red blood cell; Hb, Hemoglobin
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classification method is difficult to learn the relationship

between different physiological parameters and cannot

learn the importance of different physiological parameters

for disease. Each physiological parameter is not indepen-

dent. Actually, the parameters interact with each other.

One physiological parameter is the same, while the other

physiological parameters are different, which may reflect

different health conditions. Different physiological para-

meters are interrelated in physiological mechanism. Like

the semantic environment, the same words have different

interpretations in different semantic environments. For

example, when both lipids and HDL are high, patients

may experience a temporary increase in blood lipids due

to diet rather than hyperlipidemia. Moreover, HDL reflects

the synthesis of lipid metabolism, and it is not the higher

the better. We also compared the performance of the sim-

ple recurrent neural network (RNN) with the model pro-

posed by this paper. This RNN model also used the Adam

algorithm to update global parameters. It achieved 93%

ACC in the test dataset mentioned above. The perfor-

mance of these two models is very close. However,

LSTM can better synthesize the relationship between dif-

ferent physiological parameters to give a judgment, and

the simple RNN model only considers the state at the

nearest moment. The more complex the data processed,

the more obvious the difference in performance between

the two models. We also found similar work in the limited

range. Manjeevan Seeraa37 and his colleges classify tran-

scranial Doppler signals using individual and ensemble

RNN, it archives 85.52% AUC. These works have also

achieved good results in the test set. However, we spec-

ulate that human physiological features are not indepen-

dent, it is not sufficient to consider only one parameter

which is the reason for the better performance of LSTM

that can analyze joint characteristics.38,40 Therefore,

LSTM is a better choice for dealing with physiological

parameter sequences with complex intrinsic relationships,

similar to the recognition of semantic environments or

voice signals.

Further, the above studies on the auxiliary diagnostic

system show good performance in the test set, but do not

provide the basis for model classification data. The develop-

ment of medical diagnosis depends not only on the improve-

ment of diagnosis accuracy but also on the researching

diagnostic markers, diagnostic basis or the influence of dif-

ferent physiological parameters on diseases. Compared with

previous work, this paper proposed a deep learning model

that integrated the attention mechanism. By using the

attention mechanism, we could observe which physiological

parameters are more important for disease diagnosis. Model

can automatically provide disease diagnostic markers while

diagnosing diseases. When using only LSTM, we found that

the model reached 92% ACC in the same test dataset. We

suspect that this is because the use of the attentional mechan-

ism can help the model process more efficient information

purposefully, thus alleviating the problem of over-fitting. In

addition, the use of attention mechanism is more convenient

for the study of diagnostic markers, which can effectively

reflect the importance of different physiological parameters

for disease diagnosis. The performance is very close. We

speculate that this is because the data is not very complex.

In the future, we will study and use more types of physiolo-

gical parameters to identify more complex diseases. As

shown in Figure 10, in the process of diagnosing hyperlipi-

demia, the model mainly judged hyperlipidemia according to

cholesterol and triglyceride. This phenomenon coincides

with the diagnostic criteria of hyperlipidemia. At the same

time, HDL was also found to be associated with hyperlipi-

demia. We speculate that this phenomenon is due to the fact

that HDL functions as a carrier of cholesterol in the

surrounding tissues, so it has a close relationship with

hyperlipidemia.40,41 The model mentioned above not only

shows a high correlation between hyperlipidemia and direct

markers, but also provide indirect markers. This phenom-

enon not only shows that the model proposed in this paper

can learn the relationship between different physiological

parameters but also shows that the model has great potential

to discover new diagnostic markers. Although the model

does not give new diagnostic markers using limited data,

the prediction results of the model are in line with the gold

standard, which proves the reliability of the model, and the

model has the potential to reasonably analyze more evidence

for disease diagnosis. As shown in Figure 10, although the

model pays little attention to the remaining items, in fact, the

attention is not zero. We speculate that this is due to there is

a correlation between human different physiological para-

meters. The model shows a strong concern for the physiolo-

gical parameters directly related to disease, but does not give

high attention to the physiological parameters not related to

disease, such as red blood cells, which further proves the

reliability of the model. By using the visualization method,

the diagnostic basis of the auxiliary diagnostic model can be

clearly presented, which improve a certain degree of trans-

parency to the black-box model. The AI diagnosis system

proposed in this paper not only provided accurate and robust

diagnosis results but also provided the diagnostic basis of
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diseases (94%ACC, 97.48%AUC, 96% sensitivity and 92%

specificity with test dataset). It not only increases the intelli-

gence of the model but also broadens the application scope of

the system, such as medical teaching (provide recommended

diagnosis results and evidence to inexperienced physicians).

Most importantly, the traditional method of researching diag-

nostic markers is often to observe the clinical manifestations

of dozens or hundreds of patients artificially, and then find the

diagnostic markers of diseases according to the method of

statistics. The traditional methods mentioned above are often

difficult to synthesize large quantities of data and have a long

research cycle.42,43 Andrei M. Beliaevc et al used 96 patients

samples to discover diagnostic markers of acute cholangitis.

Akihiko Yuki et al found CADM1 is a diagnostic marker in

early-stage mycosis fungoides with 58 cases.44 Their

research results have achieved good performance. Artificial

analysis of limited data (dozens of samples) has the charac-

teristics of one-sidedness and long research time, which

undoubtedly increases the difficulty of researching diagnos-

tic markers. The auxiliary diagnostic system proposed in this

paper can automatically provide diagnostic markers by inte-

grating a large amount of clinical data, which reduces the

blindness of researching diagnostic markers and speeds up

the discovery process of new diagnostic markers to a certain

extent. In addition, automatic analysis of large quantities of

samples can improve the reliability of the model and reduce

the contingency caused by small quantities of samples.

Despite it is potential, it still has limitations. One

limitation of our study is that the data we used included

only a few human hematological parameters. Some dis-

eases can not only be determined by these parameters but

also need other information, such as biochemical testing

and so on. Diseases may also be associated with other

physiological parameters that are not part of the training

set. Another limitation is that the diagnosis of many

chronic diseases is also related to many other types of

information, such as sex, age, disease history, family

history and so on. Finally, because the experimental

data were collected in the metabolic disease hospital,

there were many samples with metabolic diseases in the

training data, which was also a factor limiting the further

improvement of the performance of the model. Therefore,

in the future work, we will study how to add more types

of parameters to the auxiliary diagnostic system and

collect more samples of different health status, so as to

further improve the performance of the model. In the

future work, we will also research more types of model

in order to find more effective model can process human

physiological parameters.

Conclusion
In this paper, an algorithm of attention deep learning is

proposed which has the potential to automatically diagnose

hyperlipidemia with human hematological parameters and

provide the diagnostic markers and the importance of dif-

ferent markers for the diagnosis results at the same time. It

achieved 97.48%AUC, 92% specificity and 96% sensitivity

with the test dataset.

A new method proposed can accurately and automati-

cally diagnose hyperlipidemia and provide disease diagnos-

tic markers at the same time. The visualization of the model

diagnosis basis enhances the transparency of the black-box

model, increases the interpretability of deep learning algo-

rithm, and enhances the credibility of the model. The atten-

tion deep learning algorithm proposed in this paper realizes

the providing diagnostic basis while diagnosing disease.

This phenomenon proves that it has the potential to discover

new diagnostic markers, and expands the application scope

of the auxiliary diagnostic system. At the same time, the

experimental results show that the algorithm also has the

capability to learn the relationship between different phy-

siological parameters, so it has a high generalization ability.

Therefore, it can save medical resources, speed up the

researching process of diagnostic markers to a certain

extent, speed up the work efficiency of the hospital, and

enhance the patient’s medical experience. Increasing the

explanatory power of the model can effectively increase

the research on biomarkers.34

The future work is still around to improve the perfor-

mance of the auxiliary diagnostic system. In order to

further improve the accuracy of the model, we will con-

sider how to input more types of data into the model, such

as patient history, etc. At the same time, in order to

diagnose more kinds of diseases, we will collect more

data to expand our existing data set. Because there are

some complex diseases that require a joint judgment of

multiple types of diagnostic information, we will study

how to use cross-media diagnostic data as an input training

model in the next step. Due to the limited data types, no

new diagnostic markers are proposed in this model.

Although the experiment confirmed that the diagnostic

markers predicted by the model were the same as the

gold standard, we will add more physiological parameter

types and multiple diseases in the future work, with a view

to finding more disease-related biomarkers. Not only in
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medicine but also from the perspective of engineering, we

will further study the optimization methods of auxiliary

diagnostic systems, such as the adjustment methods of

hyperparameters. We will also further expand the sample

data, consider more factors that may influence the diag-

nosis of the disease such as different races, diverse age

groups et al to further enhance the reliability of the model.
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