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Abstract

Background

The clinical value of therapeutic drug monitoring can be increased most significantly by inte-

grating assay results into clinical pharmacokinetic models for optimal dosing. The correct

weighting in the modeling process is 1/variance, therefore, knowledge of the standard devia-

tions (SD) of each measured concentration is important. Because bioanalytical methods are

heteroscedastic, the concentration-SD relationship must be modeled using assay error

equations (AEE). We describe a methodology of establishing AEE’s for liquid chromatogra-

phy-tandem mass spectrometry (LC-MS/MS) drug assays using carbamazepine, flucona-

zole, lamotrigine and levetiracetam as model analytes.

Methods

Following method validation, three independent experiments were conducted to develop

AEE’s using various least squares linear or nonlinear, and median-based linear regression

techniques. SD’s were determined from zero concentration to the high end of the assayed

range. In each experiment, precision profiles of 6 (“small” sample sets) or 20 (“large” sample

sets) out of 24 independent, spiked specimens were evaluated. Combinatorial calculations

were performed to attain the most suitable regression approach. The final AEE’s were

developed by combining the SD’s of the assay results, established in 24 specimens/spiking

level and using all spiking levels, into a single precision profile. The effects of gross hyperbi-

lirubinemia, hemolysis and lipemia as laboratory interferences were investigated.
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Results

Precision profiles were best characterized by linear regression when 20 spiking levels, each

having 24 specimens and obtained by performing 3 independent experiments, were com-

bined. Theil’s regression with the Siegel estimator was the most consistent and robust in

providing acceptable agreement between measured and predicted SD’s, including SD’s

below the lower limit of quantification.

Conclusions

In the framework of precision pharmacotherapy, establishing the AEE of assayed drugs is

the responsibility of the therapeutic drug monitoring service. This permits optimal dosages

by providing the correct weighting factor of assay results in the development of population

and individual pharmacokinetic models.

Introduction

It is increasingly accepted that the utility of therapeutic drug monitoring (TDM) can be

improved significantly by integrating the assayed drug concentrations into population and

individualized clinical pharmacokinetic models. This can be optimized by using correct

weighting of the data in making such models [1–4], enabling the maximally precise calculation

of individual patient dosages using precision pharmacotherapy software. Because the correct

weighting factor is proportional to 1/variance, all such models require reporting the standard

deviation (SD) values [not the coefficients of variation (CV%)] corresponding to the measured

drug levels. (Fig 1) [5,6].

Increasing evidence suggests that most bioanalytical assays are heteroscedastic, i.e. the SD

varies in some way with the measured concentration [7,8]. The relationship between SD and

analyte concentration can be estimated quantitatively for each level measured by the analytical

method. This approach was first proposed by Ekins et al for an assay of aldosterone, revisited by

Sadler, and proposed as the experimentally quantified error term in both population pharmaco-

kinetic (PK) modeling and Bayesian posterior models in individual patients by Jelliffe and

Tahani [9–11]. The clinical value of quantifying the assay error as a function of the drug concen-

tration has resulted in its incorporation into precision pharmacotherapy software suites employ-

ing nonparametric pharmacokinetic modeling, such as Pmetrics™ and BestDose™ [12,13].

Based on studies conducted using automated clinical analyzers in the 1990’s, unweighted

second degree polynomial regression was proposed to characterize the assay precision profile,

established by analyzing several replicates of real patient specimens [6,11]. Recent advances

show that the future of TDM is strongly linked to liquid chromatography-tandem mass spec-

trometry (LC-MS/MS) [14]. As shown in practice on a voriconazole assay and on theoretical

grounds, bioanalytical LC-MS/MS methods can be characterized by linear error patterns [6,8].

In an effort to increase performance and decrease laboratory turnaround times and opera-

tional costs, automated clinical assays, including drug analysis, are typically performed without

repeats. Therefore, the SD of the drug assay result, reported for further PK calculations, needs

to be estimated. For this purpose, assay error equations (AEE’s) can be easily used. AEE’s are

developed systematically, from zero concentration throughout the entire working range of the

assay, by performing regression on the series of concentration-SD data pairs (i.e. the precision

profile) with multiple measurements done over the widest measurable concentration range
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and enrolling several independent serum samples fortified with the analyte(s). Furthermore,

an appropriate number of independent experiments is performed to include the inter-day vari-

ations of laboratory operation.

Although it has been advocated that using AEE’s may extend the clinical utility of bioanaly-

tical methods, to our knowledge, no systematic analysis has been published on the methodol-

ogy of AEE development [15].

An appropriate AEE will significantly optimize the precision of parameter estimates in pop-

ulation and individual patient pharmacokinetic models. Currently, little attention is given to

this issue, and CV% is still regarded generally as the primary measure of assay precision. Our

aim is to present an approach to develop AEE’s which allows the most precise calculation of

the SD’s for each result obtained in routine clinical LC-MS/MS drug assays. For this purpose

we studied precision profiles using an in-house LC-MS/MS method developed for the analysis

of carbamazepine (CBZ), fluconazole (FLU), lamotrigine (LAM) and levetiracetam (LEV)

[2,16,17].

Materials and methods

Chemicals and solutions

CBZ, FLU, LAM, LEV (all >99.5% pure), and their isotopically labeled analogs fluconazo-

le-2H4 98.0%, lamotrigine-13C7,15N 99.0%, and levetiracetam-2H6 99.5% were purchased from

Alsachim SAS (Ilkirch-Graffenstaden, France). Carbamazepine-2H10 0.1 mg/mL in methanol

solution (CBZ-ISS) was a certified reference material bought from Sigma-Aldrich Hungary Kft

(Budapest, Hungary). LC-MS grade acetonitrile, methanol and water were obtained from

Molar Chemicals Hungary Kft (Halásztelek, Hungary).

Fig 1. An overview of how therapeutic drug monitoring (TDM) results can be integrated into clinical population

and individual pharmacokinetic models on which individualized drug therapy is based. After the drug is

administered (A), blood is drawn at specific times (B) and submitted for analysis to obtain time-concentration data with

the aim of determining the subject’s individual pharmacokinetic parameters. This can be done using, for instance, either

parametric or nonparametric Bayesian analysis (C). An illustrative input pharmacokinetic model file of Pmetrics™, a

nonparametric population modeling software suite [12], is shown (D). The coefficients of the assay error equation are

included in the computer script under “#Err”. Ka, Ke, V and Tlag are notations for pharmacokinetic parameters. Line

art images are uncopyrighted and were made available by the National Institute of Diabetes and Digestive and Kidney

Diseases, National Institutes of Health, United States at https://www.niddk.nih.gov/news/media-library.

https://doi.org/10.1371/journal.pone.0229873.g001
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Stock solutions of the analytes were prepared in methanol and stored at -75 ˚C until use.

The first series of stock solutions contained CBZ (CBZ-SS1), FLU (FLU-SS1), LAM

(LAM-SS1) or LEV (LEV-SS1) at 4.006, 4.948, 4.080 or 3.974 mg/mL, respectively. The second

series of stock solutions contained the analytes at 2.017 (CBZ-SS2), 2.014 (FLU-SS2), 1.987

(LAM-SS2) and 2.015 (LEV-SS2) mg/mL, respectively. The stock solutions of the internal stan-

dards fluconazole-2H4 (FLC-ISS), lamotrigine 13C7 (LAM-ISS) and levetiracetam 2H6

(LEV-ISS), prepared in methanol, contained the substances at 1.00 mg/mL. The internal stan-

dard solution (IS) contained carbamazepine-2H10 at 0.2 μg/mL as well as fluconazole-2H4,

lamotrigine-13C7,15N, and levetiracetam-2H6 at 2 μg/mL in acetonitrile.

The analyte solution used in the carry-over experiment was prepared by spiking CBZ-SS1,

FLU-SS1, LAM-SS1 and LEV-SS1, 5 μL each, to 980 μL methanol, and by adding 10 μL of the

resulting mixture to 990 μL methanol-water (3:1, v/v).

Further solutions were used in the matrix factor study. The high-level matrix factor spiking

solution (MF-H) was prepared by diluting CBZ-SS1, FLC-SS1, LAM-SS1 and LEV-SS1, 25 μL

each, to 500 μL with methanol. The low-level matrix factor spiking solution (MF-L) was pre-

pared by diluting 10 μL MF-H with 990 μL methanol. The internal standard spiking solution

(MF-IS) was prepared by diluting CBZ-ISS, FLC-ISS, LAM-ISS and LEV-ISS, 90 μL each, to

1000 μL with methanol.

Serum specimens

All of our procedures were in agreement with the Declaration of Helsinki. There was no inter-

action or intervention with human subjects in the framework of our study, and only leftover

patient-related physical material was used. All employed serum specimens were irreversibly

de-identified prior to making any manipulation or measurements related to our study on

these specimens. Identifiable private information was not accessed by the authors. Due to

these considerations and in line with effective regulations, no approval was sought from the

Institutional Ethics Committee of Semmelweis University.

In this work, the word ‘specimen’ refers to unmanipulated blood or serum separated

therefrom. ‘Sample’ is used for serum prepared, or manipulated by spiking the analytes, and

then prepared for analysis. ‘Sample set’ is a batch of samples prepared from serum speci-

mens, each of which had been obtained from a different individual. Human serum was

obtained after blood had been drawn into 6-mL red-top native, serum-separator tubes in a

standard phlebotomy process from in- and outpatients at various Departments of Semmel-

weis University (Budapest, Hungary), sent to the Central Laboratory (Pest), Department of

Laboratory Medicine, Semmelweis University for routine diagnostic tests unrelated to our

study, and by separating the serum by centrifugation (5366 x g, 10 min, cooled to +4 ˚C).

The specimens employed in this study were leftover material which had undergone all

ordered tests and were stored separately at 2–8 ˚C, allocated for disposal. All information

displayed on the tubes and allowing patient identification were removed irreversibly at the

Central Laboratory (Pest), and the tubes were given a numerical identifier for use in our

study.

Candidate specimens were tested for hyperbilirubinemia, hyperlipidemia and hemolysis by

establishing the lipemia-icterus-hemolysis index (LIH index, lipemic index) using a Beckman-

Coulter clinical analyzer (Beckman Coulter Hungary, Budapest, Hungary) at Central Labora-

tory (Pest). Specimens with a positive LIH index were inspected visually for making judgement

on which type of interference was dominant. Subsequently, specimens were frozen at -18 ˚C

and transported in a frozen state to the Laboratory of Mass Spectrometry and Separation Tech-

nology, Department of Laboratory Medicine, Semmelweis University, for processing in the
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framework of this study. The absence of the analytes from the specimens was verified in pre-

liminary experiments using the methodology described below.

Experimental design

This study consisted of 3 experiments conducted on separate sets of human serum specimens

of at least 2.0 mL in volume, all collected from different patients. Spiked specimens (i.e. sam-

ples) were stored at -75 ˚C until analysis. The specimens were not pooled before spiking. In

both experiments 1 and 2, specimens with a positive LIH index (hyperbilirubinemic, hemolytic

and lipemic, 6 of each) were selected, in addition to 6 specimens without these conditions

(termed as “normal”). The total of 24 specimens were spiked with the analytes at 4 and 6 con-

centration levels in each (i.e. spiking levels) in experiments 1 and 2, respectively. Experiment 3

was carried out by spiking 24”normal” serum specimens to reach 10 different concentration

levels for each analyte (Fig 2).

In each experiment, various regression equations were applied to characterize the precision

profiles obtained on sets of 6 (“small” sample sets), as well as of 20 spiked serum specimens

(“large” sample sets). To evaluate the results obtained in all possible combinations of the sam-

ples, the combination formula “N choose R”: N
R

� �
¼ N!

N!ðN� R!Þ
, was employed, where N is the total

number of samples included in an experimental set (N = 24 at each spiking level) and R is the

number of samples in which the drug concentrations were evaluated to obtain the precision

profiles (R = 6 and R = 20 for “small” and for “large” sample sets, respectively, at each spiking

level). Consequently, in each experiment and for each type of regression, 134596 (when R = 6)

and 10626 (when R = 20) sets of coefficients were obtained. The calculations were performed

using the computer scripts provided in S3 File.

Fig 2. Presentation of the experimental design. 3 experiments were performed. The impact of sample size, the number of spiking levels and common

interferences was assessed on “small” and”large” sample sets containing 6 and 20 samples, respectively, using a combinatorial approach. The final assay

error equations were established by using all of the results obtained in the 3 experiments (N = 24 specimens/spiking level, M = 20 spiking levels+blank).

https://doi.org/10.1371/journal.pone.0229873.g002
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The final AEE’s, intended for use in developing pharmacokinetic models, were established

by performing regression on the precision profiles established using each and every assay

result obtained in the 3 independent experiments (N = 24 specimens at each spiking level,

M = 20 spiking levels, Fig 2).

Preparation of serum calibrator and spiked independent samples

Separate calibrator series, consisting of 6 levels each, were prepared freshly for each experi-

ment. Pooled serum previously screened for the absence of the investigated substances was

used. S1 and S2 Tables present details of the preparation and the analyte content of the calibra-

tors and the spiked independent samples, respectively.

Sample preparation

Spiking of the analytes was performed by adding a small volume of the methanol solution of

the analytes (i.e. the spiking volume) to the specimens, corresponding to�9.5% of the speci-

men volume.

Sample preparation was identical for all 4 analytes. 25 μL serum and 200 μL IS were pipetted

onto a Phenomenex Impact™ 96-well protein precipitation plate (Gen-Lab Kft, Budapest, Hun-

gary), which was shaken (1100 rpm, 10 min) on an Allsheng TMS-200 thermo shaker (Labex

Kft, Budapest, Hungary). The supernatant was forced into a Brand1 96-well deep well collec-

tion plate (Merck Kft, Budapest, Hungary) using a Phenomenex1 Presston 100 positive pres-

sure manifold (Gen-Lab Kft, Budapest, Hungary) and nitrogen gas (5.0 purity, Messer

Hungarogáz Kft, Budapest, Hungary). Then, a 25 μL-aliquot of the supernatant was transferred

into another collection plate and 475 μL water-methanol (3:1, v/v) mixture was added. The

entire procedure was performed at room temperature.

Analytical method

Analysis was performed using a Shimadzu Nexera X2 ultra-performance liquid chromato-

graph consisting of two LC-30 pumps, a SIL-30AC autosampling unit and a CTO-20AC col-

umn thermostat coupled to a Shimadzu LCMS-8060 mass spectrometer equipped with an

electrospray ionization source and operated with positive polarity. Integrated system control

and data acquisition were conducted by the Shimadzu LabSolutions v5.89 software (Simkon

Kft, Budapest, Hungary).

Chromatography was performed using a Phenomenex Kinetex XB-C18 50x2.1 mm

(1.7 μm) analytical column kept at 40 ˚C and protected by a Phenomenex1 SecurityGuard

Ultra C18 2.1x5 mm cartridge (Gen-Lab Kft, Budapest, Hungary). The mobile phases were

water (A) and methanol (B), both containing 0.1% formic acid. The gradient program was 0

min: 30% B, 0.50 min: 30% B, 2.00 min: 90% B, 3.00 min: 90% B, 3.01 min: 30% B. The run

time was 4.00 min. The sampler tray was cooled to 15 ˚C. 2-μL aliquots were injected.

The general mass spectrometer settings were as follows. Nebulizer gas: 3 L/min, heating gas:

12 L/min, drying gas: 6 L/min, interface temperature: 300 ˚C, desolvation line temperature:

250 ˚C, heat block temperature: 400 ˚C. The dwell time of each ion transition was 50 ms. Ana-

lyte-specific detection settings are shown in Table 1. Each spiked serum specimen was tested

in a single measurement.

Evaluation of analytical results

The compounds of interest were identified by their ion transitions and retention times. Peak

area ratios of the target ion transitions of analytes and internal standards were used for quanti-

tative analysis. The 6-point calibration model was linear with 1/x2 weights, performed at the
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beginning of each batch run. In experiments 2 and 3, concentrations lower than the calibrated

range were evaluated by single point calibration using the lowest level calibrator (0.403, 0.403,

0.397 and 0.403 μg/mL for CBZ, FLU, LAM and LEV, respectively).

Method validation

Method validation was carried out according to the respective guideline on bioanalytical

method validation issued by the European Medicines Agency [18]. Sample carry-over with

respect to the signals of the analytes, the performance of the calibration curves, matrix factors,

as well as accuracy and precision (the latter as the CV%) were evaluated. Since the aim of this

work was to establish precision profiles using specimens spiked immediately before conduct-

ing the experiments, storage or freeze-thaw stability studies were not performed.

Sample carry-over was tested by injecting 2 μL of water-methanol (3:1, v/v) solutions con-

taining CBZ, FLU, LAM and LEV at 200, 247, 204 and 198 ng/mL, respectively, 5 times, and

by evaluating the areas of analyte and internal standard peaks potentially appearing in the ion

chromatograms of blank solvents run in between.

Matrix effect was tested by evaluating matrix factors and the internal-standard corrected

matrix factors in “normal”, hyperbilirubinemic, hemolytic and lipemic specimens, 6 of each.

Deproteinization was accomplished by diluting 25 μL blank specimen with 200 μL acetonitrile

as described in the ‘Sample preparation’ section. 190 μL supernatant was transferred to a 2-mL

Eppendorf tube and was spiked with 5 μL MF-H or MF-L, as well as with 5 μL MF-IS. 25 μL of

the spiked supernatant was diluted with 475 μL water-methanol (3:1, v/v). Reference solutions

were prepared by adding 5 μL MF-H or MF-L, as well as 5 μL MF-IS, to 200 μL acetonitrile-

water (8:1, v/v) and diluting a 25-μL aliquot of this mixture with 475 μL water-methanol (3:1,

v/v). The analyte content of the spiked supernatants corresponded to CBZ, FLU, LAM and

LEV serum concentrations of 0.451, 0.557, 0.459 and 0.447 μg/mL in the low, as well as 45.1,

55.7, 45.9 and 44.7 μg/mL in the high level samples, respectively.

In this paper, the term „lower limit of quantification (LLOQ)” refers to the lowest concen-

tration level of each calibration model, as set forth in [18] and not to the lowest level judged as

quantifiable based on signal-to-noise ratios.

Table 1. Mass spectrometry settings applied for the quantitation of carbamazepine, fluconazole, lamotrigine and levetiracetam.

Analyte Precursor ion Product ion Q1 bias (V) Collision energy (V) Q3 bias (V)

Carbamazepine (retention time: 2.6 min) target 236.9 193.1 -11 -34 -20

qualifier 237.0 179.1 -14 -36 -19

internal standard target 246.9 203.1 -11 -34 -20

internal standard qualifier 246.9 174.1 -14 -36 -19

Fluconazole (retention time: 1.9 min) target 306.9 238.1 -14 -17 -25

qualifier 306.9 169.1 -15 -23 -18

internal standard target 310.9 242.1 -14 -17 -25

internal standard qualifier 310.9 173.1 -15 -23 -18

Lamotrigine (retention time: 1.4 min) target 255.9 211.0 -25 -26 -22

qualifier 255.9 145.0 -23 -39 -22

internal standard target 263.9 218.0 -25 -26 -22

internal standard qualifier 263.9 151.0 -23 -39 -22

Levetiracetam (retention time: 0.9 min) target 171.0 126.1 -18 -15 -13

qualifier 171.0 154.1 -25 -12 -16

internal standard target 177.0 132.1 -18 -15 -13

internal standard qualifier 177.0 160.1 -25 -12 -16

https://doi.org/10.1371/journal.pone.0229873.t001
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Development of AEE’s by applying linear and nonlinear regression to the

precision profiles

The performance of the AEE’s was compared in terms of the differences between the experimen-

tally determined SD’s and the SD’s estimated using (a) unweighted (ordinary) linear, (b) second-

and (c) third-order least squares, (d) 1/x2-weighted linear least squares, and Theil’s regression,

with (e) and without (f) using the Siegel estimator [19,20]. Theil’s regression is a robust nonpara-

metric median-based linear regression algorithm which uses Eqs (1) and (2) [21]:

slope ¼ median
ðSDj � SDiÞ

ðconcentrationj � concentrationiÞ

" #

ð1Þ

intercept ¼ median ðSDi � slope � concentrationiÞ ð2Þ

with M spiking levels. The estimated slope was obtained by first calculating the slopes of the

lines connecting each i-th SD to all of the j-th SD’s, where j>i, i = 1. . .(M-1), and j = 2. . .M, and,

second, by taking their median. Subsequently, the intercepts were calculated [again, i = 1. . .

(M-1)], and their median was determined to obtain the estimate.

The Siegel estimator is a modification of Theil’s regression which uses repeated medians as

follows:

â ¼ median
median

i 6¼ j

ðSDj � SDiÞ

ðconcentrationj � concentrationiÞ

" #

ð3Þ

ĉ ¼ median
median

i 6¼ j

ðconcentrationjSDi � concentrationiSDjÞ

ðconcentrationj � concentrationiÞ

" #

ð4Þ

where â is the estimated slope and ĉ is the estimated intercept. One of the differences from

Theil’s original formula here is that the estimate of the slope is obtained by calculating the indi-

vidual slopes of the lines connecting each i-th SD to all others (j<i as well as j>i, i = 1. . .M),

recording the median of each i-th slope [median(i6¼j)], and, after obtaining all individual

medians, determining the overall median, i.e. the overall estimate of the slope. The calculation

of the intercept is similarly performed in Eq (4). Theil’s algorithm is frequently employed with

modifications of Sen (referred to as Theil-Sen regression [22]). However, in this study Theil’s

original approach was applied.

The performance of the various regression approaches was evaluated by determining the

sums of squared residuals normalized to those predicted by the regression algorithm (NSSR).

NSSR is an unbiased estimator which retains the widely employed concept of judging the

goodness of fit by calculating the residuals [Eq (5)]:

NSSR ¼
XM

i

ðSDobserved;i � SDpredicted;iÞ
2

SDpredicted;i
2

ð5Þ

Computer scripts were written by the authors in the R environment (version 3.5.1) to per-

form the calculation of SD’s, to generate and plot precision profiles, and to perform, as well as

to evaluate and plot the results of the regression using algorithms (a)-(f) [23]. Theil’s regression

[algorithms (e) and (f)] was performed using the mblm() function of the ‘mblm’ package.

Weighted and unweighted linear and nonlinear least squares were fitted using the lm() func-

tion of the ‘stats’ package. In each experiment and for each analyte, the medians and ranges of

the regression coefficients were calculated. Plots were created using the ‘ggplot2’ package. The
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input files, created in comma-separated value (.csv) format using Microsoft Excel, contained

the analytical results (nominal and measured concentrations obtained for each specimen at

each spiking level, S1 and S2 Files). An interactive website is under construction to make the

procedure presented here available to interested professionals.

Results

Method validation

The analytical method described here allowed the selective and specific detection of the ana-

lytes in human serum specimens with conventional detection limits of 0.144 pg, 0.216 pg,

0.213 pg and 0.216 pg for CBZ, FLU, LAM and LEV, respectively. The retention times were

2.6, 1.9, 1.4 and 0.9 min, respectively. No sample carry-over was observed. Typical ion chro-

matograms and representative calibration plots are shown in Fig 3.

The performance of the calibration models used in the 3 independent experiments are

shown in Table 2. The intercepts were negligible and the differences of their means from zero

was not significant, as evaluated by performing a one-sample Welch test (p = 0.4099,

Fig 3. Representative analytical data. Ion chromatograms of the analytes (left) and the internal standards (middle),

and representative calibration curves (right) obtained in the experiments.

https://doi.org/10.1371/journal.pone.0229873.g003
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p = 0.3454, p = 0.2912 and p = 0.4188, respectively). All of the back-calculated concentrations

of the calibration standards were accepted by applying the recommendations of [18].

The accuracy of CBZ, FLU, LAM and LEV concentrations measured in the spiked serum

samples ranged between 89.2–133%, 93.1–107%, 80.3–109% and 89.8–109% with CV% ranges

of 2.51–17.7%, 2.96–16.6%, 2.19–17.0% and 1.79–11.4%, respectively (Table 3).

The results of the matrix factor experiments did not show the suppression or enhancement

of the ionization of the analytes or the internal standards in the “normal”, hyperbilirubinemic,

hemolytic or lipemic samples. The matrix factors ranged between 98.1–111%, and the internal

standard-corrected matrix factors were 98.9–114% (S3 Table).

Combinatorial evaluation of precision profiles in experiments 1–3

The medians and ranges of the linear coefficients of the AEE’s established by performing

regression on SD’s obtained in sets of R = 6 or R = 20 serum samples are shown in Table 4.

These medians (but not the ranges) showed good agreement regardless of the regression algo-

rithm or the experimental setup applied. In addition, sample size (R) caused negligible differ-

ences between the medians of the linear coefficients obtained using the same regression

algorithm. The medians of the SD’s obtained in experiment 3 conducted with „normal” serum

specimens were lower than those obtained in experiments 1 and 2.

When linear regression [algorithms (a), (d), (e) or (f)] was applied, the ratios of the highest/

lowest linear coefficients (Table 4A, ‘high/low’ values) obtained for CBZ, FLU, LAM and LEV

were<18.0, <18.4, <25.2 and<13.6, respectively, in the “small”, and<1.96, <1.95, <10.8

and<1.81, respectively, in the “large” sample sets. These data show that the variability of the

linear coefficients (slopes) of the linear assay error equations dropped by approximately ten-

fold when the number of independent samples assayed at each spiking level was increased

from 6 to 20. In one experimental setup (experiment 3, M = 10, R = 6), 1/x2-weighted linear

least squares regression [algorithm (d)] performed on LAM yielded negative linear coefficients

in 24.4% of the sample combinations, and, for the “large” sample set of the same experiment

(M = 10, R = 20), a highest/lowest linear coefficient ratio of 10.8, which exceeded dramatically

those obtained in all other experimental setups with “large” sample sets (1.16–1.59).

Table 2. Performance of the calibration curves employed in this study.

Analyte Characteristic Experiment 1 Experiment 2 Experiment 3

CBZ Slope 0.312 0.306 0.316

Intercept -0.0742 -0.00177 0.000111

Determination coefficient 0.998 0.999 0.991

Accuracies of back-calculated concentrations 95.8–105% 97.2–104% 92.2–115%

FLC Slope 0.0288 0.0271 0.0327

Intercept -0.00751 -0.000101 -0.000976

Determination coefficient 0.999 0.999 0.998

Accuracies of back-calculated concentrations 96.2–103% 98.0–103% 96.6–108%

LAM Slope 0.0260 0.0303 0.0338

Intercept -0.00870 -0.000264 -0.00200

Determination coefficient 0.9994 0.9998 0.9973

Accuracies of back-calculated concentrations 96.9–103% 98.6–102% 94.8–108%

LEV Slope 0.0320 0.0356 0.0349

Intercept -0.00648 -0.0000157 -0.0000279

Determination coefficient 0.9992 0.9996 0.9963

Accuracies of back-calculated concentrations 97.1–104% 97.4–102% 95.4–110%

https://doi.org/10.1371/journal.pone.0229873.t002
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Table 3. Within-run accuracy and relative precision (expressed as the coefficient of variation) obtained for the analytes in spiked independent serum samples in the

conducted experiments.

Experiment

number

Spiking

level

Carbamazepine Fluconazole

Nominal analyte

concentration (μg/mL)

Mean measured

concentration (μg/

mL)

Accuracy

(%)

CV

(%)

Nominal analyte

concentration (μg/mL)

Mean measured

concentration (μg/

mL)

Accuracy

(%)

CV

(%)

1 1 3.02 2.71 89.8 9.12 1.24 1.20 96.2 6.57

2 15.1 13.5 89.2 6.52 6.21 5.97 96.2 5.47

3 60.3 54.4 90.2 7.06 24.8 24.0 96.5 7.15

4 181 164 90.6 6.94 74.5 71.9 96.5 4.72

2 1 0.209 0.194 92.7 8.95 0.102 0.107 106 10.7

2 0.419 0.407 97.2 10.3 0.203 0.209 103 13.3

3 2.09 2.00 95.7 6.84 1.02 0.969 95.4 6.91

4 8.38 8.96 107 7.28 4.07 4.19 103 5.40

5 16.8 18.4 110 6.06 8.13 8.58 105 5.30

6 33.5 37.5 112 5.09 16.3 17.4 107 5.01

3 1 0.0122 0.0159 133 17.7 0.0122 0.0118 97.1 16.6

2 0.0243 0.0293 120 8.16 0.0243 0.0226 93.1 8.82

3 0.0486 0.0588 118 8.53 0.0486 0.0472 97.1 7.55

4 0.0972 0.116 119 7.68 0.0972 0.101 104 8.04

5 0.243 0.253 104 4.45 0.243 0.239 98.3 4.42

6 0.810 0.836 103 2.51 0.810 0.810 100 2.96

7 2.43 2.52 104 2.57 2.43 2.44 100 3.64

8 4.21 4.15 98.6 3.72 4.21 4.16 98.9 3.67

9 12.2 11.8 96.6 3.61 12.2 12.3 101 2.97

10 24.3 24.2 99.7 4.06 24.3 24.9 102 3.82

Experiment

number

Spiking

level

Lamotrigine Levetiracetam

Nominal analyte

concentration (μg/mL)

Mean measured

concentration (μg/

mL)

Accuracy

(%)

CV

(%)

Nominal analyte

concentration (μg/mL)

Mean measured

concentration (μg/

mL)

Accuracy

(%)

CV

(%)

1 1 3.07 2.91 94.6 7.43 2.49 2.24 89.8 8.21

2 15.4 14.6 94.7 5.97 12.5 10.6 93.3 5.87

3 61.4 58.1 94.5 7.36 49.9 46.8 93.8 6.14

4 184 174 94.6 5.15 150 141 94.1 5.88

2 1 0.251 0.202 80.3 6.76 0.208 0.203 97.8 8.36

2 0.503 0.416 82.8 8.76 0.416 0.408 98.3 8.25

3 2.51 2.06 82.0 4.27 2.08 1.94 93.4 6.46

4 10.1 9.33 92.7 5.29 8.31 8.27 99.5 4.84

5 20.1 19.9 98.8 4.55 16.6 16.7 101 4.48

6 40.2 41.5 103 4.11 33.2 33.1 99.4 4.35

3 1 0.0120 0.0123 103 17.0 0.0486 0.0528 109 11.4

2 0.0239 0.0233 97.3 10.8 0.0971 0.0997 103 8.33

3 0.0478 0.0479 99.8 10.0 0.194 0.198 102 7.31

4 0.0956 0.104 109 8.68 0.388 0.406 105 7.11

5 0.239 0.240 100 3.82 0.971 1.00 103 3.81

6 0.797 0.807 101 2.87 3.24 3.27 101 2.22

7 2.39 2.44 102 2.24 9.71 9.61 98.9 2.63

8 4.14 4.16 101 2.50 16.8 16.46 98.0 2.25

9 12.0 12.3 103 2.19 48.5 48.4 99.8 1.79

10 23.9 24.7 103 3.42 97.1 91.4 94.2 5.88

CV%: coefficient of variation.

https://doi.org/10.1371/journal.pone.0229873.t003
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The ranges of the calculated constant coefficients (intercepts) of the assay error equations,

which correspond to the estimated SD’s of the blanks, are presented in Table 4B. The propor-

tion of negative intercepts observed within “small” and “large” sample sets were 19.4–99.5%

and 0–100% [algorithm (a)], 0.1–75.3% and 0–98.8% [algorithm (b)], 16.7–48.6% and

0–73.2% [algorithm (c)], 0–17.9% and 0–2.0% [algorithm (e)], further, <0.1–42.8% and

0–20.3% [algorithm(f)]. Increasing the size of the sample set typically, but not always,

improved the proportion of non-negative intercepts, regardless of the regression algorithm

applied. Unweighted linear least squares regression [algorithm (a)] gave rise to unacceptably

large proportions of negative intercepts, except for a single experimental setup (M = 6, R = 20).

On the contrary, all intercepts were non-negative when 1/x2-weighted linear least squares

regression[algorithm (d)] was performed, regardless of the number of samples and spiking lev-

els [except for a single case with LAM (M = 6, R = 6)], or when Theil’s regression [algorithms

(e) and (f)] was applied to “large” sample sets, using 6 or 10 spiking levels (with a single nega-

tive intercept recorded for CBZ, M = 6).

Considering nonlinear regression, proportions of non-negative intercepts exceeding 99.9%

were obtained by applying 2nd-order polynomial regression [algorithm (b)] only for FLU and

LEV in the “large” sample sets, and when 6 or 10 spiking levels were used. Further cases with

acceptable proportions of non-negative intercept were recorded with FLU (94.1%) and LEV

(99.9%) in “small” sample sets when 10 spiking levels were employed. These proportions were

unacceptably large in all other cases.

The results obtained with 3rd-order polynomial regression were inconsistent, with an unac-

ceptably large proportion of negative intercepts recorded for all (M = 6 or 10, R = 6) or most

(M = 10, R = 20) assayed drugs. In a single setup (M = 6, R = 20), 99.6–100% of the experi-

ments with 3 of the 4 drugs gave rise to non-negative intercepts.

Evaluation of the final precision profiles

The final precision profiles and the fitted AEE’s are shown in Figs 4 and 5. The summarizing

data of the AEE’s and the NSSR values indicating the goodness of fit are presented in Table 5

(individual predicted SD’s are provided in S4–S7 Tables). None of the linear regression algo-

rithms yielded negative linear coefficients. Negative constant coefficients (intercepts), how-

ever, were obtained for CBZ, LAM and LEV using unweighted linear [algorithm (a)], and, for

CBZ, FLU and LAM using unweighted 2nd-order polynomial least squares regression [algo-

rithm (b), Table 5]. Based on the NSSR values, superior linear fits were obtained when the

AEE’s were established using Theil’s regression with or without the Siegel estimator (2.492–

25.66 and 2.197–24.28, respectively). 1/x2-weighted linear least squares and unweighted 3rd-

order nonlinear regression demonstrated similar performance (NSSR = 9.021–23.11 and

4.234–10.86, respectively). Unweighted linear and 2nd-order least squares regression, on the

other hand, were far less suitable, as their NSSR’s ranged between 3.288–3782 and 15.88–

49848, respectively.

Discussion

The present work was conducted to provide a new methodology for the estimation of numeric

SD values for each concentration level obtained in clinical LC-MS/MS drug assays. This meth-

odology is of importance as maximally useful clinical pharmacokinetic models employed for

accomplishing optimal patient care require the use of the SD reasonably associated with each

assay result instead of the coefficient of variation.

As a major difference from earlier works where assay error polynomials were evaluated by

running patient specimens submitted for TDM in replicates [11,15], in this study, multiple
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independent blank human serum specimens were spiked with the analytes at known levels and

evaluated in a single run. Because patient samples are typically assayed in a single measurement

in routine diagnostics, along with the technical difficulties of presenting samples to cover the

entire assayed concentration range, and with the lack of knowledge of nominal analyte concen-

trations in the real samples, we propose that the presented approach is more feasible and cor-

rect for the development of AEE’s. An additional benefit is that this approach can be applied in

parallel with experiments performed to establish method accuracy and precision, allowing

AEE’s to become a tool of method performance evaluation and part of the validation process.

Measures were taken to simulate special clinical situations. In experiments 1 and 2, 75% of

the serum specimens employed had a positive lipemia-icterus-hemolysis (LIH) index, a condi-

tion frequently encountered and likely to interfere with assay performance. In experiment 1, a

proportion of the spiking levels would be considered as supratherapeutic according to the

widely considered therapeutic concentration ranges. In experiment 2 and 3, some of the spik-

ing levels were lower than the lowest level calibrator and would therefore not be reported by

most clinical laboratories.

The number of samples in the “small” sample sets was selected to make it equal to that rec-

ommended as a minimum by the bioanalytical method validation guideline of the European

Medicines Agency [18]. The number of samples in the “large” sample sets was chosen to allow

a low fractional error of the estimate of the SD while still providing us with a sufficiently large

number of combinations of samples. This was based on the work of Ahn and Fessler who

described the relationship between the error of the estimated assay SD and the number of spec-

imens as
sRS
s
� 1ffiffiffiffiffiffiffiffiffiffi

2ðR� 1Þ
p , where σRS/σ is the fractional error of the estimate of σ, the true value of

the standard deviation [24]. The error of the SD is 32% when R = 6 and 16% when R = 20.

Fig 4. Regression plots obtained by applying various regression algorithms to the precision profiles of carbamazepine, fluconazole, lamotrigine

and levetiracetam and by using all of the serum specimens (N = 24) and spiking levels (M = 20+blank) of the 3 experiments. Each data point

displays the standard deviation of the assay results. Green line: Theil’s regression, black line: unweighted linear least squares, blue line: 1/x2-weighted

linear least squares, red curve: unweighted 2nd-order least squares, orange curve: unweighted 3rd-order least squares regression. See Table 5 for a

detailed evaluation.

https://doi.org/10.1371/journal.pone.0229873.g004
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The evaluation of the performance of the AEE’s obtained using various regression algo-

rithms needs to be based on specific considerations. First, because SD’s can only take positive

values, and a key goal of developing AEE’s is to have a tool for the estimation of assay precision

all the way down to zero concentration, the primary aspect of judging the applicability of a

regression algorithm is whether negative constant coefficients (intercepts) occur or not. Our

results demonstrate that, regardless of the order of the fitted polynomial, the size of the sample

set or the number of spiking levels, unweighted least squares regression yields negative inter-

cepts in many sample sets and is, therefore, not suitable when LC-MS/MS is employed. Sec-

ond, the characterization of the goodness of fit employing correlation coefficients is not

helpful for this task as the relationship between concentrations and experimentally determined

SD’s is unlikely to be very strong, correlation coefficients are subject to the presence of even a

single outlier SD, and provide no information on the potential bias of the regression. We there-

fore propose the use of the sum of squared residuals normalized to the predicted value (NSSR),

Fig 5. Accuracy of the prediction of SD’s by applying various regression algorithms to the final precision profiles of (A) carbamazepine, (B)

fluconazole, (C) lamotrigine and (D) levetiracetam (M = 20 spiking levels+blank, N = 24 specimens/spiking level). Red lines indicate perfect (100%)

agreement between predicted and experimentally determined SD’s. Insets show results for concentration ranges in which the inaccuracy of the

predictions was on the same scale. The applied regression methods are (a) unweighted linear least squares, (b) unweighted 2nd-order least squares, (c)

unweighted 3rd-order least squares, (d) 1/x2-weighted linear least squares, (e) Theil’s regression, (f) Theil’s regression with the Siegel estimator.

https://doi.org/10.1371/journal.pone.0229873.g005
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an unbiased indicator for comparing the goodness-of-fit of the AEE’s obtained using various

types of regression or in various experiments.

The NSSR value is not the only indicator of the performance of the applied regression algo-

rithms. The key advantage of applying algorithms (d)-(f) becomes apparent by comparing the

estimates of SD obtained at low and at high concentration levels. The percentage errors of the

estimates of SD obtained at low levels using unweighted least squares regression [algorithms

(a)-(c)] were unacceptably large (Fig 5). In contrast, algorithms (d)-(f) yielded SD estimates on

the same scale throughout the entire concentration range, down to zero concentration. Since

making acceptable estimates at low concentrations (i.e. those outside the validated concentra-

tion range) and at the blank are of exceptional importance for avoiding the loss of pharmacoki-

netic information, the consideration of algorithms (d)-(f) is recommended (S4–S7 Tables).

The selection of the various regression equations was based on earlier work of Jelliffe and

Tahani who demonstrated that precision profiles obtained on clinical analyzers could often be

characterized by unweighted second degree polynomials [11]. As shown above, the LC-MS/

MS method described herein was characterized by linear precision profiles. Based on theoreti-

cal considerations and empirical findings, Gu et al proposed that SD is directly proportional to

the analyte concentration in all bioanalytical assays performed using LC-MS/MS, and 1/con-

centration2 is the correct weight for calibration when LC-MS/MS is used [8]. Although the rea-

soning Gu et al provide is short of comprehensive theoretical evidence, 1/x2 weighting of

quantitative relationships has been proposed in several publications on bioanalytical method-

ology, rendering reasonable the hypothesis that it can also be used for establishing precision

profiles. Our results confirm that 1/x2-weighted linear least squares regression consistently

provides better estimates of the SD than unweighted linear or nonlinear least squares

Table 5. Regression equations and the normalized sums of squared residuals obtained applying various regression algorithms to the combined results of the 3

experiments performed on carbamazepine, fluconazole, lamotrigine and levetiracetam (N = 24 specimens/spiking level, M = 20 spiking levels+blank).

carbamazepine fluconazole lamotrigine levetiracetam

regression equations

unweighted linear least

squares

y = - 0.1019 + 0.0692x y = 0.007963 + 0.04816x y = - 0.02029 + 0.05383x y = - 0.1389 + 0.05711x

unweighted 2nd degree least

squares polynomial

y = - 0.04192 + 0.05999x

+ 0.00005414x2
y = - 0.0001215 + 0.05402x -

0.0000872x2
y = - 0.01097 + 0.06685x -

0.00007571x2
y = 0.0102636 + 0.03936x

+ 0.0001376x2

unweighted 3rd degree least

squares polynomial

y = 0.03590 + 0.03182x

+ 0.0008160x2–0.000003368x3
y = 0.01932 + 0.02799x

+ 0.001470x2–0.00001631x3
y = 0.06309 + 0.003122x

+ 0.001601x2–0.000007272x3
y = 0.06295 + 0.01799x

+ 0.0006362x2–0.000002445x3

1/x2-weighted linear least

squares

y = 0.001645 + 0.040093x y = 0.001567 + 0.04267x y = 0.002221 + 0.032688x y = 0.005912 + 0.030379x

Theil’s linear y = 0.001423 + 0.058411x y = 0.002558 + 0.04894x y = 0.001511 + 0.04483x y = 0.004113 + 0.05199x

Theil’s linear with Siegel

estimator

y = 0.001459 + 0.056877x y = 0.003714 + 0.05145x y = 0.002215 + 0.04562x y = 0.005305 + 0.054723x

normalized sums of squared residuals

unweighted linear least

squares

20.87 3.288 55.59 3782

unweighted 2nd degree least

squares polynomial

28.92 49848 15.88 186.39

unweighted 3rd degree least

squares polynomial

6.829 4.234 10.86 7.400

1/x2-weighted linear least

squares

23.11 11.00 9.118 9.021

Theil’s linear 25.66 3.648 7.829 2.492

Theil’s linear with Siegel

estimator

24.28 3.051 4.271 2.197

https://doi.org/10.1371/journal.pone.0229873.t005
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regression algorithms do. The disadvantage of this approach, in addition to the lack of compre-

hensive theoretical evidence to substantiate its use for developing AEE’s, is its sensitivity to

outliers in the precision profile which can be overcome by assessing an adequate number of

samples and spiking levels.

Theil’s regression [algorithm (e)] is a very robust, nonparametric median-based, unbiased

linear regression approach without any statistical assumptions and easy to calculate using com-

puter software. When a sufficient amount of data pairs is available, Theil’s regression gives rise

to the true quantitative relationship between the drug concentration and the SD as long as this

relationship is linear. Its application afforded acceptable estimates of SD’s throughout the

assayed concentration ranges, was theoretically sound, and allowed the tolerance of the outliers

encountered (which does not mean that it makes good estimates for outliers). While Theil’s

regression method is relatively insensitive to the presence of outlier SD’s in the precision pro-

file, it eventually becomes biased when�29.4% of the data points are outliers. This limitation

is overcome by the use of the Siegel estimator which is maximally robust [19,20,22]. Earlier,

the utility of Theil’s regression has been demonstrated for a variety of bioanalytical tasks

[25,26]. In our experiments, Theil’s regression was found to yield superior estimates of assay

precision all the way down to zero concentration (Fig 5), with positive intercepts for almost all

combinations of specimens when precision profiles established using “large” sample sets were

evaluated (Table 4B). We therefore recommend using Theil’s regression with the Siegel estima-

tor as the first choice for establishing AEE’s of TDM assays when the relationship between

drug concentrations and SD’s is linear, while 1/x2-weighted linear least-squares can be an effi-

cient, though not universal, alternative.

Our results confirm experimentally that the precise estimation of the coefficients of the

AEE’s requires the use of large serum sample sets, while the differences observed in the ranges

of the linear coefficients obtained with “small” and “large” sample sets in this study can be well

explained by the findings of Ahn and Fessler [24]. Our results also demonstrate that the quan-

titative relationship depends on the number of the spiking levels used. The evaluation of accu-

racy and precision results obtained in 5 or 6 independent samples at 4 spiking levels, as

proposed by the widely employed bioanalytical method validation guidelines, is clearly subop-

timal in this respect [18,27].

In experiments 1 and 2, where a substantial proportion of the sample sets consisted of

hemolytic, hyperbilirubinemic and lipemic serum specimens, the median linear coefficients

obtained were consistently higher than those obtained in experiment 3 where”normal” serum

was used. While these results do not imply that serum specimens containing these interfer-

ences should be rejected, the impact of the above interferences on the analysis is apparent,

even when prepared samples are diluted substantially before analysis. It is therefore crucial to

consider the inclusion of an adequate number of specimens with these interferences in serum

sample sets employed for developing AEE’s to avoid obtaining falsely low estimates of SD’s.

The custom of not reporting the correct mathematical credibility of each measurement

causes clinical and bioanalytical laboratories to censor many clinically important “below-

LLOQ” results. The general recommendation that establishing concentration-dependent esti-

mates of SD allows the laboratory to correctly report analytical results lower than the LLOQ

for PK modeling, made by Jelliffe et al earlier, is confirmed by our experiments. The reported

concentration range can be extended all the way down to zero concentration with acceptable

accuracy and precision for pharmacokinetic modeling when the employed bioanalytical

method relies on the use of LC-MS/MS [15].

The approach presented here can be incorporated flawlessly into the workflow of bioanaly-

tical method validation according to the guidelines of the European Medicines Agency or the

US Food and Drug Administration [18,27]. In terms of controlling precision, current
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guidelines focus only on the prevention of the coefficient of variation (CV%) becoming “unac-

ceptably” great at the low end of the assay range by applying the arbitrary concept of LLOQ.

Employing such arbitrary limits of “acceptability” during the evaluation of method accuracy

and precision is a debatable concept in general, and is clearly not useful for incorporating ana-

lytical results correctly in pharmacokinetic models and practical patient care [28–30]. More-

over, current tools proposed by the guidelines for monitoring the performance of bioanalytical

methods, such as running internal quality controls, incurred sample reanalysis, and participa-

tion in external quality assessment schemes, focus only on accuracy but not on precision.

One may argue that the development of an assay error equation leads to the ignorance of

the between-run performance of the analytical method. Between-run experimens are usually

conducted by assaying the same specimen spiked to various levels in 3–6 batches, often on sep-

arate days. These specimens are usually not retained after method validation has been com-

pleted, instead, during routine clinical use, it is the internal controls measured in each batch

which provide similar information, monitored using process control charts. Therefore it has

been proposed that, in view of the diversity of random events contributing to the assay error,

the information provided by between-run experiments should be incorporated into the preci-

sion profile established for developing the assay error equation [15]. The methodology we

describe in the present work does not imply that validation assays should not be peformed on

separate days. Our results in fact demonstrate that performing multiple independent experi-

ments using different serum specimens each time increases the credibility of the AEE’s. Never-

theless, the integrated evaluation of the validation measurements renders the separation of

within-run and between-run validation tests unnecessary, while providing quantitative data

on precision across the assayed concentration range, considerably exceeding the quality of the

information delivered by within-run and between-run validation tests performed as recom-

mended by [18] and [27].

The experimental setup described here can be extended to studying the impact of further

pre-analytical factors, such as storage conditions. At the same time, the laboratory is free to

incorporate further data into the developed AEE’s, as well as to develop new ones for compari-

sons, whenever it is desirable to check the assay for drift or other departure from previous

behavior.

Conclusions

Software-guided adaptive control of drug therapy for the maximally precise achievement of

clinically selected targets can now be carried out for each individual patient. Consequently,

integrating correct knowledge about the performance of the analytical method offers impor-

tant opportunities for improvement for clinical laboratories. An essential element of this pro-

cess is the correct estimation of analytical precision and weighting of each measured

concentration to obtain proper drug dosage adjustments.

The proposed paradigm of evaluating clinical and bioanalytical drug assays for this purpose

consists of the following.

1. Reporting the measurement along with its estimated SD so the result can be incorporated

into population pharmacokinetic models to obtain correct parameter estimates without

which maximally precise initial dosage regimens cannot be developed, and into the subse-

quent individual models used for maximally precise dosage adjustment for each individual

patient.

2. Establishing assay error equations specifically for the method employed in multiple experi-

ments by using several spiking levels and by spiking a large number of (preferably, at least
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20) independent serum specimens at each level. When the precision profile is linear, as in

most LC-MS/MS assays, it can be estimated efficiently using Theil’s regression with the Sie-

gel estimator all the way down to zero concentration, eliminating the LLOQ and any need

to censor low results. Full knowledge about the results obtained over the entire assay range

is now available to laboratory personnel, to clinicians and to pharmacotherapists.
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