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A B S T R A C T   

Background and purpose: Accurate CT numbers in Cone Beam CT (CBCT) are crucial for precise dose calculations 
in adaptive radiotherapy (ART). This study aimed to generate synthetic CT (sCT) from CBCT using deep learning 
(DL) models in head and neck (HN) radiotherapy. 
Materials and methods: A novel DL model, the ’self-attention-residual-UNet’ (ResUNet), was developed for ac-
curate sCT generation. ResUNet incorporates a self-attention mechanism in its long skip connections to enhance 
information transfer between the encoder and decoder. Data from 93 HN patients, each with planning CT (pCT) 
and first-day CBCT images were used. Model performance was evaluated using two DL approaches (non- 
adversarial and adversarial training) and two model types (2D axial only vs. 2.5D axial, sagittal, and coronal). 
ResUNet was compared with the traditional UNet through image quality assessment (Mean Absolute Error 
(MAE), Peak-Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM)) and dose calculation accuracy 
evaluation (DVH deviation and gamma evaluation (1 %/1mm)). 
Results: Image similarity evaluation results for the 2.5D-ResUNet and 2.5D-UNet models were: MAE: 46±7 HU vs. 
51±9 HU, PSNR: 66.6±2.0 dB vs. 65.8±1.8 dB, and SSIM: 0.81±0.04 vs. 0.79±0.05. There were no significant 
differences in dose calculation accuracy between DL models. Both models demonstrated DVH deviation below 
0.5 % and a gamma-pass-rate (1 %/1mm) exceeding 97 %. 
Conclusions: ResUNet enhanced CT number accuracy and image quality of sCT and outperformed UNet in sCT 
generation from CBCT. This method holds promise for generating precise sCT for HN ART.   

1. Introduction 

Accurate patient positioning is important for the successful outcome 
of radiotherapy treatment. Image-guided radiation therapy (IGRT) uses 
advanced imaging technologies to provide critical insights into a pa-
tient’s internal anatomy, thereby enhancing the accuracy of patient 
positioning. However, IGRT approaches encounter significant hurdles 
when dealing with anatomical variations that may occur in head and 
neck (HN) cancer patients undergoing radiotherapy, such as target 
shrinkage or weight loss [1,2]. In addressing this challenge, the adoption 
of in-room Cone Beam Computed Tomography (CBCT) imaging emerges 
as a necessary tool. CBCT’s ability to capture three-dimensional 
anatomical data allows the creation of personalized adaptive treat-
ment (ART) strategies, effectively accommodating the dynamic 
anatomical changes encountered in each treatment session [2,3]. 
Nevertheless, despite the many advantages offered by CBCT, it also 

presents several challenges. These include compromised image quality 
attributed to increased cone beam scattering, limited field-of-view, and 
inaccuracies in CT numbers [4]. 

Accurate CT numbers in CBCT are crucial for precise dose calcula-
tions in ART. Various methods are proposed to correct the CBCT for ART 
calculations: CT number conversion curve, density assignment, 
deformable image registration (DIR), and machine learning. The CT 
number conversion curve involves a detailed calibration process of 
CBCT images with standard density calibration phantoms, but it is 
sensitive to artifacts and scattering conditions [5]. The density assign-
ment method assigns specific densities to CBCT contours, requiring tis-
sue class segmentation [6,7], but it is limited in covering tissue types. 
DIR between planning CT (pCT) and CBCT provides density information, 
but its effectiveness can be compromised when the pCT does not 
anatomically correspond to the CBCT, and the poor image quality of 
CBCT can affect DIR accuracy [8,9]. Alternatively, recent works [10–24] 
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have explored deep learning (DL) methods for synthetic CT (sCT) gen-
eration, producing sCT images with accurate CT numbers closely 
resembling pCT. Comprehensive insights into various DL methods can 
be found in recent reviews by Spadea et al. [25] and Rusanov et al. [26]. 

Chen et al. [11] employed a UNet-based network, utilizing CBCT and 
registered pCT images of HN patients as input to generate sCT. Likewise, 
Eckl et al. [14] utilized cycle generative adversarial networks (GAN) to 
design site-specific DL models customized for various body regions, 
including HN. Additionally, Barateau et al. [10] used GAN-based DL 
models for sCT generation in HN patients. These studies collectively 
demonstrated the successful production of sCT images using DL models, 
closely resembling pCT scans with precise CT numbers. 

While there has been extensive research on the generation of sCT 
from CBCT images, there remains a need for accurate DL models capable 
of handling limited training data effectively. In light of this gap, our 
study aimed to develop a robust sCT generation model tailored specif-
ically for HN patients. Our approach centered on the creation of a novel 
DL network architecture designed to address the challenges posed by 
smaller training datasets. 

2. Materials and methods 

2.1. Patient data 

A total of 93 previously treated HN patients with a pair of pCT and 
first-day CBCT images were included. This retrospective study was 
approved (MRC-01–21-119) by our Institutional Review Board. CT im-
ages were acquired with the patient supine position on a multi-detector- 
row spiral CT scanner (Somatom Definition AS, Siemens Healthineers, 
Forchheim, Germany). CBCT images were acquired using the On-Board- 
Imager kV system attached to Clinac series linear accelerator (Varian 
Medical Systems, Palo Alto, CA). 

The pCT and CBCT axial images were re-sampled to 1x1x3 mm3 

voxel size. To minimize the anatomical difference, CBCT images were 
aligned with respective pCT images using rigid registration followed by 
intensity-based DIR using MIM MaestroTM v6.4.5 (MIM Software, 
Cleveland, OH). In addition, the 3D-CBCT and CT volumes were sliced 
along sagittal and coronal planes for multiplane model (2.5D) training. 

An external body contour mask (CBCTbody) on CBCT was created 
using threshold and morphological operations, and the CBCT and pCT 
images were cropped to exclude the background regions. The intensities 
of these images were clipped to the range of [-1000 3500] HU and 
divided by 2000 before being used for model training. 

2.2. Self-attention residual UNet (ResUNet) 

In this work, a novel 2D convolutional neural network called ‘self- 
attention-residual-UNet’ (ResUNet) was designed to generate the sCT. 
The architecture, as shown in the supplementary fig. SF1(a), was 
inspired by the combination of traditional UNet [27] and residual neural 
networks [28]. The encoder section performs downsampling three times 
on the input image, while the decoder section upsamples three times. To 
learn the important information between the encoder and decoder, long 
skip connections were included along with a special self-attention 
mechanism as illustrated in the supplementary fig. SF1(b). The central 
part of the model architecture consisted of five residual blocks, as shown 
in the supplementary fig. SF1(c). Overall, the ResUNet architecture le-
verages the strengths of UNet, residual networks, and self-attention 
mechanisms to effectively generate sCT images. 

The ResUNet performance was compared against standard UNet 
(supplementary fig. SF2) for two different DL approaches (non-adver-
sarial training and adversarial training [29]) and DL models (2D (axial 
only) vs. 2.5D (axial, sagittal and coronal)). The multiplane 2.5D 
approach was implemented to enhance the predictive accuracy of the DL 
models (see supplementary fig. SF4), following a previously reported 
method [25]. Further details about these training methodologies can be 

found in the supplementary material. 

2.3. Training details 

Patient images were randomly split into training (58), validation 
(10), and testing (25) datasets. The testing data were exclusively used 
for model evaluation, not for network optimization, and validation data 
was used to monitor the training process and prevent overfitting. 

The training was performed in MATLAB using an NVIDIA GeForce 
RTX-3090 24 GB GPU. To ensure a fair comparison, fixed hyper- 
parameters were used for all the network training. The optimal hyper- 
parameters such as learning rate (0.2e-4), L2-regularization (1e-7), 
and batch size (4) were determined using a simple grid search on a small 
training dataset. The ADAM optimizer was used for network optimiza-
tion [30]. The maximum epoch was set to 20 and the network training 
stopped automatically before the completion of 20 epochs when the 
model performance on the validation data stopped improving. 

Training times varied from 1.4 to 6.5 h for UNet and ResUNet with 
non-adversarial training, extending to 4.4 to 14 h for adversarial 
training. All models maintained quick prediction times per patient, 
staying under 20 s. 

The final model, taking axial CBCT slices as input, generates the 
corresponding sCT slice. Areas outside the CBCT mask (CBCTbody) were 
replaced with corresponding regions from pCT to address truncation 
issues due to CBCT’s limited FOV and ensure that the new sCT has a 
complete image covering the entire anatomical regions necessary for 
adaptive planning. 

2.4. Evaluation 

The mean absolute error (MAE) and mean error (ME) were calcu-
lated within the external body contour of CBCT (excluding the stitched 
parts) to measure the CT number differences between the pCT and sCT 
images. To evaluate the image similarity between pCT and sCT images, 
structural similarity index (SSIM) and peak-signal-to-noise ratio (PSNR) 
were used (equation SE5 and SE8, supplementary material). 

Dose volume histograms (DVH) and gamma evaluations were used in 
dose calculation accuracy evaluation. The model-generated sCT images 
were imported into the EclipseTM (v16.1.0) planning system (Varian 
Medical Systems, Palo Alto, CA). The targets and organs at risk (OARs) 
were mapped onto both the sCT and CBCT images from their corre-
sponding pCT images using rigid registration. Clinical plans were 
devised for dose prescriptions of 70 Gy, 60 Gy, and 54 Gy delivered in 35 
fractions to the primary and elective planning target volumes (PTVs), 
respectively, utilizing a 6 MV volumetric modulated arc (VMAT) tech-
nique. The original plans, initially calculated on the pCT, were trans-
ferred onto both the sCT and CBCT. The dose distribution was then 
recalculated using the Acuros dose calculation algorithm. DVH metrics 
were extracted for OARs (spinal cord-Dmax, parotids-Dmean, 
brainstem-Dmax, optic nerve-Dmax, optic chiasm-Dmax, eyes-Dmean, 
larynx-Dmean, oral cavity-Dmean) and PTVs (D95). Gamma evaluation 
(global-gamma) [31] was conducted using VeriSoft (PTW Dosimetry, 
Freiburg, Germany) to compare dose distributions on pCT and recalcu-
lated sCT and CBCT, employing 1 %/1mm and 2 %/2mm criteria with a 
10 % threshold. The statistical significance of disparities in image 
quality results for UNet vs. ResUNet and 2D vs. 2.5D models was eval-
uated using an independent two-sample Student’s t-test with equal 
variances. This study also included an assessment of image quality and 
dose comparison assessment for CBCT, comparing it with pCT. 

This study also evaluated the robustness and generalizability of DL 
models across different data sizes. Initially, models trained with 100 % 
data were used as references. Subsequently, training data sizes were 
reduced to 50 % and 25 %, and models were trained accordingly. The 
performance of models trained with smaller datasets (50 % and 25 %) 
was compared to reference models trained with 100 % data. 
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3. Results 

The image quality assessment results are summarized in Table 1, and 
Fig. 1 provides a visual representation of the accuracy of sCT images in 
the axial view, with supplementary fig. SF5 showing the sagittal view. 
Supplementary figs. SF6 and SF7 further compare the line profiles 
through the images. 

For the non-adversarial training approach, notable differences were 
seen between the performance of the 2D-UNet and 2D-ResUNet models. 
Specifically, 2D-ResUNet’s MAE exhibited a significant 11 % (p < 0.005) 
average improvement over 2D-UNet. The integration of a multiplane 
2.5D model further increased accuracy, with 2.5D-ResUNet models 
displaying a superior performance (p < 0.0005) over 2D models. In the 
adversarial training, while ResUNet demonstrated a benefit over UNet, 
the improvement was relatively modest, with an average MAE 
enhancement of 4 % (p < 0.002) and 8 % (p < 0.0005) observed in the 
2D and 2.5D models respectively. 

Supplementary Fig. SF8 shows the comparison of dose distribution 
on sCT images and corresponding gamma evaluation results in the 
sagittal view and the detailed DVH deviations can be found in Supple-
mentary Table ST1. While DL models notably improved sCT image 
quality, this enhancement was not uniformly reflected in the dose 
comparison. For both training methods, average deviations of DVH pa-
rameters consistently remained below 0.5 %, in contrast to CBCT, where 
these deviations were slightly higher at 3 %. The gamma pass rate for all 
DL models was more than 97 % and 99 % for 1 %/1mm and 2 %/2mm 
criteria, respectively. Although some structures on CBCT exhibited 
smaller DVH deviations due to their distal location, the average gamma- 
pass-rate was particularly lower for CBCT, at 59 % (ranging from 36 % to 
86 %) and 77 % (ranging from 59 % to 95 %) for 1 %/1mm and 2 
%/2mm, respectively. 

The ResUNet maintained sCT generation accuracy even with reduced 
training data, as seen in Fig. 2. For instance, when comparing non- 
adversarial training with 100 % and 50 % of the data, average MAE 
values were 55 HU and 58 HU for the UNet, 48 HU, and 49 HU for the 
ResUNet. Likewise, in the adversarial training, the average MAE values 
were 51 HU and 56 HU for the UNet, 49 HU, and 52 HU for the ResUNet. 

4. Discussions 

In this study, we introduced a novel network architecture, ResUNet, 
and compared its performance to the conventional UNet architecture in 
the context of sCT generation from CBCT images for HN radiotherapy. 
Our image quality assessment showed significant differences in perfor-
mance between various model configurations. Particularly, the ResUNet 
model exhibited superior image quality compared to UNet, with an 
8–11 % improvement in metrics such as MAE, PSNR, and SSIM. 

Furthermore, we explored the impact of training strategies, specif-
ically adversarial versus non-adversarial training, and the dimension-
ality of models (2D versus 2.5D). These investigations unveiled that the 

benefits of ResUNet were most pronounced when employed with non- 
adversarial training alongside 2.5D models. The enhanced perfor-
mance of the ResUNet model can be attributed to its utilization of a 
larger number of trainable parameters. While the UNet model consists of 
7.6 million trainable parameters, the ResUNet model incorporates 21.2 
million parameters. Consequently, the training duration for the ResUNet 
model was marginally longer than that of the UNet model, owing to its 
larger parameter size. It is important to note that this slightly extended 
training time is a one-time operation and does not pose significant 
constraints in the context of practical clinical deployment. 

One striking advantage of ResUNet was its ability to maintain per-
formance even with smaller training datasets. This robustness holds a 
unique significance in radiotherapy, given the logistical complexities of 
acquiring extensive training data. Our results demonstrated that ResU-
Net’s performance remained consistent when trained with a reduced 
dataset, highlighting its practical utility in real-world clinical settings. 

However, it is important to note that while image quality assess-
ments revealed substantial differences, dose comparison did not exhibit 
the same level of variation, aligning with the findings from a prior study 
[17]. Specifically, when examining dose calculation accuracy, both 
ResUNet and UNet consistently showed DVH deviations below 0.5 % 
and gamma pass rates (1 %/1mm) exceeding 97 %. These findings 
indicate that the marked improvement in image quality did not auto-
matically translate into dose calculation accuracy. This was in contrast 
to CBCT, where the gamma pass rate was notably lower. In addition to 
its dose calculation implications, improved image quality can have a 
profound impact on other critical aspects of radiotherapy. It can 
significantly improve precision in patient set-up during IGRT and 
enhance the accuracy of OAR/tumor contouring during ART. Moreover, 
superior image quality may emerge as a crucial requirement in the 
context of particle beam radiotherapy. 

Numerous studies focus on sCT generation using CBCT [11–22] and 
supplementary table ST2 provides a brief comparison of our work with 
other studies. Among these studies, research focused on employing DL 
models for sCT generation from HN CBCT has reported mean MAEs 
calculated within the body contour ranging from 43 to 141 HU. In 
contrast, our 2.5D-ResUNet model achieved MAEs within the range of 
33 to 63 HU, signifying a substantial 72 % enhancement in image quality 
compared to CBCT images. Nonetheless, it is important to note that 
drawing direct comparisons between these studies can be intricate due 
to variations in network architectures, pre-processing techniques, im-
aging protocols, and patient cohorts. 

Yuan et al. [21] employed a modified UNet++ to generate sCT from 
ultra-low-dose CBCT images of HN patients, resulting in a 74 % 
improvement in CBCT image quality, as indicated by a reduction in 
MAEs from 166 to 43 HU. Maspero et al. [17] employed cycle-GAN to 
create sCTs from CBCT images of HN, lung, and breast patients. They 
assessed the performance of a single network trained for all three sites 
versus networks trained individually for specific anatomical sites. Their 
results showed a 74 % improvement (MAEs) in CBCT image quality. 

Table 1 
Results (mean ± SD) of image quality evaluation and dose calculation accuracy.  

Training Model MAE (HU) ME (HU) PSNR (dB) SSIM DVH deviation (%) Gamma-pass-rate (%) 

1 %/1mm 2 %/2mm  

CBCT 163±29 73±35 60.1±1.8 0.6±0.1 2.4±5.4 58.9±14.5 76.6±12.8 
Non-adversarial 2D-UNet 55±9 1±11 64.8±1.7 0.8±0.1 0.2±0.4 97.4±2.0 99.7±0.2 

2D-ResUNet 48±7 0.1±10 66.0±1.9 0.8±0.0 0.2±0.3 97.7±2.0 99.8±0.2 
2.5D-UNet 51±9 5±10 65.8±1.8 0.8±0.1 0.2±0.3 97.6±2.0 99.8±0.2 
2.5D-ResUNet 46±7 3±10 66.6±2.0 0.8±0.0 0.2±0.3 97.7±1.9 99.8±0.2  

Adversarial 2D-UNet 51±8 3±11 65.5±2.0 0.8±0.0 0.2±0.3 97.5±2.1 99.6±0.5 
2D-ResUNet 49±8 4±9 65.6±1.8 0.8±0.0 0.2±0.4 97.4±2.0 99.7±0.3 
2.5D-UNet 50±9 − 9±10 65.8±1.9 0.8±0.0 0.2±0.3 97.7±1.9 99.8±0.2 
2.5D-ResUNet 46±8 7±10 66.4±2.0 0.8±0.1 0.2±0.4 97.4±2.4 99.8±0.3 

MAE: Mean Absolute Error, ME: Mean error, PSNR: Peak Signal-to-Noise Ratio, SSIM: Structural Similarity Index. 
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Notably, the single network exhibited superior generalization for HN 
cases, with MAE values of 53±12 HU (37 HU-77 HU) compared to 51 
±12 HU (35 HU-74 HU) for the individual networks. A recent work by 
Deng et al. [13] also reported the use of respath-cycleGAN to generate 
sCT images from HN CBCT images and demonstrated a notable 
improvement of 29 % in CBCT image quality, as indicated by a reduction 
in MAEs from 198 to 141 HU. 

Our DL model, trained on paired CT and CBCT data, encountered 
challenges due to anatomical discrepancies despite rigorous registra-
tion, particularly around the spine and oral cavity-pharynx areas. These 
disparities arise from inherent differences in a patient’s anatomy be-
tween the pCT and subsequent CBCT scans (see supplementary fig. SF5 
(c)). This mismatch introduces inaccuracies into our DL models, 
affecting image quality and dose calculation assessments. 

Several limitations warrant consideration when interpreting our 
study’s results. Firstly, we primarily focused on 2D and 2.5D DL models, 
while acknowledging that a 3D model could harness additional advan-
tages by integrating spatial information. Secondly, our dose calculation 
evaluation exclusively employed photon beams, while some recent 
studies incorporated particle beams for a more comprehensive assess-
ment [18]. Finally, our current evaluation was confined to an internal 
dataset and future work should evaluate ResUNet’s performance on 
external datasets. 

In this study, we introduced a novel DL model to generate sCT images 
from daily CBCT scans for HN patients. Our proposed ResUNet 

architecture was compared to the conventional UNet architecture, 
resulting in a notable improvement in the accuracy of CT numbers and 
overall image quality of the sCT. The ResUNet demonstrated a 
remarkable 8–11 % enhancement in the quality of the sCT images, 
outperforming the UNet model. This superiority was especially pro-
nounced when dealing with limited training data. There was no signif-
icant difference in dose calculation accuracy among the models. Both 
models demonstrated DVH deviation below 0.5 % and a gamma-pass- 
rate (1 %/1mm) exceeding 97 %. Our approach holds significant 
promise in the domain of HN ART planning, presenting the opportunity 
to create highly accurate sCT images. 
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All images are displayed within the window of (-300, 500) HU. The yellow horizontal lines on the pCT indicate the locations from which the CT number line profiles 
were extracted (refer to supplementary figures SF6 and SF7 for details). 
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