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Abstract
Dental caries has been a common health issue throughout the world, which can even lead to dental pulp and root apical

inflammation eventually. Timely and effective treatment of dental caries is vital for patients to reduce pain. Traditional

caries disease diagnosis methods like naked-eye detection and panoramic radiograph examinations rely on experienced

doctors, which may cause misdiagnosis and high time-consuming. To this end, we propose a novel deep learning archi-

tecture called CariesNet to delineate different caries degrees from panoramic radiographs. We firstly collect a high-quality

panoramic radiograph dataset with 3127 well-delineated caries lesions, including shallow caries, moderate caries, and deep

caries. Then we construct CariesNet as a U-shape network with the additional full-scale axial attention module to segment

these three caries types from the oral panoramic images. Moreover, we test the segmentation performance between

CariesNet and other baseline methods. Experiments show that our method can achieve a mean 93.64% Dice coefficient and

93.61% accuracy in the segmentation of three different levels of caries.
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1 Introduction

Dental caries is defined as a localized disease which affects

the hard tissues of teeth caused by microorganisms in

plaque [1]. It is one of the most common oral diseases.

According to the 4th Chinese National Oral Health Epi-

demiological Survey in 2015, the prevalence of caries in

primary teeth of children aged 3–5 is as high as 70.81%.

With the increase of age, the incidence rate of caries also

mounts progressively. The prevalence of dental caries is

80.7% in the 65–74 age group [2]. At the same time, dental

caries causes a huge social and economic burden. A global

burden of diseases study showed that about 3.5 billion

people worldwide suffer from oral disease and the direct

cost of treating these diseases is 298 billion dollars [3].

Meanwhile, the diagnosis of dental caries depends on

the subjectivity of doctors in clinic. The traditional dental

caries diagnosis method is mainly discovered by the

attending doctor through the visual inspection and the

probe exploration, which has certain subjectivity. Given

that the early caries and the hidden caries are difficult to be

detected, the misdiagnosis rate is high. If not treated

timely, the dental caries may expand gradually, invade the

dental pulp, trigger the tooth apical inflammation, the

apical abscess and other dental diseases, and eventually the

teeth may fall off.

Oral panoramic radiographs (X-rays) play a critical role

in the diagnoses of dental diseases like caries. As a pre-

ventative diagnostic tool, dentists can utilize oral
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panoramic radiographs, a preventive diagnostic tool, to find

hidden dental structure, bone loss, malignant or benign

masses and cavities that cannot be examined under visual

examination. Caries decay can be reflected radiographi-

cally when there is sufficient decalcification of tooth

structures [1]. X-ray image of dental caries shows different

gray value in different developing stages. According to [4],

the shallow caries is defined as caries radiolucency in

enamel or in the outer third of dentin; moderate caries is

defined as caries radiolucency in the middle third of dentin;

and deep caries is defined as caries radiolucency in the

inner third of dentin with or without apparent pulp

involvement. An example of panoramic radiograph image

is shown in Fig. 1. The Boxes A, B and C are corre-

sponding to shallow caries, moderate caries and deep car-

ies, respectively.

Computer-aided diagnosis system provides a more effi-

cient method to solve the above problems. By means of the

analysis and calculation ability of computer, a mathemat-

ical model of a disease diagnoses is established. Further-

more, the classification, prediction and localization of the

lesions of this type of disease can greatly alleviate the

burden and reduce the difficulty for clinical doctors. In

recent years, with the rapid development of artificial

intelligence, this technology has also gained its popularity

in the field of medical imaging, while deep learning is the

most used in the field of artificial intelligence and auto-

matic learning based on large datasets of medical images

with the means of introducing a convolutional neural net-

work (CNN) to extract image features.

In this paper, to attain accurate segmentation of caries

lesions, we propose a new deep learning network called

CariesNet. Inspired by the structure of U-Net [5], we build

an U-shape neural network for oral panoramic image seg-

mentation. In particularly, we use the full-scale axial

attention module as well as the partial encoder module to

enhance the segmentation performance. To sum up, the

main contributions of this work are threefold. (1) We

propose a novel deep architecture CariesNet for segment-

ing dental caries lesions in panoramic radiograph. (2) We

propose full-scale axial attention (FSSA) module to

enhance the robustness for the segmentation of small size

lesions. (3) The proposed CariesNet achieves an average

Dice similarity coefficient (DSC) of 93.64%, and it shows

effective results on the collected dataset.

The rest of this paper is organized as follows. Section 2

briefly reviews the related work. Our proposed CariesNet

method is described in Sect. 3. Section 4 reports the

experimental results. Finally, Section 5 concludes the

work.

Fig. 1 Example of different

grade caries lesions from

panoramic radiograph: shallow

caries in Box (a), moderate

caries in Box (b) and deep

caries in Box (c)
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2 Related works

2.1 Computer-aided diagnosis methods
for dental caries

The computer system can be used to quantify the changes

of gray value in the image and realize clinical diagnoses. In

recent years, deep learning has also been applied to identify

and diagnose dental caries. In 2016, Anias et al. extracted

48 regions of interest from oral panoramic X-ray images by

threshold segmentation and utilize a neural network com-

bined with BP backpropagation to diagnose dental caries

[6]. Ali et al. use three stacked sparse automatic encoders

to extract the characteristics of apices and apply the Soft-

max classifier to determine whether the teeth had caries [7].

In 2017, a linear adaptive particle swarm optimization

(LA-PSO) algorithm is introduced to generate l-rate for

120 panoramic images of decayed teeth, and the classifi-

cation performance of the proposed LA-PSO is evaluated

by backpropagation neural model [8]. Prajapati et al.

introduce migration techniques to construct a convolutional

neural network-based dental caries diagnostic model, using

VGG-16 to detect caries in 251 X-ray images [9]; Zhang

et al. construct a computer-aided assessment system based

on CBCT images to improve the accuracy of caries diag-

nosis [10]. In 2020, Lin et al. construct a computer-aided

dental caries diagnosis system based on the depth-learning

model, which shows that deep learning has good perfor-

mance in detecting dental caries in root-tip X-ray images,

to detect the adjacent surface caries of permanent teeth in

apical X-ray images and to provide a reference for the early

diagnosis of the adjacent surface caries [11]. Haghanifar

et al. collect 480 oral panoramic X-ray images and propose

a teeth segmentation and caries detection workflow to

achieve a 90.52% caries detection accuracy [12]. However,

collecting the high-quality caries dataset and building a

highly efficient deep learning architecture still remain huge

challenges.

2.2 Deep learning methods for image
segmentation

In dentistry, many methods have been proposed for com-

puter-assisted image segmentation (see [13, 14] for com-

prehensive reviews of such methods). Similar to the

processing in the natural image, deep learning has been

widely applied in computer vision tasks such as image

classification and object detection [15]. Recently, an

increasing number of deep learning-based methods were

developed for image segmentation. One typical method is

fully connected networks (FCNs) can perform end-to-end

segmentation and be effective in diverse imaging

applications (e.g., semantic segmentation [16, 17], video

object detection [18, 19], multi-modality classification

[20]). However, due to its fully connected structure, FCN

uses plenty of parameters, thus incurring obstacles in

model training. SegNet [21] was presented with an enco-

der–decoder architecture for accelerating the training pro-

cess. Based on FCNs and SegNet, an improved network,

U-Net [5], employed an encoder–decoder architecture and

used skip connections between the upsampling and down-

sampling layers to combine high-resolution features with

the upsampled output. Some variants of U-Net have also

been proposed to enhance performance, such as 3D U-Net

[22], V-Net [23], UNet?? [24], SE-ResUnet [25] and

attention U-Net [26]. In particular, Fan et al. [27] proposed

the efficient network PraNet to balance the inference speed

and segmentation performance.

Besides the known general image segmentation frame-

works mentioned above, some dedicated deep learning

models have also been developed. Specifically, for seg-

menting X-ray images, multiple deep learning-based

models have been devised. Al-Antari et al. used the Dee-

pLab directly to segment live [28]. Blain et al. proposed a

modified U-Net network to detect COVID-19 infections

from chest X-ray image [29]. Moeskops et al. utilized

different image modalities to train a multi-task segmenta-

tion model [30]. Trullo et al. introduced the structure of a

conditional random field module as RNN into FCN [31].

Moreover, deep learning methods have been significantly

successful in other medical image segmentation tasks, such

as segmentation of cells [32], head and neck (HaN) [33],

liver [34], brain [35] and optic disk [36].

3 Materials and methods

3.1 Overview

In this section, we demonstrate the workflow of the pro-

posed CariesNet. We first explain the collection of a

comprehensive oral panoramic X-ray image dataset. Next

we introduce the CariesNet architecture as well as the full-

scale axial attention (FSSA) module. Finally we explain the

loss function and the model training details.

3.2 Dataset preparation

Most related studies in the field of dental problem detection

using X-rays lack a sufficient number of images in their

datasets. Large datasets let the models have more sophis-

ticated architectures, including more parameters. Hence,

developed models can handle more complicated features

and detect subtle abnormalities that appeared in the tooth

texture, like dental caries in the early stages. Annotation is
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an essential but time-consuming part that needs to be

performed by the field specialists, e.g., dentists or

radiologists.

To address the issues of data lacking, we try to build a

high-quality oral panoramic dataset. A set of 1159

panoramic images originating from dental treatment and

routine care are collected by the Affiliated Stomatology

Hospital, Zhejiang University School of Medicine, from

2015 to 2020. Data collection was ethically approved by

the Chinese Stomatological Association ethics committee.

Only panoramic images of permanent teeth were included

in the dataset. Panoramic images of primary teeth or those

where any assessment is deemed impossible were exclu-

ded. Most of the data were generated using radiographic

machines from the manufacturer Dentsply Sirona (Ben-

sheim, Germany), mainly Orthophos XG. On all panoramic

images, each tooth was segmented and labeled using the

FDI scheme by three dentist and checked by a forth den-

tists. From 1159 oral panoramic images, 3217 caries

regions are labeled as shallow caries, moderate caries or

deep caries. The detail of our caries dataset is shown in

Table 1.

3.3 CariesNet overall architecture

Generally, the size of the oral panoramic radiograph is

large, while the target caries region is small. It is a chal-

lenge to find and delineate the overall architecture of the

network as shown in Fig. 2. We design CariesNet inspired

by the overall architecture from the PraNet [27], which is

based on reverse attention mechanism [37]. As is shown in

Fig. 2, CariesNet is a general U-shape encoder–decoder

framework, which can aggregate the features extracted

from multi-level convolution networks. Traditional U-Net

simply passes the feature to each decoder layer, and some

high-level contextual information may lose in the decoder.

Similar as introduced in [27], we use the partial decoder to

aggregate more high-level features in CariesNet. In this

paper, we utilize Res2Net [38] as an efficient backbone.

We concatenate three high-level feature maps in backbone

to the partial decoder, and it predicts the initial saliency

map for dental caries, which is labeled as a global map in

Fig. 2. Then both the backbone feature and partial decoder

feature are concatenated to the attention module. In Car-

iesNet, we replace the reverse attention (RA) module with

the full-scale axial attention (FSAA) module, and the detail

of FSAA is described in Sect. 3.4. Next, the feature map is

passed through a 1� 1 convolution layer and added with

the previous FSAA global map. Besides, in each high-level

layer, the feature map obtained from FSAA in the previous

layer and the feature map from the backbone is concate-

nated as the input of FSAA as well. We use three conse-

quent FSAAs to compute the high-level saliency map. In

the end, A 4 times bi-linear upsampling transformation

with a sigmoid function is used to obtain the final output

from the global feature map.

The CariesNet network is efficient to segment slight

dental caries regions from oral panoramic X-ray images.

By aggregating the features in three high-level layers in the

partial decoder, the contextual information can be effec-

tively extracted from the global map, which means the

target dental caries lesions can be placed at the initial

guidance area (global map). The full-scale axial attention

module can further mine the boundary cues of the output

segmentation result. To sum up, the overall architecture

shows that the Res2Net backbone features are forwarded to

the partial decoder to generate the initial global map, and

the full-scale axial attention module can reconstruct accu-

rate dental caries segmentation results.

3.4 Full-scale axial attention module

Generally, the delineation of the target dental caries

lesion includes two steps for experienced doctors. First, a

coarse region that may contain a target lesion is located.

And the second step is to annotate the accurate boundary of

the target area. Since the rough saliency map is obtained

from the partial decoder, we propose the FSSA module that

can mine the boundary cues. The above-mentioned module

can extract fine-grained feature maps which have both

high-level semantic information and low-level detail

information.

As is shown in Fig. 3, the input high-level backbone

feature map and the upsampled location map are concate-

nated firstly. Different from the normal axial attention

module, in order to enable the module to integrate more

Table 1 Dental caries dataset

description
Training set Valid set Test set Overall

Oral panoramic radiograph 900 135 124 1159

Shallow caries 709 125 112 946

Moderate caries 669 141 124 934

Deep caries 992 177 168 1337

Positive region 2370 443 404 3217

Neural Computing and Applications

123



Fig. 2 Schematic diagram of the architecture of CariesNet, which consists of three full-scale axial attention modules with a partial decoder

Fig. 3 Details of full-scale axial attention (FSAA) module used in CariesNet
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layers of characteristic information, we consider average

pooling and maximum pooling at the same time. The

extracted channel domain features are mapped to the same

dimension with the number of channels as the original

feature image again through the full connection layer,

while the spatial domain features are mapped through the

convolution layer of element-wise convolution kernel to

obtain the single-channel feature with the same size as the

spatial feature. We parallel extract the attention features

from the channel domain and the spatial domain and then

allow the network to aggregate both of them through the

element-wise convolution layer. In order to get a smoother

attention feature map, we utilize a sigmoid layer after the

fusion layer. FSAA eventually outputs an attention feature

map that represents the contextual information from a

global view.

3.5 Learning process and implementation
details

Loss Function The binary cross-entropy (BCE) is usually

employed as the loss function, which can be formulated as

follows:

LBCE ¼ � 1

f

Xk

j¼1

njlogmj þ ð1� njÞlogð1� mjÞ ð1Þ

where f is the number of pixels, and m j and n j, respec-

tively, show the predicted value and its corresponding

groundtruth value. However, the resulting inefficient opti-

mization requires the adaptive loss function due to the high

susceptibility of the cross-entropy loss function to class

imbalance. Therefore, Dice loss is used as the loss function

in our model as follows:

Ldice ¼ 1�
Pk

j¼1 mjnj þ d
Pk

j¼1ðmj þ nj þ dÞ
�

Pk
j¼1 mjnj þ d

Pk
j¼1ð2� mj � nj þ dÞ

ð2Þ

where mj is the predicted value, and nj is the corresponding

ground-truth value.

We combine the BCE loss and Dice loss in CariesNet,

and the final loss function can be expressed as:

L ¼
X4

i¼1

ðLiBCE þ LiDiceÞ ð3Þ

Implementation Details We train CariesNet with 200

epochs on all the 512 � 512 size oral panoramic images in

the training data. We use Adam as the optimizer with the

initial learning rate of 1e-4, which decays at 80, 120 and

150 epochs. Our experiments are performed on a work-

station platform with Intel(R) Xeon(R) CPU E5-2630 v4 @

2.20GHz, 256GB RAM and 8x NVIDIA GeForce 2080Ti

GPU with 12GB GPU memory. The code is implemented

with PyTorch 1.3.1 in Ubuntu 18.04.

4 Experiments and discussion

4.1 Evaluation metrics

Some evaluation metrics, including the Dice coefficient,

accuracy, precision and recall, are adopted to compare the

performances of CariesNet and other methods to compare

the performances of different methods. The Dice coeffi-

cient measures the overlapping pixels between the auto-

matic and manual segmentation of dental caries, which is

calculated as follows:

Dice ¼ 2� TP

2� TPþ FPþ FN
ð4Þ

where TP, FP, TN and FN represent true-positive, false-

positive, true-negative and false-negative prediction,

respectively. Accuracy is the entire accuracy of the dental

caries types and background segmentation, which is

described as the following:

Accuracy ¼ TPþ TN

TPþ TN þ FPþ FN
ð5Þ

Precision is the proportion of dental caries area that are

classified as true-positive areas concerning all pixels of

caries lesions that are classified by automatic segmentation,

which is delimited as follows:

Precision ¼ TP

TPþ FP
ð6Þ

The recall represents the proportion of the true-positive

pixels of in dental caries that are classified by automatic

segmentation versus the pixels of caries lesions that are

classified by manual segmentation, which is calculated as

follows:

Recall ¼ TP

TPþ FN
ð7Þ

F1 score is used to quantify the weighted average of dental

caries lesions between the precision and recall rate, with a

value in [0, 1], and is calculated as follows:

F1 ¼ 2� Precision � Recall
Precisionþ Recall

ð8Þ

4.2 Comparative experiments

The results obtained from the caries dataset are reported in

Table 2. In each test case, we split the oral panoramic

image two parts, the left and the right. In regard of the test

Neural Computing and Applications

123



result evaluation, joint segmentation results of the two parts

are merged. DeepLab is a widely used pixel-wise seg-

mentation tool [39], which also uses an encoder–decoder

structure. Here, we use U-Net and DeepLabV3? as base-

line models. We use Res2Net as a backbone in Res-Unet

[40], which is implemented for the ablation experiments as

a backbone method as well. All the deep learning models

are tested on the same validation set, and the results of

DSC, accuracy, F1 score, precision and recall are shown in

Table 2, respectively. It is obvious that the PraNet and

CariesNet model performs well in localizing the target

lesions with partial decoder module, and CariesNet

improves the overall performance with a large margin. The

normal U-Net and DeepLabv3 perform similar to the

backbone methods Res-Unet. Attention-UNet has a much

better segmentation results, and it proves the attention

mechanism can significantly improve the model perfor-

mance. Meanwhile, CariesNet outperforms the state-of-the-

art method PraNet because the full-scale axial attention

module can capture wide and efficient contextual infor-

mation. CariesNet achieves a DSC of 93.64% eventually.

4.3 Ablation study

Apart from the above comparison with the state-of-the-art

methods, we also conduct extensive ablation experiments

to validate the effectiveness of our method, including the

partial encoder module, full-scale axial attention module,

BCE/Dice loss function and deep supervision strategy. As

shown in Table 3, the Dice coefficient of each model is

reported when segmenting three types of dental caries. It is

clear that FSAA can significantly improve the model per-

formance. Besides, it is noticed that the performance on the

moderate caries delineation is relatively low, because

either the boundaries between deep caries and moderate

caries or the boundaries between shallow caries and mod-

erate caries are relatively blurred, and the models tend to

misclassify moderate caries as shallow caries or deep car-

ies. Although CariesNet shows limited performance on

moderate caries over the backbone, it helps improve about

11.1% DSC on deep caries and 12.4% DSC on shallow

caries.

4.4 Results visualization

Figure 2 shows the segmentation results. CariesNet can

kindly find the small dental caries lesions from oral

panoramic radiographs. We mark the deep dental caries

lesions as yellow part in Fig. 4. The moderate caries and

the shallow caries area are marked as blue and green parts,

respectively. To compare the performance between the

methods clearly, we select a part to enlarge the display.

The segmentation results of CariesNet, PraNet, U-Net,

DeepLabv3 and Res-U-Net are shown in Fig. 4. Compared

with other methods, CariesNet has a smoother and more

accurate boundary.

5 Conclusion

In conclusion, we developed an automated system for

caries diagnosis. Experiments demonstrate that the deep

learning model can effectively segment the dental caries

lesions from the oral panoramic X-ray image. In particular,

we developed a state-of-the-art segmentation network

CariesNet, implementing the partial encoder module and

Table 2 Comparison of OARs

segmentation results with

different methods

Algorithm DSC(%) Accuracy F1 score Precision Recall

U-Net [5] 80.87 80.71 88.92 86.89 70.31

DeepLabV3? [39] 81.90 81.68 87.43 89.76 71.72

Res-Unet [40] 81.24 81.15 88.93 90.16 72.80

Attention-UNet [26] 90.91 90.38 91.66 90.42 83.13

PraNet [27] 93.52 93.24 92.35 93.85 85.28

CariesNet 93.64 93.61 92.87 94.09 86.01

Bold values indicate the best results

Table 3 Ablation study of the

CariesNet segmentation

performance (DSC) on three

dental caries types

Model Deep caries Moderate caries Shallow caries Average

Backbone 0.860 0.653 0.765 0.812

? Partial encoder 0.892 0.642 0.801 0.870

? FSAA 0.947 0.673 0.916 0.919

? BCE/Dice loss 0.955 0.687 0.924 0.921

? Deep supervision 0.971 0.694 0.939 0.936

Bold values indicate the best results
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the full-scale axial attention module into the common

encoder–decoder U-shape structure. We conducted exper-

iments on the dataset and the validation and test studies

showed the capability of our new approach for this seg-

mentation task. Comparison and ablation experiments also

suggested that our new CariesNet architecture yields very

good performance in segmenting slight lesions from large

X-ray images.
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Van Gool L (2017) One-shot video object segmentation. Pro-

ceedings of the IEEE Conference on Computer Vision and Pat-

tern Recognition pp. 221–230

20. Cao Z, Sun C, Wang W, Zheng X, Wu J, Gao H (2021) Multi-

modality fusion learning for the automatic diagnosis of optic

neuropathy. Patt Recognit Lett 142:58

21. Badrinarayanan V, Kendall A, Cipolla R (2017) DeepLab:

Semantic image segmentation with deep convolutional nets,

atrous convolution, and fully connected CRFs. IEEE Trans Patt

Anal Mach Intell 39(12):2481
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